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Abstract

In order for reinforcement learning techniques to be useful
in real-world decision making processes, they must be able
to produce robust performance from limited data. Deep pol-
icy optimization methods have achieved impressive results on
complex tasks, but their real-world adoption remains limited
because they often require significant amounts of data to suc-
ceed. When combined with small sample sizes, these meth-
ods can result in unstable learning due to their reliance on
high-dimensional sample-based estimates. In this work, we
develop techniques to control the uncertainty introduced by
these estimates. We leverage these techniques to propose a
deep policy optimization approach designed to produce sta-
ble performance even when data is scarce. The resulting al-
gorithm, Uncertainty-Aware Trust Region Policy Optimiza-
tion, generates robust policy updates that adapt to the level of
uncertainty present throughout the learning process.

1 Introduction
By combining policy optimization techniques with rich
function approximators such as deep neural networks, the
field of reinforcement learning has achieved significant suc-
cess on a variety of high-dimensional continuous control
tasks (Duan et al. 2016). Despite these promising results,
there are several barriers preventing the widespread adoption
of deep reinforcement learning techniques for real-world
decision making. Most notably, policy optimization algo-
rithms can exhibit instability during training and high sam-
ple complexity, which are further exacerbated by the use of
neural network function approximators. These are undesir-
able qualities in important applications such as robotics and
healthcare, where data collection may be expensive and poor
performance at any point can be both costly and dangerous.

Trust Region Policy Optimization (TRPO) (Schulman
et al. 2015) is one of the most popular methods that has been
developed to address these issues, utilizing a trust region in
policy space to generate stable but efficient updates. In order
to perform well in practice, however, TRPO often requires a
large number of samples to be collected prior to each policy
update. This is because TRPO, like all policy optimization
algorithms, relies on sample-based estimates to approximate
expectations. These estimates are known to suffer from high
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variance, particularly for problems with long time horizons.
As a result, the use of sample-based estimates can be a major
source of error unless a sufficiently large number of samples
are collected.

Motivated by the need to make decisions from limited
data in real-world settings, we focus on addressing the insta-
bility caused by finite-sample estimation error in policy opti-
mization. By directly accounting for the uncertainty present
in sample-based estimates when generating policy updates,
we can make efficient, robust use of limited data to produce
stable performance throughout the training process. In this
work, we develop an algorithm we call Uncertainty-Aware
Trust Region Policy Optimization (UA-TRPO) that controls
the finite-sample estimation error in the two main compo-
nents of TRPO: (i) the policy gradient and (ii) the trust re-
gion metric. Our main contributions are as follows:

1. We construct a finite-sample policy improvement lower
bound that is accurate up to first and second order ap-
proximations, which we use to motivate an adaptive trust
region that directly considers the uncertainty in the policy
gradient estimate.

2. We propose a computationally efficient technique to re-
strict policy updates to a subspace where trust region in-
formation is available from the observed trajectories.

3. We demonstrate the robust performance of our approach
through experiments on high-dimensional continuous
control tasks in OpenAI Gym’s MuJoCo environments
(Brockman et al. 2016; Todorov, Erez, and Tassa 2012).

We summarize our uncertainty-aware modifications to
TRPO in Figure 1.

2 Preliminaries
Notational Conventions. We use bold lowercase letters to
denote vectors, bold uppercase letters to denote matrices,
script letters to denote sets, and prime to denote transpose.
E [ · ] represents expectation, and we use hats ( ·̂ ) to denote
sample-based estimates.

Reinforcement Learning Framework. We model the se-
quential decision making problem as an infinite-horizon,
discounted Markov Decision Process (MDP) defined by the
tuple (S,A, p, r, ρ0, γ). S is the set of states and A is the
set of actions, both possibly infinite. p : S × A → ∆S



Approximate
Lemma 1 by L(θ)

TRPO:

UA-TRPO:

Estimate true
policy gradient g

Sample average ĝ

Worst-case over
Un to form Ln(θ)

(Theorem 1)

Form trust region from
penalty term estimate

1

2
(θ−θk)′F̂(θ−θk) ≤ δKL

1

2
(θ−θk)′M̂(θ−θk) ≤ δUA

(Definition 1)

Compute update
θ = θk + ηv

Solve F̂v = ĝ
with CG steps

Solve M̂v = ĝ for
UA update direction

(Algorithm 1)

Figure 1: Comparison of TRPO and UA-TRPO. Both algorithms are derived from the lower bound in Lemma 1 and its approx-
imation L(θ). Abbreviations: CG denotes conjugate gradient; UA denotes uncertainty-aware.

is the transition probability function of the MDP where
∆S denotes the space of probability distributions over S ,
r : S×A → R is the reward function, ρ0 ∈ ∆S is the initial
state distribution, and γ ∈ [0, 1) is the discount factor.

We model the agent’s decisions as a stationary policy
π : S → ∆A, where π(a | s) is the probability of taking ac-
tion a in state s. In policy optimization, we search over a re-
stricted class of policies πθ ∈ Πθ parameterized by θ ∈ Rd,
where a neural network is typically used to represent πθ . The
standard goal in reinforcement learning is to find a policy pa-
rameter θ that maximizes the expected total discounted re-
ward J(θ) = Eτ∼πθ

[
∑∞
t=0 γ

tr(st, at)], where τ ∼ πθ rep-
resents a trajectory τ = (s0, a0, s1, a1, . . .) sampled accord-
ing to s0 ∼ ρ0( · ), at ∼ πθ( · | st), and st+1 ∼ p( · | st, at).

We adopt standard reinforcement learning definitions
throughout the paper. We denote the advantage function of
πθ as Aθ(s, a) = Qθ(s, a) − Vθ(s), where Qθ(s, a) =
Eτ∼πθ

[∑∞
t=0 γ

tr(st, at) | s0 = s, a0 = a
]

is the state-
action value function and Vθ(s) = Ea∼πθ(·|s) [Qθ(s, a)]
is the state value function. We denote the normalized dis-
counted state visitation distribution induced by πθ as ρθ ∈
∆S where ρθ(s) = (1 − γ)

∑∞
t=0 γ

tP (st = s | ρ0, πθ, p),
and the corresponding normalized discounted state-action
visitation distribution as dθ ∈ ∆S×A where dθ(s, a) =
ρθ(s)πθ(a | s).

Trust Region Policy Optimization. TRPO is motivated
by the goal of monotonic improvement used by Kakade and
Langford (2002) in Conservative Policy Iteration (CPI). CPI
achieves monotonic improvement by maximizing a lower
bound on policy improvement that can be constructed us-
ing only samples from the current policy. The lower bound
developed by Kakade and Langford (2002) applies only to
mixture policies, but was later extended to arbitrary policies
by Schulman et al. (2015) and further refined by Achiam
et al. (2017):

Lemma 1 (Achiam et al. (2017), Corollary 3).
Consider two policies πθk

and πθ . Let εθ =
maxs

∣∣Ea∼πθ(·|s) [Aθk
(s, a)]

∣∣, and denote the Kullback-
Leibler (KL) divergence between πθk

( · | s) and πθ( · | s)
by KL(θk‖θ)(s). The difference between expected total
discounted rewards J(θk) and J(θ) can be bounded below

by

J(θ)− J(θk) ≥ 1

1− γ E
(s,a)∼dθk

[
πθ(a | s)
πθk

(a | s)
Aθk

(s, a)

]
−
√

2γεθ
(1− γ)2

√
E

s∼ρθk
[KL(θk‖θ)(s)], (1)

where the first term on the right-hand side is the surrogate
objective and the second is the KL penalty term.

This lower bound can be optimized iteratively to generate
a sequence of policies with parameters {θk} and monoton-
ically improving performance. However, this optimization
problem can be difficult to solve and leads to very small
policy updates in practice. Instead, TRPO introduces sev-
eral modifications to this approach to produce a scalable and
practical algorithm based on Lemma 1. First, TRPO consid-
ers a first order approximation of the surrogate objective and
a second order approximation of the KL divergence in (1),
yielding the approximate lower bound

L(θ) = g′(θ − θk)

− γεθ
(1− γ)2

√
(θ − θk)′F(θ − θk), (2)

with

g = ∇θJ(θk)

=
1

1− γ E
(s,a)∼dθk

[Aθk
(s, a)∇θ log πθk

(a | s)] (3)

and

F = E
(s,a)∼dθk

[∇θ log πθk
(a | s)∇θ log πθk

(a | s)′] , (4)

where g is the standard policy gradient determined by the
Policy Gradient Theorem (Williams 1992; Sutton et al.
2000) and F is the average Fisher Information Matrix
(Schulman et al. 2015). Note that g and F are themselves
expectations, so in practice L(θ) is estimated using sample
averages ĝ and F̂. TRPO then reformulates the KL penalty
term as a trust region constraint to produce policy updates



of meaningful size, resulting in the following optimization
problem at each iteration:

max
θ

ĝ′(θ − θk)

s.t.
1

2
(θ − θk)′F̂(θ − θk) ≤ δKL,

(5)

where the trust region parameter δKL is chosen based on the
desired level of conservatism. The closed-form solution is
θ = θk + ηv, where v = F̂−1ĝ is the update direction

and η =

√
2δKL/v′F̂v. The update direction cannot be cal-

culated directly in high dimensions, so it is solved approx-
imately by applying a finite number of conjugate gradient
steps to F̂v = ĝ. Finally, a backtracking line search is per-
formed to account for the error introduced by the first and
second order approximations.

3 Uncertainty-Aware Trust Region
By replacing expectations with sample-based estimates in
the approximate lower bound L(θ), TRPO introduces a po-
tentially significant source of error when the number of sam-
ples n used to construct the estimates is small. This finite-
sample estimation error can destroy the approximate mono-
tonic improvement argument on which TRPO is based. As a
result, TRPO typically uses large amounts of data to gener-
ate stable performance.

We first address the error present in the policy gradient es-
timate. Rather than relying on the high-variance estimate ĝ
to approximate g in L(θ), we instead develop a robust lower
bound Ln(θ) that holds for all vectors in an uncertainty set
Un centered around ĝ. If Un contains the true policy gradient
g, Ln(θ) will be a lower bound to J(θ) − J(θk) up to first
and second order approximation error.

Consider the policy gradient random vector

ξ =
1

1− γ
Aθk

(s, a)∇θ log πθk
(a | s) ∈ Rd, (6)

where (s, a) ∼ dθk
. Note that g = E [ξ] is the true policy

gradient as in (3), and Σ = E
[
(ξ − g) (ξ − g)

′] is the true
covariance matrix of the policy gradient random vector. We
make the following assumption regarding the standardized
random vector Σ−1/2(ξ − g):

Assumption 1. Σ−1/2(ξ − g) is a sub-Gaussian random
vector with variance proxy σ2.

The sub-Gaussian assumption is a reasonable one, and is
satisfied by standard assumptions in the literature such as
bounded rewards and bounded ∇θ log πθk

(a | s) (Konda
and Tsitsiklis 2000; Papini et al. 2018). Using this assump-
tion, we construct Un as follows (see the Appendix for more
details):

Lemma 2 (Constructing Un). Consider ξ̂1, . . . , ξ̂n inde-
pendent, identically distributed random samples of ξ, with
ĝ = 1

n

∑n
i=1 ξ̂i their sample average. Fix α ∈ (0, 1), and

define

Un =
{
u | (u− ĝ)′Σ−1(u− ĝ) ≤ σ2R2

n

}
, (7)

where

R2
n =

1

n

(
d+ 2

√
d log

(
1

α

)
+ 2 log

(
1

α

))
. (8)

Then, g ∈ Un with probability at least 1− α.

The ellipsoidal uncertainty set Un constructed in
Lemma 2 has an intuitive structure. It can be seen as a
multivariate extension of the standard confidence interval
in univariate statistics, where the radius has been calculated
to accommodate the more general sub-Gaussian case (Hsu,
Kakade, and Zhang 2012). We use this uncertainty set to
develop a finite-sample lower bound Ln(θ) on the perfor-
mance difference between two policies:
Theorem 1 (Finite-Sample Policy Improvement Lower
Bound). Consider two policies πθk

and πθ . Let εθ be as
defined in Lemma 1. Assume Lemma 2 holds and is used to
construct Un with confidence 1− α. Then, we have that

Ln(θ) = ĝ′(θ − θk)

− γεθ
(1− γ)2

√
(θ − θk)′F(θ − θk)

− σRn
√

(θ − θk)′Σ(θ − θk) (9)

is a lower bound for J(θ)− J(θk) with probability at least
1− α, up to first and second order approximation error.

Proof. Consider a robust (i.e., worst-case with respect to
Un) lower bound of the form

min
u∈Un

u′(θ − θk)− γεθ
(1− γ)2

√
(θ − θk)′F(θ − θk), (10)

where Un is defined as in Lemma 2. Note that (10) is a
minimization of a linear function of u subject to a convex
quadratic constraint in u. By forming the Lagrangian and
applying strong duality, we see that the minimum value of
(10) can be written in closed form as Ln(θ). By construc-
tion of Un, g is a feasible solution to (10) with probability
at least 1 − α. Therefore, L(θ) ≥ Ln(θ) with probabil-
ity at least 1 − α. By Lemma 1, L(θ) is a lower bound for
J(θ) − J(θk) up to first and second order approximation
error, which implies that with probability at least 1−α so is
Ln(θ). For a more detailed proof, see the Appendix.

The appearance of an additional penalty term in our robust
finite-sample lower bound Ln(θ) motivates the use of the
following modified trust region:
Definition 1 (Uncertainty-Aware Trust Region). For a given
δUA, the uncertainty-aware trust region represents the set of
all parameters θ ∈ Rd that satisfy the constraint

1

2
(θ − θk)′M(θ − θk) ≤ δUA, (11)

where M = F + cR2
nΣ, c ≥ 0.

Note that each term in M accounts for a main source of
potential error: the first term controls the approximation er-
ror from using on-policy expectations as in TRPO, while the
second term controls the finite-sample estimation error from



ĝ

Figure 2: Illustration of trust regions and corresponding pol-
icy updates in parameter space for TRPO (red) and UA-
TRPO (blue). The dotted blue line represents the smallest
uncertainty-aware trust region that contains the update pro-
posed by TRPO. By accounting for the uncertainty present
in the policy gradient estimate ĝ, UA-TRPO achieves the
same level of policy improvement as TRPO with lower total
potential error (even though, in this case, UA-TRPO pro-
duces a larger policy update than TRPO in terms of KL di-
vergence).

using the policy gradient estimate ĝ. The importance of in-
cluding this second term is illustrated in Figure 2. The result-
ing trust region adapts to the true noise of the policy gradient
random vector through Σ, as well as the number of samples
n used to estimate the policy gradient through the coefficient
R2
n. We include the parameter c ≥ 0 to control the trade-off

between the two terms of M, with c = 0 corresponding to
standard TRPO (i.e., no penalty for finite-sample estimation
error).

This results in a modified policy update based on the op-
timization problem

max
θ

ĝ′(θ − θk)

s.t.
1

2
(θ − θk)′M̂(θ − θk) ≤ δUA,

(12)

where F̂ in (5) has been replaced by a sample-based esti-
mate M̂ = F̂ + cR2

nΣ̂ of the uncertainty-aware trust region
matrix.

4 Uncertainty-Aware Update Direction
The need to use the sample-based estimate M̂ for the trust
region in (12) introduces another potential source of error.
In particular, because we are estimating a high-dimensional
matrix using a limited number of samples, M̂ is unlikely to
be full rank. This creates multiple problems when approxi-
mating the update direction v = M−1g by solving the sys-
tem of equations M̂v = ĝ. First, it is unlikely that this sys-
tem of equations has an exact solution, so we must consider a
least-squares solution instead. Second, the least-squares so-
lution is not unique because the null space of M̂ contains

non-zero directions. This second point is particularly impor-
tant for managing uncertainty, as the null space of M̂ can
be interpreted as the directions in parameter space where we
have no information on the trust region metric from observed
data.

In order to produce a stable, uncertainty-aware policy up-
date, we should restrict our attention to directions in param-
eter space where an estimate of the trust region metric is
available. Mathematically, this means we are interested in
finding a least-squares solution to M̂v = ĝ that is contained
in the row space of M̂ (equivalently, the range of M̂ since
the matrix is symmetric). The unique least-squares solution
that satisfies this restriction is v = M̂+ĝ, where M̂+ de-
notes the Moore-Penrose pseudoinverse of M̂. It is impor-
tant to note that the standard implementation of TRPO does
not produce this update direction in general, leading to un-
stable and inefficient updates when sample sizes are small.

If M̂ has rank p < d, it can be written as M̂ = UDU′

where U ∈ Rd×p is an orthonormal eigenbasis for the range
of M̂ and D ∈ Rp×p is a diagonal matrix of the correspond-
ing positive eigenvalues. The Moore-Penrose pseudoinverse
is M̂+ = UD−1U′, and the uncertainty-aware update di-
rection can be calculated as v = UD−1U′ĝ. Intuitively,
this solution is obtained by first restricting M̂ and ĝ to the
p-dimensional subspace spanned by the basis U, finding
the unique solution to the resulting p-dimensional system
of equations, and representing this solution in terms of its
coordinates in parameter space.

Unfortunately, standard methods for computing a decom-
position of M̂ are computationally intractable in high di-
mensions. Rather than considering the full range of M̂
spanned by U, we propose to instead restrict policy updates
to a low-rank subspace of the range using random projec-
tions (Halko, Martinsson, and Tropp 2011). By generating
m � d random projections, we can efficiently calculate a
basis for this subspace and the corresponding uncertainty-
aware update direction (see Algorithm 1 for details). Be-
cause the subspace is contained in the range of M̂ by con-
struction, we preserve our original goal of restricting policy
updates to directions in parameter space where trust region
information is available.

Our update method provides the additional benefit of gen-
erating a sufficient statistic that can be stored efficiently in
memory (Y in Algorithm 1), which is not the case in TRPO.
Because the sufficient statistic can be stored in memory, we
can utilize exponential moving averages to produce more
stable estimates of the trust region matrix (Wu et al. 2017;
Kingma and Ba 2015). This additional source of stability
can be implemented through minor modifications to Algo-
rithm 1, which we detail in the Appendix.

5 Algorithm
By applying the uncertainty-aware trust region from Def-
inition 1 and computing an uncertainty-aware update di-
rection via Algorithm 1, we develop a robust policy opti-
mization method that adapts to the uncertainty present in
the sample-based estimates of both the policy gradient and



Algorithm 1: Uncertainty-Aware Update Direction

Input: sample-based estimates ĝ ∈ Rd, M̂ ∈ Rd×d;
random matrix Ω ∈ Rd×m.

Generate m random projections onto the range of M̂:

Y = M̂Ω.

Construct basis Q ∈ Rd×`, ` ≤ m, with orthonormal
vectors via the singular value decomposition of Y.

Compute projections of M̂, ĝ in the `-dimensional
subspace spanned by Q:

M̃ = Q′M̂Q ∈ R`×`, g̃ = Q′ĝ ∈ R`.

Construct the eigenvalue decomposition of M̃:

M̃ = VΛV′.

Solve the `-dimensional system M̃y = g̃ for y ∈ R`:

y = M̃−1g̃ = VΛ−1V′Q′ĝ.

Represent y in parameter space coordinates to obtain
an uncertainty-aware update direction v ∈ Rd:

v = Qy = QVΛ−1V′Q′ĝ.

the trust region metric. These important modifications to
the standard trust region approach result in our algorithm
Uncertainty-Aware Trust Region Policy Optimization (UA-
TRPO), which is detailed in Algorithm 2.

6 Experiments
In our experiments, we aim to investigate the robustness and
stability of TRPO and UA-TRPO when a limited amount
of data is used for each policy update. In order to accom-
plish this, we perform simulations on several MuJoCo envi-
ronments (Todorov, Erez, and Tassa 2012) in OpenAI Gym
(Brockman et al. 2016). We focus on the locomotion tasks
in OpenAI Baselines’ (Dhariwal et al. 2017) MuJoCo1M
benchmark set (Swimmer-v3, Hopper-v3, HalfCheetah-v3,
and Walker2d-v3), all of which have continuous, high-
dimensional state and action spaces.

Because we are interested in evaluating the performance
of TRPO and UA-TRPO when updates must be made from
limited data, we perform policy updates every 1,000 steps in
our experiments. The tasks we consider all have a maximum
time horizon of 1,000, so our choice of batch size represents
as little as one trajectory per policy update. Most implemen-
tations of TRPO in the literature make use of larger batch
sizes, such as 5,000 (Henderson et al. 2018), 25,000 (Wu
et al. 2017), or 50,000 (Duan et al. 2016) steps per policy
update. We run each experiment for a total of one million
steps, and we consider 50 random seeds.

We represent our policy πθ as a multivariate Gaussian
distribution, where the mean action for a given state is pa-
rameterized by a neural network with two hidden layers

Algorithm 2: Uncertainty-Aware Trust Region
Policy Optimization (UA-TRPO)

Input: initial policy parameterization θ0 ∈ Rd;
trust region parameters δUA, c, α;
random matrix Ω ∈ Rd×m.

for k = 0, 1, 2, . . . do
Collect sample trajectories τ1, . . . , τn ∼ πθk

.

Calculate sample-based estimates of the policy
gradient ĝ and uncertainty-aware trust region
matrix M̂ = F̂ + cR2

nΣ̂.

Use Algorithm 1 to compute an
uncertainty-aware update direction v.

Apply the policy update:

θk+1 = θk + ηv, η =

√
2δUA

v′M̂v
.

end

of 64 units each and tanh activations. The standard devia-
tion is parameterized separately, and is independent of the
state. This is a commonly used policy structure in deep re-
inforcement learning with continuous actions (Henderson
et al. 2018). The combination of high-dimensional state and
action spaces with our neural network policy representation
results in policy gradients with dimension d ranging between
4,800 and 5,800.

We use the hyperparameters from Henderson et al. (2018)
for our implementation of TRPO, which includes δKL =
0.01 (see Equation (5)). For UA-TRPO, we use δUA = 0.03,
c = 6e−4, and α = 0.05 for the inputs to Algorithm 2 in all
of our experiments. We determined δUA through cross vali-
dation, where the trade-off parameter c was chosen so that
on average the KL divergence between consecutive policies
is the same as in TRPO to provide a fair comparison. See the
Appendix for additional details.

Robustness Comparison. In order to evaluate the robust-
ness of TRPO and UA-TRPO, we consider the conditional
value at risk (CVaR) of cumulative reward across our 50 tri-
als. For a given κ ∈ [0, 1], κ-CVaR represents the expected
value of the bottom κ quantiles.

First, we consider the CVaR of final performance after
one million steps of training. Figure 3 displays the κ-CVaR
of final performance for all κ ∈ [0, 1]. For small values
of κ where κ-CVaR represents a more robust measure of
performance, UA-TRPO is comparable to or outperforms
TRPO across all environments. In all environments except
Walker2d-v3, the final κ-CVaR of UA-TRPO exceeds that
of TRPO for almost all values of κ ∈ [0, 1].

As shown in Figure 4, the robustness of UA-TRPO ex-
tends beyond final performance. In all environments, UA-
TRPO also demonstrates comparable or improved 20%-
CVaR throughout the training process. In addition, we see
that TRPO actually results in a decrease in 20%-CVaR over



Figure 3: κ-CVaR of final performance for all κ ∈ [0, 1].

Figure 4: 20%-CVaR of performance throughout training.

time in less stable environments such as Hopper-v3. Clearly,
the potential for such instability would be unacceptable in a
high-stakes real-world setting.

Average Performance Comparison. Because UA-TRPO
is a conservative approach whose primary objective is to
guarantee robust policy improvement, it is possible for av-
erage performance to suffer in order to achieve robustness.
However, the uncertainty-aware trust region automatically
adapts to the level of uncertainty present in the problem,
which prevents the algorithm from being more conservative
than it needs to be. As a result, we find that UA-TRPO is
able to improve robustness without sacrificing average per-
formance. We see in Figure 5 that there is no statistically sig-
nificant difference in average performance between TRPO
and UA-TRPO in more stable tasks such as Swimmer-v3,
HalfCheetah-v3, and Walker2d-v3. In less stable environ-
ments such as Hopper-v3, beyond robustness benefits, UA-
TRPO also leads to a statistically significant improvement in
average performance.

Adversarial Gradient Noise. We further investigate the
robustness of TRPO and UA-TRPO by introducing adver-

Figure 5: Average performance throughout training. Shading
denotes one standard error.

sarial noise to the sample-based gradient estimates used to
determine policy updates. For each dimension of the gradi-
ent, we add noise in the opposite direction of the sample-
based estimate. We set the magnitude of this noise to be the
standard error of the policy gradient estimate in each dimen-
sion, which allows our adversarial noise to mimic the impact
of a plausible level of finite-sample estimation error.

We show the impact of these adversarial gradient per-
turbations on average performance in Figure 6. As ex-
pected, we see a meaningful decrease in performance com-
pared to Figure 5 for both TRPO and UA-TRPO due to
the adversarial nature of the noise. However, because the
uncertainty-aware trust region penalizes directions with high
variance, UA-TRPO is considerably more robust to this
noise than TRPO. In the presence of adversarial noise, UA-
TRPO demonstrates a statistically significant increase in av-
erage performance compared to TRPO for all tasks except
Swimmer-v3, including improvements of 98 and 66 percent
on HalfCheetah-v3 and Walker2d-v3, respectively.

Quality of Proposed Policy Updates. In order to better
understand the performance of TRPO and UA-TRPO with
small sample sizes, we analyze the quality of the policy up-
dates proposed by these algorithms. In particular, TRPO is
designed to target a specific KL divergence step size deter-
mined by δKL, so we compare the actual KL divergence of
the proposed policy update to the KL divergence estimated
by the algorithm. Figure 7 shows that almost 40 percent of
the updates proposed by TRPO are at least two times larger
than desired, and almost 20 percent of the updates are at least
three times larger than desired. This major discrepancy be-
tween actual and estimated KL divergence is caused by the
inability to produce accurate estimates of the trust region
matrix from only a small number of samples. TRPO cor-
rects this issue by using a backtracking line search, but the
algorithm’s strong reliance on this post-optimization process
shows that the use of small batch sizes results in inefficient
policy updates.

On the other hand, we see in Figure 7 that UA-TRPO pro-



Figure 6: Average performance throughout training with ad-
versarial gradient noise. Shading denotes one standard error.

duces policy updates in line with the algorithm’s intended
goal (i.e., a ratio near one). This is accomplished by using
uncertainty-aware update directions to generate policy up-
dates, which prevent the algorithm from exploiting direc-
tions in parameter space where trust region information is
not available due to limited data.

7 Related Work
The difficulties of using sample-based estimates in rein-
forcement learning have been a topic of interest for quite
some time. In particular, policy gradient methods are known
to suffer from high variance. Variance reduction techniques
have been proposed to mitigate this issue, such as the use of
baselines and bootstrapping in advantage function estima-
tion (Sutton et al. 2000; Schulman et al. 2016). Recently,
there has been renewed interest in variance reduction in
the stochastic optimization literature (Johnson and Zhang
2013), and some of these methods have been applied to rein-
forcement learning (Papini et al. 2018). This line of research
is orthogonal to our work, as UA-TRPO adapts to the vari-
ance that remains after these techniques have been applied.

Conservative policy optimization approaches such as
Conservative Policy Iteration (Kakade and Langford 2002),
TRPO (Schulman et al. 2015), and Proximal Policy Opti-
mization (Schulman et al. 2017) consider a lower bound
on policy improvement to generate stable policy updates.
However, these approaches rely on large batch sizes to con-
trol sample-based estimation error. In settings where access
to samples may be limited, this approach to reducing esti-
mation error may not be feasible. Li et al. (2011) devel-
oped the “knows what it knows” (KWIK) framework for
this scenario, which allows an algorithm to choose not to
produce an output when uncertainty is high. Several ap-
proaches in reinforcement learning can be viewed as ap-
plications of this uncertainty-aware framework. Laroche,
Trichelair, and Combes (2019) bootstrapped the learned pol-
icy with a known baseline policy in areas of the state space
where data was limited, while Thomas, Theocharous, and
Ghavamzadeh (2015) only produced updates when the value

Figure 7: Ratio of actual to estimated KL divergence for pro-
posed policy updates, prior to the application of a backtrack-
ing line search. Histogram includes proposed policy updates
across all environments and all random seeds.

of the new policy exceeded a baseline value with high prob-
ability. Our approach is also motivated by the KWIK frame-
work, restricting updates to areas of the parameter space
where information is available and producing updates close
to the current policy when uncertainty is high.

Other methods have considered adversarial formulations
to promote stability in the presence of uncertainty. Ra-
jeswaran et al. (2017) trained a policy with TRPO using ad-
versarially selected trajectories from an ensemble of mod-
els, while Pinto et al. (2017) applied TRPO in the presence
of an adversary that was jointly trained to destabilize learn-
ing. Because both of these methods are motivated by the
goal of sim-to-real transfer, they assume that the environ-
ment can be altered during training. We introduce an adver-
sary specifically designed to address finite-sample estima-
tion error through a worst-case formulation over Un, but our
method does not require any changes to be made to the un-
derlying environment.

Finally, our approach is related to adaptive learning rate
methods such as Adam (Kingma and Ba 2015) that have be-
come popular in stochastic optimization. These methods use
estimates of the second moment of the gradient to adapt the
step size throughout training. We accomplish this by incor-
porating Σ in our trust region. In fact, adaptive learning rate
methods can be interpreted as using an uncentered, diagonal
approximation of Σ to generate uncertainty-aware updates.

8 Conclusion
We have presented a principled approach to policy opti-
mization in the presence of finite-sample estimation error.
We developed techniques that adapt to the uncertainty in-
troduced by sample-based estimates of the policy gradient
and trust region metric, resulting in robust and stable up-
dates throughout the learning process. Importantly, our al-
gorithm, UA-TRPO, directly controls estimation error in a
scalable and practical way, making it compatible with the
use of rich, high-dimensional neural network policy repre-
sentations. This represents an important step towards devel-
oping deep reinforcement learning methods that can be used
for real-world decision making tasks where data is limited
and stable performance is critical.
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