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A POSITIVITY-PRESERVING, ENERGY STABLE
AND CONVERGENT NUMERICAL SCHEME
FOR THE POISSON-NERNST-PLANCK SYSTEM

CHUN LIU, CHENG WANG, STEVEN M. WISE, XINGYE YUE, AND SHENGGAO ZHOU

ABSTRACT. In this paper we propose and analyze a finite difference numerical
scheme for the Poisson-Nernst-Planck equation (PNP) system. To understand
the energy structure of the PNP model, we make use of the Energetic Varia-
tional Approach (EnVarA), so that the PNP system could be reformulated as
a non-constant mobility H—! gradient flow, with singular logarithmic energy
potentials involved. To ensure the unique solvability and energy stability, the
mobility function is explicitly treated, while both the logarithmic and the elec-
tric potential diffusion terms are treated implicitly, due to the convex nature of
these two energy functional parts. The positivity-preserving property for both
concentrations, n and p, is established at a theoretical level. This is based on
the subtle fact that the singular nature of the logarithmic term around the
value of 0 prevents the numerical solution reaching the singular value, so that
the numerical scheme is always well-defined. In addition, an optimal rate con-
vergence analysis is provided in this work, in which many highly non-standard
estimates have to be involved, due to the nonlinear parabolic coefficients. The
higher order asymptotic expansion (up to third order temporal accuracy and
fourth order spatial accuracy), the rough error estimate (to establish the £°°
bound for n and p), and the refined error estimate have to be carried out to
accomplish such a convergence result. In our knowledge, this work will be
the first to combine the following three theoretical properties for a numerical
scheme for the PNP system: (i) unique solvability and positivity, (ii) energy
stability, and (iii) optimal rate convergence. A few numerical results are also
presented in this article, which demonstrates the robustness of the proposed
numerical scheme.
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2072 CHUN LIU ET AL.

1. INTRODUCTION

We consider the two-particle Poisson-Nernst-Planck (PNP) system of equations

20€0

(1.1) om = D,An— V- (DpnVo),
kpfo

(12) O = DyhAp+ 20V - (D,pVe),
kgl

(1.3) —eA¢ = zpep(p—n)+ ol

where kp is the Boltzmann constant; 6, is the absolute temperature; n and p
are the concentrations of negatively and positively charged ions, respectively; e
is the dielectric coefficient of the solution; zy is valence of ions; ey is the charge
of an electron; ¢ is the electric potential; and D,, and D, are diffusion/mobility
coefficients. Boundary conditions are very important for PNP systems and must
be handled carefully [17]. However, we will assume periodic boundary conditions
in this work for simplicity of presentation. The analysis could be extended to more
complicated, more physical boundary conditions. In addition, for simplicity of
presentation in the theoretical analysis, we assume that source term, pf, associated
to the background fixed charge density, vanishes everywhere. The extension to a
non-zero source term is straightforward.

The PNP system is one of the most extensively studied models for the trans-
port of charged particles in many physical and biological problems, including free
electrons in semiconductors [28, 35, 36]; fuel cells [40, 43]; ionic particles in elec-
trokinetic fluids [3,27,34]; phase separation and polarization for ionic liquids [19];
and ion channels in cell membranes [2,15,41]. The Energetic Variational Approach
(EnVarA) [14] shows that the PNP system is the gradient flow with respect to a
particular free energy. In more detail, the free energy functional of a two-particle
mixture may be formulated as

2,2
(1.4) E(n,p)z/ﬂ{kgeo (nlnnﬁowm%)}dw =l

under the assumption that n — p is of mean zero, where ng and py are reference
concentrations. The H~! norm is defined via

111 ==/ (Fs s
where
(f,9) =1 = (Vg Vibg) 1,
and ¢ € H, (Q) = H!, (Q) N L*(Q) is the solution to

per per
—App = fe L*(Q):={f e L*(Q)| (£, D)2 =0}
Formally, then
1715 = (5 (A7) e
The PNP system (1.1)—(1.3) is the following H ~!-like gradient flow:

D D
1. -V (0, —v. (e
(1.5) on=V <k390nVu ) , Op=V <kB90qup) ,
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NUMERICAL SCHEME FOR THE PNP SYSTEM 2073

where p,, and p, are chemical potentials given by

(1.6)
n z3ed
o 1= 00 E = kb (In — + 1) =0
0

(1.7)

(=A)"(n —p) = kpby(In n% +1) — zpe0¢,

p 336(2) -1 p
o = GpB = kpo(ln = +1) + =2 (=A) " (p = n) = ksfo(ln - +1) + 2000,
0 0

and ¢ is the periodic and mean-zero solution to

—eA¢ = zpeg(p — n).

Of course, for the system to make sense, we require that the initial data satisfy

1 1
@/Qn(x,O)dXZE/Qp(x,O)dX>O.

Notice that non-constant coefficient mobility functions are involved in the formu-
lated gradient flow.

It is clear that the PDE solutions are conserved, positive (in the sense that
n,p > 0, point-wise) and energy dissipative. There are a number of papers de-
scribing numerical methods for the PNP system. However, the theoretical anal-
ysis for numerical approximations turns out to be very challenging, in particu-
lar for those based on the EnVarA formulation. First, the positivity of n and p
have to be enforced to make the numerical scheme well-defined in the EnVarA
formulation. Some existing works have reported a positivity-preserving analy-
sis [7,8,17,25,26,30-32,47], while many of these analyses come from the max-
imum principle argument, instead of in the variational framework. Second, the
energy stability has also played a central role in the study of gradient flows. Such
a stability analysis has appeared in a few existing numerical works [16, 33, 37,
while the unique solvability and positivity-preserving analysis have been missing.
Furthermore, there have been a few existing works for the convergence analy-
sis [6, 18,42, 48], while these convergence estimates have been based on the per-
fect Laplacian operator structure for n and p, instead of the H~! gradient flow
structure, so that the energy estimate is not available. Many other numerical
schemes have been reported [24,37,39,44,49,57]. However, no existing work has
combined the following three theoretical features in the numerical analyses: (i)
unique solvability /positivity-preserving property, (ii) energy stability in the varia-
tional framework, and (iii) optimal rate convergence analysis.

In this paper we construct and analyze a finite difference numerical scheme,
which preserves all three important theoretical features. For the energy stability
property, the numerical scheme has to be based on the variational structure of the
original PNP system. The mobility function is explicitly updated in the scheme
to enforce the strictly elliptic nature of the operator associated with the temporal
derivative part in the H~! gradient flow. For the chemical potential part, all the
terms are treated implicitly, because of the convex nature of both the logarithmic
and the electric potential diffusion energy parts (in terms of n and p). Moreover, the
positivity-preserving property, for both n and p, will be theoretically established.
Such an analysis is based on the fact that the numerical solution is equivalent to
the minimization of the numerical energy functional, and the singular nature of the
logarithmic term around the value of 0 prevents the numerical solution reaching a
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2074 CHUN LIU ET AL.

singular value. As a result, the numerical scheme is always well-defined, and the
unique solvability analysis results from the convex nature of the implicit parts in
the scheme. Such a technique has been successfully applied to the Cahn-Hilliard
model [4,9,10], while its application to the PNP system will involve more subtle
details, due to the non-constant mobility. Furthermore, the energy stability comes
directly from the corresponding convexity analysis, combined with the positivity of
the mobility functions.

We provide an optimal rate convergence analysis for the proposed numerical
scheme. The variational structure and the non-constant mobility make this analysis
highly challenging, especially when compared with existing convergence estimates
in [6,42,48], wherein a perfect Laplacian operator is kept intact. To overcome
such a well-known difficulty, several highly non-standard estimates have to be in-
troduced, due to the nonlinear parabolic coefficients. The higher order asymptotic
expansion, up to the third order temporal accuracy and fourth order spatial ac-
curacy, has to be performed with a careful linearization technique. Such a higher
order asymptotic expansion enables one to obtain a rough error estimate, so that
to the £°° bound for n and p could be derived. This £*° estimate yields the up-
per and lower bounds of the two variables, and these bounds play a crucial role
in the subsequent analysis. Finally, the refined error estimate is carried out to
accomplish the desired convergence result. To our knowledge, it will be the first
work to combine three theoretical properties for any numerical scheme for the PNP
system: unique solvability /positivity-preserving, energy stability, and optimal rate
convergence analysis.

The rest of the article is organized as follows. In Section 2 we propose the fully
discrete numerical scheme. The detailed proof for the positivity-preserving property
of the numerical solution is provided in Section 3, and the energy stability analysis
is established in Section 4. The optimal rate convergence analysis is presented in
Section 5. Some numerical results are provided in Section 6. Finally, the concluding
remarks are given in Section 7.

2. THE FULLY DISCRETE NUMERICAL SCHEME

2.1. Nondimensionalization. We introduce the dimensionless dependent vari-
ables 7 :=n/ng, p := p/po, with co = ng = po, and ¢ := ¢/¢g, with

_ kgly

N Z0€Q '

b0

We use the dimensionless independent variables & := x/L and ¢ := /T, with

o 5k390 - L2
L= \/ (0c0) 260 and T = D,

Define D := D, /D,,. Then the dimensionless dynamical equations may be written
(after dropping the hats on the parameters and variables) as

(2.1) on = V-(Vn—-—nVe¢),
(2.2) op = DV-(Vp+pVe),
(2.3) -Ap = p-—n.
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NUMERICAL SCHEME FOR THE PNP SYSTEM 2075

This system dissipates the dimensionless energy

20 Boup) = [ {omnspmps fo-pea o -p
and may be viewed as the following conserved gradient flow:

(25) On=V-(nVu,), Owp=DV-(pVi),

where p,, and p, are the dimensionless chemical potentials given by
(2.6) pn =0 E=Inn+1+ (=A) ' n—p)=lnn+1-¢,
(2.7) ty i =0,E=Inp+1+ (A" (p—n)=Inp+1+¢,

and ¢ is the periodic solution to
—Ap=p—n.

Consequently, the energy is dissipated at the rate
i E = —/ {n |Vinl)* + Dp |Vup|2} dx <0.
Q

2.2. The finite difference spatial discretization. We use the notation and re-
sults for some discrete functions and operators from [23,55,56]. Let Q = (—L,, L,) X
(—Ly, Ly) x (=L, L,), where for simplicity, we assume L, = L, = L, =: L > 0.
Let NV € N be given, and define the grid spacing h := %, i.e., a uniform spatial
mesh size is taken for simplicity of presentation. We define the following two uni-
form, infinite grids with grid spacing h > 0: E 1= {p; 1, | i € Z}, C := {p; | i € Z},
where p; = p(i) := (i — 1/2) - h. Consider the following 3-D discrete N3-periodic
function spaces:

Cper = {V CxCxC—=R | Vi jk = VitaN,j+BN,k+~N Vivja k,avﬂa’y € Z}a
g;)(e,r = {V . E X C X O — R VZ-‘r%,],k = Vi+%+o¢N,j+/3N,k+'yN’ Vi,j,k,a,ﬂ,"y S Z},

in which identification v; j x = v(ps, p;, pr) is taken. The spaces &Y., and &7, are
analogously defined. The functions of Cy., are called cell centered functions. The
functions of &3, &, and &7, are called east-west, north-south, and up-down

face-centered functions, respectively. We also define the mean zero space

N

5 . 37 ¢ h3
Cper =qre Cper 0=v:= ﬁ § Vijk (s
i,4,k=1

and denote gper = Eper X EYer X Eperw In addition, we introduce the important

average and difference operators on the spaces:

1

Vi 1= 5 Witk T Vign) s Davigapjn = 5 itk = Vigk)
. 1 . 1

AyVijian = 5 Wi +vign) s Dyvigopr = o (Vigrik = Vige)
. 1 . 1

AsVijkyifa = ) (Vigket1 T Vigk) s DaVijpyip == 3 (Vijket1 = Vigik) s
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2076 CHUN LIU ET AL.

with Az, Dyt Cper = EXpy Ay, Dy : Cper — Eper, 20 Dyt Cper — Eger. Likewise,

pera
1
Galijk =5 (Vi+1/zyj,k + ul-,l/mk) o el =7 (VlJrl/m k— ’/ifl/zyj,k) )
1 1
AylVi gk = 5 (Vi,jJrl/z,k: + Vi,jfl/z,k:) s dyVi,j,k = h ( Vij+1/2k — Vi,jfl/z,k) )

1 1
A:Vijk =5 (Vi,j,k+1/z + Vz‘,j,k:fl/z) o davigg = 3 (Vi,j,k:Jrl/z - Vi,j,kfl/z) ’

with ag, di @ Eer = Cper, ay, dy @ Eep = Cper, and ay, d, @ L, — Cper. The
discrete gradient Vj, : Cper — gpe,« and the discrete divergence Vj- : gpe,« — Cper
are given by

Vivijk = (DaVigrys,ji, Dy Vij+1/2 ko DaVi j ki) s

Vh'fi7j7 d fz]k+d k+dfzzj,k:’
where f: (f*, fv, %) € 5per. The standard 3-D discrete Laplacian, Ay : Cper —
Cper, becomes
Apvijr ==V (th) Gk =dy(Dyv)ijr +dy(Dyv)ijr + d(Dv)ijk

1
=12 (Vit 1,k HVim1,5k Vi g1k Vi -1k Vi g k1 Vg -1 — 6V k) -

More generally, if D is a periodic scalar function that is defined at all of the face
center points and f € &Eyep, then Df € &,er, assuming point-wise multiplication,
and we may define

Vi (DF) 0 = e (DF)isp +dy (DFY), s+ (DF), -
Specifically, if v € CpeT, then Vy, - (DV},:) : Cper = Cper is defined point-wise via
Vh.(DVhl/)i =dy (DDyv),; ;1 + dy (DDyv), ;) +d. (DD.v), ;-

In addition, the following grid inner products are defined:

N
<V; €> = h3 Z Vi gk ﬁi,j,k; v, 6 S Cp€T7 [V7 f]x = <a’$(V€)a 1>7 v, f € gpera
i k=1
[V7 g]y = <a’y(V§)7 1>7 v, 5 €& per7 [V7 g]z = <CLZ(1/§), 1>7 v, g €& pem

i fo] o= T 181+ UL 1), + U 1), fi= (B 1Y 07) € Epers = 1,2,

Subsequently, we define the following norms for cell-centered functions. If v €

Cper, then [v[l5 = (v,v); [v[E = (jy|P,1), for 1 < p < oo, and [|v]|,
maxi<; k<N |Vi k|- The gradient norms are introduced as follows:

IVhvly == [Vav, Viv] = [Dyv, Davl, + [Dyv, Dyv) + [D.v, Dv],, Vv € Cper,
||th||5 = [|Dyv|P, 1], + [|Dyv|?, 1]y +[|D.vP 1], Vv ECper, 1<p<oo.

Higher order norms can be defined. For example,
2 2 2 2 2 2
Wy = 2+ 192, Il o= Il + A2, Vo € Cper.

In addition, for any f € (f'per (so that f = 0), its discrete inverse Laplacian is
introduced as

Y= (=Ap)7'f, if —App=F, and ¢ =0.
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NUMERICAL SCHEME FOR THE PNP SYSTEM 2077

It is noticed that, the zero-average constraint for ¢, namely ¢ = 0, makes (—Aj) ™' f
unique.

Lemma 2.1 ([53,56]). Let D be an arbitrary periodic, scalar function defined on

all of the face center points. For any ,v € Cper and any fe 5,7”, the following
summation-by-parts formulas are valid:

28) (Vi f)=—[Va, fl, (. Vi (DV4v)) = —[Vit), DV 0.

2.3. The numerical scheme. For simplicity, we denote (M}');jx = n}" .,
(Mp)igk = Dpi i, and introduce the following mobility function at the face-
centered mesh points:

(MZL)iJrl/z,j,k = AI(M:}:)iJ’»l/Q’jyk’
(2.9) (qu)iﬁﬁl/mk = Ay(M:}:)i,j+1/2,ka
(M )i g = A (M) kgajes

with similar definitions for M;’L We use the following semi-implicit scheme: given
M p™ € Cper, find n™F pm+l € Cp., such that

nm—i—l —nm
(2.10) =V, - (va um“)
At
m+1 _ . m
(2.11) b N P _v,. (vahum“)
(2.12) MZL+1 lnnm'H ( ) 1(nm+1 m+1)’
+1 _ +1 1/, m+1 +1
(2.13) pp = Inp™ T 4 (=AR) T (pMT = ™).
3. POSITIVITY-PRESERVING AND UNIQUE SOLVABILITY ANALYSES
Recall the average operator: f = ‘5—1“( f,1). Tt is obvious that the numerical

scheme (2.10)—(2.13) is mass conservative, so that
nm=n0:=py, p?=p":=LF, with 0< By, Vm>1.

The following preliminary estimates, which are proved in the recent paper [4], are
recalled. For any ¢ € Cper, there exists a unique 9 € Cpe, that solves

(3.1) Ly ($) = =V - (MVpy) =
The following discrete norm may be defined:

_ -1
(3.2) el = 3/ {es L3 (0))-

If M =1, we have £, (¢) = —Ap1) and define
(3.3) lell—1.n = Vg, (=An)~1(¢))-

Lemma 3.1 ([4]). Suppose that ©*, ¢ € Cper, with p — p* € Cop”. Assume that
0< @iJ,kv‘P;j,k < My, forall1 < i,j,k < N, where My > 0 may depend on h.
The following estimate is valid:

(3.4) 1(=20) "¢ = ©)lloo < C1 My,
where Cy > 0 only depends on ().

Licensed to Shanghai Jiao Tong University. Prepared on Tue Jul 20 21:15:48 EDT 2021 for download from IP 202.120.13.124.
License or copyright restrictions may apply to redistribution; see https://www.ams.org/journal-terms-of-use



2078 CHUN LIU ET AL.

Lemma 3.2 ([4]). Suppose that 1, @2 € Cper, with @1 — o € (f'per. Assume
that ||¢1lees l|92]lcc < My, and M > My at a point-wise level, for some constant

Mo > 0 that is independent of h. Then we have the following estimate:
(3.5) Hﬁg;(% - @2)H < Cy = CoMGIh12,

where Cy > 0 depends only upon My and €.

The positivity-preserving and unique solvability properties are established in
Theorem 3.1.

Theorem 3.1. Given n™,p™ € Cpep, with 0 < n% . pi" ., 1 < 4,5,k < N,

and n™ — p™ € Coper, there exists a unique solution (n™Tt pm*1) € [Cper]2 to
the numerical scheme (2.10)—(2.13), with 0 < nmfkl,pzlfkl, 1 <i,5,k <N and

2¥)
nm+1 _ pm+1 c Cpe’r-

Proof. Suppose, as before, that n™ = p™ = 5 > 0. Define v™ := n™ — f3,
and p™ := p™ — By. The numerical solution of (2.10)—(2.13) is equivalent to the
minimization of the following discrete energy functional:

1
J;Ln(yvp) = oAz ||V_Vm|‘i*_1 + ||p_pm||ii1
2At m am

(36) {4+ Bo) Iy + Bo) + (p+ Bo) (o -+ o). 1)+ 31w — o2

over the admissible set
(3.7)

o o 2
Ap = {(%P) € [CW] ‘ 0 <vijr+Bos pigr+Bo <Mp, L<i,jk < N}v

where M}, := (bol20)/n3. We observe that JJ*(n,p) is a strictly convex function over
this domain. Next, we prove that there exists a minimizer of J;*(n,p) over the
domain /ih.

Consider the following closed domain: for § > 0,
(3.8)

. .92
Aps = {(V, p) € |:Cpe7‘:| ‘ 0 < k+Bo, pijk+Bo < Myp—96,1<i,jk< N} .

Since fimg is a compact set in the hyperplane H := {(v, p)[7 = p = 0}, there exists
a (not necessarily unique) minimizer of J;*(v, p) over ;1;%5. The key point of the
positivity analysis is that, such a minimizer could not occur at one of the boundary
points (in H) if ¢ is sufficiently small.

Let us suppose that the minimizer of JJ(v, p) occurs at a boundary point of Ahﬁg.
Without loss of generality, we assume the minimizer is (uz* ko P, ), With Vi ko T
Bo =, at some grid point (g, jo, ko). Suppose that v* attains its maximum value
at the point (i1, j1, k1). By the fact that v* = 0, it is obvious that v} > 0.

11,71,k1
Consider the following directional derivative: for any 1 € Cper,

Ay T + 59 0o = g (Lt (8 = 0™) )+ (0" + ) + 1,4)
F(A)T 0 ) 0).
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NUMERICAL SCHEME FOR THE PNP SYSTEM 2079

Let us pick the direction 9 € Coper, such that

Yijk = 0i,i60j,jo Ok, ko — Oi,i1 05,51 Ok ks »
where dj, ¢ is the Kronecker delta function. Then,

L4 s, 07, =In <M>

h? i1,J1,k1 +Bo
+ (_Ah)_l(’/* - p*)io,joyko - (_Ah)_l(’/* - p*)h,jl,kl
1 — * m — * m
(3.9) + 57 (Lt " =¥ iosoiko = Lot " =V iz ) -

Because

* %
ig.g0,k0 = Yio,jo,ko

_ * _ox
+ 6o = 6 and g1k = Yiygika + Bo = o,

we have

v o +
(3.10) In M <l
Vit 1.k + Bo Bo

For the third and fourth terms appearing in (3.9), we apply Lemma 3.1 and obtain
(3.11) =201 My < (=An) ' (V" = pMigjoko — (=AR) "1 = p)is gy < 2C1 M.

Similarly, for the last two terms appearing in (3.9), an application of Lemma 3.2
indicates that

(3.12)

—26’2/\/161]7,_1/2 S ‘C/_“\jm (V* - Vm)ig,jo,ko —ﬁEm (V* — Vm)il,jl,kl S 26’2/\/161]7,_1/2.

Consequently, a substitution of (3.10)—(3.12) into (3.9) yields
1

) - -
s (0 4 5, 07| —p < In - + 201 M), + 2C, Myt At~ R/,

(3.13) B
Define
Dy = 2C1 My, 4+ 2Co My At~ =12,
and note that Dy is a constant for fixed At and h, though it is singular, as At, h — 0.
For any fixed At and h, we may choose § > 0 small enough so that

)
(314) In — + Dy < 0.
Bo

This in turn guarantees that
(3.15) ds Jp' (v + 59, p*)| o <O.

This contradicts the assumption that J;* has a minimum at (v*,p*), since the
directional derivative is negative in a direction pointing into the interior of /i}u;.

Using similar arguments, we can also prove that, the global minimum of JJ™*(v, p)
over /clhy,; could not possibly occur at a boundary point satisfying p}, ; . + 80 =,
if 6 is small enough. The details are left to interested readers.

Therefore, the global minimum of J;* (v, p) over /Olh,(; could only possibly occur at
an interior point, for § > 0 sufficiently small. Since JJ*(v, p) is a smooth function,
we conclude that there must be a solution (v; j x, pi k) € /i}ug (provided that ¢ is
sufficiently small), so that

o 2
(3.16) do Ji? (v + s, p+ 56)| g = 0. ¥ (8,6) € [Cper |
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2080 CHUN LIU ET AL.

which is equivalent to the numerical solution of (2.10)-(2.13), due to the fact that
the functional derivatives of J;"(v,p) (in terms of n; j, and p; j i, respectively)
exactly give the numerical system. Therefore, there exists a numerical solution to
(2.10)—(2.13), over the compact domain /i;ws C Ay, with point-wise positive values
for n™*t, p™*1. The existence of a positive numerical solution is established.
Meanwhile, since JJ*(v, p) is a strictly convex function over folh, the uniqueness
analysis for this numerical solution (over the open set Ah) is straightforward, fol-
lowing a convexity analysis. The proof of Theorem 3.1 is complete. ([l

Remark 3.1. Tt is noticed that, the point-wise lower bound for /\;l,'f and /\;l;”, de-
noted as the value of M, only depends on the numerical solution n"™ and p™ at the
previous step. Therefore, for given profiles n and p™, the quantity M, becomes a
fixed constant, and the value of ¢ in the positivity analysis is not in the same order
of My. In more details, the value of M has been fixed for given numerical profile
of n™ and p™, the value of Dy depends on M;, := (6ol2D/n®, My, At and h, and
0 > 0 has to be chosen sufficiently small so that (3.14) is satisfied. A more careful

calculation reveals that § = O(min(exp(—C’/hS),exp(—C’(MalAflhfl/z))). In

other words, My is a fixed constant with given n™, p™, while § > 0 is a positive
value that depends on Mj in an exponentially singular manner.

Remark 3.2. From the analysis in the proof of Theorem 3.1, we see that the value
of § could not be made uniform-in-time. In fact, since a careful calculation of §
reveals that

§ = O(min(exp(—C’/h3), exp(—C(M&lAt_lh_l/Q)))a

with My as the minimum value of n™ and p™ at the previous time step, we con-
clude that a uniform value of § is not available by an induction argument, in this
analysis approach. Such a singular dependence of § on My comes from the H !
nature of the PNP flow in the energy variational formulation, and the non-constant
mobility feature results in even more singular dependence. Also see the related
analyses in [4], for the standard Cahn-Hilliard equation with the Flory-Huggins
energy potential.

Meanwhile, although a uniform distance from the numerical solution to the sin-
gular limit value of 0 is not available in the positivity-preserving analysis, it is
well-known that the PDE solution to the Flory-Huggins-Cahn-Hilliard equation
keeps such a phase separation property, at least for the 2-D gradient flow; see the
related works [5,20,38], etc. For the PNP system, a similar theoretical property of
phase separation for the PDE solution is also expected, following similar arguments.
Therefore, although a uniform distance between the numerical solution and the sin-
gular limit value could not be directly proved in the positivity-preserving analysis,
we are able to derive a uniform bound for the numerical solution, in combination
with the convergence analysis and error estimate, as will be demonstrated in the
later sections.

4. ENERGY STABILITY ANALYSIS

With the positivity-preserving and unique solvability properties for the numerical
scheme (2.10)—(2.13) established, we now prove energy stability. We introduce the
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following discrete energy:
(41) By(n,p) = nlnn 4 plnp, 1) + L~ p2,
Theorem 4.1. For the numerical solution (2.10)—(2.13), we have
(4.2)
Ep(n™*h, p™th) + At ({Mffvh/lff“, thrT+1j| + [Mﬁvhu$+1, VhMZHlD
< Ep(n™,p™),

so that Ep(n™,p™) < Ep(n% p°) < Co, for all m € N, where Cy > 0 is a constant
independent of h.

Proof. Taking discrete inner products of (2.10) with z+* and of (2.11) with 7",
we obtain

<nm+1 _ nm7uzL+1> + <pm+1 _pm’ﬂzz+1>
(43) + At [Vt V| + M, V] ) =0,

On the other hand, the convexity of the energy terms (nlnn,1), (plnp,1) and
(4.4) <nm+1 —n™,In nm+1> > <nm+1 Inn™*t 1> —(n™Inn™, 1),

(4.5) (pmtt —p™ Inp™ ) > (p T Inp™ T 1) — (p™ Inp™, 1),

<nm+1 _ nm7 (_Ah)—l(nm—i-l _ pm+1)>

+ <pm+1 _ pm7 (_Ah)fl(perl _ nm+1)>
1
S (i i W R G

Substitution of (4.4)—(4.6) into (4.3) leads to (4.2), so that the unconditional energy
stability is proved.

Finally, we conclude that there is a constant Cy > 0 that is independent of h,
such that Ej(n°,p°) < Cy, following from a consistency argument. The details are
left to the interested reader. ]

(4.6)

5. OPTIMAL RATE CONVERGENCE ANALYSIS IN ¢°°(0, T ¢*) N ¢%(0,T; H}!)

Now we proceed into the convergence analysis. Let (N, P, ®) be the exact PDE
solution for the non-dimensional PNP system (2.1)-(2.3). With sufficiently regular
initial data, it is reasonable to assume that the exact solution has regularity of class

R, where

(5.1) N,PeR:=H"(0,T;Cper(Q)) N H? (0,T;C2,.(2) NL® (0,T;CF,,.()) .
In addition, we assume that the following separation property is valid for the exact
solution:

(5.2) N >¢, P>e¢y, forsome ey >0,

which we assume holds at a point-wise level. Define Ny (-, ¢) := PyN(-,t), Px(-,1)
:= PyP(-,t), the (spatial) Fourier projection of the exact solution into BX, the
space of trigonometric polynomials of degree to and including K (with N = 2K+1).
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The following projection approximation is standard: if (N, P) € L>°(0, T Héer(Q))
for any £ € N with 0 < k </,
INN = N[ oo 0.7, 110y < Chl_k”NHL‘X’(O,T;H‘-’)a

(5.3) ok
Py — PHLoc(mT;Hk) < Ch™ [Pl poe (0,7;1%)

Notice that the Fourier projection estimate (5.3) does not preserve the positivity
of the variables, while we could take h sufficiently small (corresponding to a large
N) so that Ny > %eo, Py > %eo

By N7, PRy we denote Ny (-, t,,,) and P (-, %), respectively, with ¢, = m - At.
Since (Ny,Px) € BX, the mass conservative property is available at the discrete

level:
A4 N7 = = N =Ny~ N7 L
o4 e |ﬂ|/ )= M)

_ 1
5.5 m— dx=— [ P m—1)dx = P7~ pm-1
(5.5) N |Q| N (s tm) i /, N(stm-1)

for any m € N. On the other hand, the solution of (2.10)—(2.11) is also mass
conservative at the discrete level:

(5.6) nm =npm-1l pm—pm-1l= V¥ meN,

As indicated before, we use the mass conservative projection for the initial data:
n® =P,Ny(-,t=0), p° = PyPn(-,t =0), that is

(57) (no)i,j,k = NN(piupj7pk7t = 0)7 (po)i,j,k = PN(p’npjuplmt = O)

For the exact electric potential ®, we denote its Fourier projection as ®n. The
error grid function is defined as

(5.8) ep ==PuNy —n™, eyt :=PpPy —p", ey :==Pp®y —¢™, VmeN.

Therefore, it follows that ej* = e = 0, for any m € N, so that the discrete norm
[ -1l_y 5 is well defined for the error grid function.

Theorem 5.1 is the main result of this section.

Theorem 5.1. Given initial data N(-,t = 0),P(-,t = 0) € C5.(Q), suppose the
exact solution for the PNP system (2.1)—~(2.2) is of reqularity class R. Then, pro-
vided At and h are sufficiently small, and under the linear refinement requirement

Ci1h < At < Csh, we have
m m S k2 k112 1/2 m 2
(5.9) llex'll2+lep'll2+ (AtZ(HVhen||2+thepllg)) +lleg'llaz < C(At+R7),
k=1

for all positive integers m, such that t,,, = mAt < T, where C > 0 is independent
of At and h.

5.1. Higher order consistency analysis of (2.10)—(2.13): Asymptotic ex-
pansion of the numerical solution. By consistency, the project solution Ny,
Py solves the discrete equations (2.10)—(2.13) with a first order accuracy in time
and second order accuracy in space. Meanwhile, it is observed that this leading
local truncation error will not be enough to recover an a priori £*° bound for the
numerical solution to recover the separation property. To remedy this, we use a
higher order consistency analysis, via a perturbation argument, to recover such a
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bound in later analysis. In more detail, we need to construct supplementary fields,
Nat,1, Nat2, Nn1, Pat1, Pacz, Pr1, and N, P satisfying

N = Ny + Pn(AtNas 1 + At*Nato + h2Np o),

(5.10) - , ,
P=Px+ Pn(AtPar1 + At"Par o + h°Pp 1),

so that a higher O(At3 + h1) consistency is satisfied with the given numerical
scheme (2.10)—(2.13). The constructed fields Nay j, Np1, Pas,j, Prawhich will be
found using a perturbation expansion, will depend solely on the exact solution
(N, P).

In other words, we introduce a higher order approximate expansion of the exact
solution, since a leading order consistency estimate, with first order temporal ac-
curacy and second order spatial accuracy, is not able to control the discrete Wi e
norm of the numerical solution. Instead of substituting the exact solution into the
numerical scheme, a careful construction of an approximate profile is performed by
adding O(At), O(At?) and O(h?) correction terms to the exact solution to satisfy
an O(At* + h*) truncation error. In turn, we estimate the numerical error func-
tion between the constructed profile and the numerical solution, instead of a direct
comparison between the numerical solution and exact solution. Such a higher order
consistency enables us to derive a higher order convergence estimate in the || - ||
norm, which in turn leads to a desired || - ||W;oo bound of the numerical solution,
via an application of inverse inequality. This approach has been reported for a
wide class of nonlinear PDEs; see the related works for the incompressible fluid
equation [12,13,45,46,50-52], various gradient equations [1,21,22,29], the porous
medium equation based on the energetic variational approach [11], nonlinear wave
equation [54], etc.

The following truncation error analysis for the temporal discretization can be
obtained by using a straightforward Taylor expansion, as well as the estimate (5.3)
for the projection solution:

NWJFI _ NW _ m m+1 _ -1 m+1 _ pm+1
At = V- (NFV(InNT™ + (=A)" (Ny PY))
(5.11) +AHGO)™ 4 O(AL?) + O(h™),
P}q\}b‘f‘l — PW - V. (mev(ln Perl 4 (_A)—l(Perl _ Nm+1)))
At - N N N N
(5.12) +AHGO)™ + O(AF) + O(R™).

Here mg > 4 and the spatial functions Gslo), G,(,O) are smooth enough in the sense
that their derivatives are bounded.

The leading order temporal correction function (Nas,1,Pa¢,1) is given by solving
the following equations:

ONary, = V- (NAMV(m Ny + (—A) " (Ny — Py))

(5.13) +NNV(ﬁNAt,1 +(=A) 7 (Nag = Para))) = G,
OPari = V- (DPMV(ln Pn + (=A) 1Py — Ny))

(5.14) FDPNY (5 —Past + (~) (Para — Nara) = GIY.
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Existence of a solution of the above linear PDE system is straightforward. Note
that the solution depends only on the projection solution (Ny,Py). In addition,
the derivatives of (Nat 1,Pa¢,1) in various orders are bounded. Of course, an appli-
cation of the semi-implicit discretization (as given by (5.11)—(5.12)) to (5.13)—(5.14)
implies that

NE ML (g, Vg (- a) N - )
NGV (e NAE + (-8)7 (Vg P))
(5.15) —(GOY™ L AthT + O(AE?),
PRLLPRL g (DPg, WPy 4 (-A) PR - N
DRV (P + (<87 (P - NE)
(5.16) —(G™ + Athy' + O(A?).

Therefore, a combination of (5.11)—(5.12) and (5.15)—(5.16) leads to the second

order temporal truncation error for Ny := Ny +AtPyNay 1, P, := Py+AtPy Pati:

Nerl — Nm N| 1T N 1T —1/Njm Sm
L = V- (NPVIRP 4 (-a) T N - P
(5.17) +A(GIN™ + O(ALY) + O(h™),
p;nJFl — Pqﬂ o v . (mev(ln perl 4 (_A)fl(ljerl _ Nerl)))
- A 1 1 1 1
(5.18) +AE(GI)™ + O(AL?) + O(h™).
In the derivation of (5.17)—(5.18), the following linearized expansions have been
utilized:
(5.19) InN; = In(Ny + AtPyNaz1) = InNy + % + O(At?),
N
< AtPyP
(5.20) In Py :ln(PN-FAt'PNPAtJ) =InPy + % +O(At2).
N

Similarly, the next order temporal correction function (Nas2,Pa¢2) is given by
the following linear equations:

ONar2 = V- (NALQV(ln N; + (—A)*l(N1 _ |51))
N,V (o -1 (1)
(5.21) +N1V(N—Nm,2 + (=A) " (Nago — pw))) —GWw,
1
OPat2 = V- (DPAt’QV(ln Pi+ (—A)"Y(P; — Ny))
. 1
(5.22) +DP1V(I5—PAt,2 +(—A) Y (Pags — NAM))) — G,
1

and the solution depends only on the exact solution (N, P), with derivatives of vari-
ous orders stay bounded. In turn, an application of the semi-implicit discretization
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o (5.21)—(5.22) implies that

Nzg NKbm (Nm ym+1 —1/xm+1  pmtl
— = =V (NR VI N+ (=A) (NP = PT"T))

At
NPT (e NE o+ (-2) 7 NZE — PRy)))
1

(5.23) — (G)™ + (0(A),
lej;_ Kt’Q—V DP™ _V(ln P71 A)~L(pmt+l _ NmHl
— A - ( A2 V(P 4 (=A) 7 (PP = NT"™))
+mev<Pm+1Pzi;+<—A> HPRTS ~NE))

(5.24) —(G{)™ + (0(AY)).

Subsequently, a combination of (5.21)-(5.22) and (5.23)-(5.24) yields the third or-
der temporal truncation error for Ny := Ny + At?*PyNa; 2, Py := P, + At>Py Pat2:

Nm+1 — Nm N[ N[ —1/Njm S5
—~———= = V- (Ryv(IRg* + (=)~ (g - Pyt))
(5.25) +AL (GO + O(AY) + O(h™),
|512n+1 — |55n - V. (le)mv(ln pm+1 + (_A)—1(|57TL+1 _ Nm—i—l)))
At 2 2 2 2
(5.26) +AB (G + O(ALY) + O(h™).

In fact, similar linearized expansions (as in (5.19)—(5.20)) have been used in the
derivation.

Next, we construct the spatial correction term (Np, 1, Pr 1) to upgrade the spatial
accuracy order. The following truncation error analysis for the spatial discretization
can be obtained by using a straightforward Taylor expansion for the constructed
profile (Ny, Py):

NZ L — N . §
2 A 2 _ vh (.A( m vh ln Nm+1 + (_Ah)fl(Nm—&-l _ Pgn+1)))
(5.27) +AB (GO + B2 HO)™ + O(At* 4+ hY),
pm+1 _ If)m . .
2L = Vi (DAPE) VAP + (=0) T (P - Ny )
(5.28) +At3(G§,2 )™+ W2(HO)™ + O(At* + hY),

in which the average operator is taken in a similar form as (2.9). In fact, such
an average operator A has to be involved with A,, A, and A, in three directions,
respectively, with a more detailed expansion given by

Vh : (A(f)vhg) = Dz((Axf)Dmg) + Dy((Ayf)Dyg) + Dz((Azf)ng)

The spatially discrete functions Hy, () , Hp ) are smooth enough in the sense that their
discrete derivatives are bounded. We also notice that there is no O(h?®) truncation
error term, due to the fact that the centered difference used in the spatial dis-
cretization gives local truncation errors with only even order terms, O(h?), O(h%),
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etc. Subsequently, the spatial correction function (N, 1, Py 1) is given by solving
the following linear PDE system:

ONw1 = V- (Npa V(N + (=2) 7 (N; = P3)

(5.29) —&—NQV(N%N;LJ +(=A) YNy — ph’l))) _HWO),
OPny = V- (DPuaV(InPs +(~A)7 (P~ Ny))

(5.30) +DI51V(I5L2PM (A (Pyy — Nh,l))) ~HO,

and the solution depends only on the exact solution (N, P), with the divided differ-
ences of various orders stay bounded. In turn, an application of a full discretization
to (5.29)—(5.30) implies that

Nm+l_Nm . . .
Bl Z T g, (AN VARG () (N )

At
N[ 1 m — m m
+A(N3 )Vh(WNh,fl + (=An) THNP - Ph,fl)))
2
(5.31) —(H)™ + O(At + h?),
PZ?IFI - P?Lfl m Sm—+1 —1/pm+1 N1
A = U (DA VA PE 4 (-A) T Py - Ry )
M 1 m — m m
DAYV Pt + (=AW P = NGE)
2
(5.32) —(H)™ + O(At + h?).

Finally, a combination of (5.29)-(5.30) and (5.31)—(5.32) yields the higher order
truncation error for (N, P) (as given by (5.10)):

(5.33)

N7t N N Cim4-1 1/ ym+1  pm+l 1
= V- (AN N () TR = P ) o,
(5.34)

pm+l _ pm N <1 —1/5m+1 Npm4-1 m+1
—— = (DA(P )V (InP™ % + (=Ap) " (P™ =N ))) T
where

I, 7 < CAE + RY).
Again, the linear expansions have been extensively utilized.

Remark 5.1. Trivial initial data Nag;(-,t = 0),Pas;(-,t = 0) = 0 are given
(j = 1,2) as in (5.13)—(5.14), (5.21)—(5.22), respectively. Similar trivial initial
data is also imposed to (Nj1,Px 1) as in (5.29)—(5.30). Therefore, using similar
arguments as in (5.4)—(5.6), we conclude that

NO, 0

(5.35) n? PO, nk=n0, pk=p0, VEk>0,
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and
- 1 g 1 § _
(5.36) Nk = —/ N(-,tk)dx:—/ NOdx =n0, VEk>0,
€2 Jo 12 Jo
= 1 y 1 y —
(5.37) Pt = —/ P(-,tk)dx:—/ PYdx =p0 Vk>0,
€2 Jo 1] Jo

where the first step of (5.36) is based on the fact that N € BX, and the second step
comes from the mass conservative property of N at the continuous level. These two
properties will be used in later analysis.

In addition, since (N, I5) is mass conservative at a discrete level, as given by
(5.36)—(5.37), we observe that the local truncation error 7,, 7, has a similar prop-
erty:

(5.38) it =t =0, ¥Ym > 0.

Remark 5.2. Since the temporal and spatial correction functions (Na¢;, Pat;),
(Np.1,Pp,1) are bounded, we recall the separation property (5.2) for the exact so-
lution, and obtain a similar property for the constructed profile (N, P):

(5.39) N>eh, P>e, fores >0,

in which the projection estimate (5.3) has been repeatedly used. Notice that we
could take At and h sufficiently small so that (5.39) is valid for a modified value €,
such as € = iéo- Such a uniform bound will be used in the convergence analysis.

In addition, since the correction functions only depend on (Ny,Py) and the
exact solution, its W1> norm will stay bounded. In turn, we are able to obtain a
discrete W bound for the constructed profile (N, P):
(5.40)

IN*loo < C*, [P*lloc < C*, [IVaN*loe < C%, [[ViP¥|lo < C%, ¥k >0.

Remark 5.3. The reason for such a higher order asymptotic expansion and trun-
cation error estimate is to justify an a-priori £°° bound of the numerical solution,
which is needed to obtain the separation property, similarly formulated as (5.39)
for the constructed approximate solution. With such a property valid for both the
constructed approximate solution and the numerical solution, the nonlinear error
term could be appropriately analyzed in the £>°(0,T; ¢?) convergence estimate.

5.2. A rough error estimate. Instead of a direct analysis for the error function
defined in (5.8), we introduce alternate numerical error functions:

(5.41)

A" = PR N™ — ™ T i= PpPT — p™, 7 = (—AL) T E™ — ™), VmeN.

The advantage of such a numerical error function is associated with its higher
order accuracy, which comes from the higher order consistency estimate (5.33)—
(5.34). Again, since 7™ = p™ = 0, which comes from the fact (5.35)—(5.37), for
any m > 0, we conclude that the discrete norm || - || _, ,, is well defined for the error
grid function (2™, ™).
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2088 CHUN LIU ET AL.

In turn, subtracting the numerical scheme (2.10)—(2.13) from the consistency
estimate (5.33)—(5.34) yields

ﬁerl _ ﬁm

(5.42) AL =Vu- (A(nm)vhﬂzﬂrl + A(ﬁm)th7T+l> + 7_77ln+l7
~m-+1 ~m
p - D m —m o m m
(543) AL = vh . (DA(p )Vhﬂp +1 —l—D.A(p )vhvp +1> +Tp Jrl7
where
(544) :&’ZL+1 = 1n NmJ"l _ lnnerl + (_Ah)fl(ﬁmﬁ’l _ﬁm+1)7
(545) WVt o= I NTE 4 (<A, THNTEL P,
(546) ﬂ;ﬂ«kl = In |5m+1 — lnpm+1 + (_Ah)fl(ﬁ’mﬂ’l _ ﬁm+1)7
(5.47) V;"H = WP g (CA,) (P - N,

Since V™! and V;,"‘H only depend on the exact solution and the constructed
profiles, we assume a discrete 2> bound:

(5.48) IV e, [V gz < C

To proceed with the nonlinear analysis, we make the following a-priori assumption
at the previous time step:

(5.49) 7™ |2, 57|z < At + RS

Such an a-priori assumption will be recovered by the optimal rate convergence
analysis at the next time step, as will be demonstrated later. In turn, a discrete
W12 bound is available for the numerical error function at the previous time step,
with the help of inverse inequality:

11 11
Cl|n™ C(At+ +h7T 5 5

(5.50) fim o < S  COATE +RT) ooyt 4y <1,

h2 h2

Ollam|ls _ C(ALE + Rt
(5.51) [VAA™ |0 < H”h H < (A2 +ht) < O(AtT + hi) < 1,
where the linear refinement constraint C1h < At < Cyh has been used. By similar
arguments,

(552)  [[i™]lco < C(AtT +h3) <1 and ||[Vpp™|oe < C(AtT + A7) < 1.

Subsequently, the following W}} " bound is available for the numerical solution at
the previous time step:

(5.53) 1™ lloo <IN oo + 12| < C5 1= C* +1,
(5.54) ™o < P floc + 1B ]l < Cs,

(5.55) IVan™ s < [IViN™ oo + V4T [l < C* +1 = Cs,
(5.56) Ve oo < VAP oo + Vi [loo < C* + 1= Cs,

with the regularity assumption (5.40) applied. In addition, because of the £
estimate (5.50), (5.52) for the numerical error function, we can bound it by %:

1\3|§*
L\3|§*

(5.57) ™o < C(AtT +h3) <D and ||| < C(AtT + hi) <
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so that the separation property is also valid for the numerical solution at the pre-
vious time step:

*

*
(558) nm 2 Nm _ HﬁmHoo 2 630 and pm 2 P'In Hp'nLH > 6507
where the separation estimate (5.39) has been utilized.
Proposition 5.1 states the rough error estimate result; the detailed proof will be
provided in Appendix A.

Proposition 5.1. For the numerical error evolutionary system (5.42)—(5.47), we
make the reqularity requirement (5.48) assumption for the constructed profiles V™1,
VZ’,”‘H, as well as the a-priori assumption (5.49) for the numerical solution at the
previous time step. Then we have a rough error estimate

(5.59) [z + 157 2 < CALE + 1),
in which C is independent of At and h.

As a direct consequence of the rough error estimate (5.59), an application of 3-D
inverse inequality implies that

Clam a2 + 15" =) _ A

(5.60) (A" oo + 15" loo < 3 < Cy(AtT 4+ hT),

where €y = CC‘, under the same linear refinement requirement. Because of the
accuracy order, we could take At and h sufficiently small so that

*
(5.61) Cy(AtT +hE) < %0
so that
6*
(5.62) 7™ oo + 157 oo < =

5"
Its combination with (5.39), the separation property for the constructed approxi-
mate solution, leads to a similar property for the numerical solution at time step

tm+1:

60 m—+1 * O 66 m-+1 * 66 A
(5.63) 2<n <C+2<C3 and Egp <C +5§C’3.
Such a uniform || - || bound will play a very important role in the refined error
estimate.

Remark 5.4. In the rough error estimate (A.29), we see that the accuracy order
is lower than the one given by the a-priori-assumption (5.49). Therefore, such
a rough estimate could not be used for a global induction analysis. Instead, the
purpose of such an estimate is to establish a uniform |- ||« bound, via the technique
of inverse inequality, so that a discrete separation property becomes available for
the numerical solution, as well as its maximum values. With such a property
established for the numerical solution, the refined error analysis will yield much
sharper estimates.
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5.3. A refined error estimate. Before proceeding into the refined error estimate,
the following two preliminary results are needed. For simplicity of presentation, the
detailed proof of Lemma 5.1 will be provided in Appendix B.

Lemma 5.1. Under the a-priori || - | estimate (5.53), (5.58) for the numerical
solution at the previous time step and the rough || - || estimate (5.63) for the one
at the next time step, we have

(AG™) V(R = ™), V™) 2 O - MO a3

(5.64) — MR8,

DA™ V(P = g™ 1), V) > 4OV - MO 53
(5.65) —MVRE,

where the constants 'y(o), 'ypo) M(O) M(O) M(l) M(l) only depend on €}, C*, Cs,

D and |Q].
The next preliminary estimate is more straightforward.
Lemma 5.2. For ¢* (for any k > 0) defined in (5.41), we have the estimate
(5.66) IVré* 12 < Call® = 5¥]2,
for some constant Cy > 0 that is independent of h.

Proof. Inequality (5.66) is a direct consequence of the standard estimate: || f||—1,, <
C| fll2, for any f with f = 0. O

Now we proceed with the refined error estimate. Taking a discrete inner product
with (5.42), (5.43) by 2a™*+L, 251 respectively, leads to
1 ~m m ~m ~m ~m m ~m m
K(Hn FHE = Ia™ 3 + 1™ = am 3+ 15" S — [1B™ 15 + 15" = 5™ (13)
+ 2((A™)VRap ™t VRt + DIA™) Vit Viap™ ™))
_2(< m—i—l m+1> 4 < m+1 ~m+1>)

D
(5.67)
—2((A(n m)Vth-H vh~m+1> +D<A(~m)vhvm+1 vh~m+1>),

where summation-by-parts has been applied. For the local truncation error terms,
similar estimates could be derived:

5.68

( 2<T)ZL”+1,ﬁm+1> < Amr M3 + A S, 20 L) <l I+ BT S-

For the nonlinear diffusion error inner product on the left hand side, we see that
(A™VLam T Vpa™ ™y = (An™) Vi (In N — Inp™ ) v,am )

(5.69) +A(M™) Vo™t Vpam Ty,

The second part has the following lower bound:
<A(nm)vhq~5m+l7 Vhﬁm+1>
> —C3|[Vad™ o - [Var™

> _613@4||ﬁm+1 _15771—1-1H2 X thﬁm-H”z

%

SS ~m ~m 1 ~m
—(CsCa* ()M A = = P IV 2,
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in which the inequality (5.66) (in Lemma 5.2) has been applied in the second
step. Its substitution into (5.69), combined with the preliminary estimate (5.64)
(in Lemma 5.1), leads to

(A(n™)Vpfi 1 V™)
3 ~m ~m
(5.70) > 20 IVRam S = MO AT — MO RE
= 2(C3C0)* () T UATHE + 157 13)-

A similar lower bound could be derived for the other nonlinear error inner product
on the left hand side; the details are skipped for the sake of brevity:

D<«4( )Vhﬂp P Vg™t

(5.71) >3 1 ONVRp™ 5 = M5 — MRS
= 2(DC3C)* () RT3 + 157 H13)-
For the last two nonlinear error inner product terms on the right hand side, a direct
application of Cauchy inequality gives
—2(A@E™)VRV V™) < 2 VRVl - [FAGR™) 2 - (V3™
< 20% ™ |2 - [VAR™ |

(5.72) <2(C*)P ()Ml + 27(0)\|Vh~m“ll2,
(5.73)

~m * m 1 ~m
—2D(AE™) VY, Vg ) < 2(DCHP () IS + 5 Ve S,

2

with the regularity assumption (5.48) recalled.
Finally, a substitution of (5.68), (5.70)—(5.71) and (5.72)—(5.73) into (5.67) re-
sults in
1 m ~m ~m m = m
g (A7 = 1™ 13 + 5713 = 1™ 13) + 95 19 na™ I3+ 2 [ Vas™ 13
< MO HE + 1 HIE) + MO A" 5 + 157 13) + MO

G749 I HE +

where

(5.75) M® = 4C5C)* (V)7 + D (v 1) + 2(M + M) + 1,
(5.76) M® =2(C*)2(v0) 7! +2(DC*)*(v{) 7,

(5.77) M@ =20 + M.

Therefore, an application of discrete Gronwall inequality leads to the desired higher
order convergence estimate

m+1
(5.78) 17+ 157 o+ (A8 3 (1943 3 +[9451D) T < C(AF + 1),
k=1
based on the higher order truncation error accuracy, ||7 ||z, [|7" |2 < C(At? +
h*). This completes the refined error estimate.
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Recovery of the a-priori assumption (5.49). With the higher order error esti-
mate (5.78) at hand, we notice that the a-priori assumption in (5.49) is satisfied at
the next time step t™+1:

(5.79) 7™ o, 157l < Co(AL® + 1Y) < At + AT,

provided At and h are sufficiently small. Therefore, an induction analysis could be
applied. This finishes the higher order convergence analysis.

As a result, the convergence estimate (5.9) for the variable (n,p) is a direct
consequence of (5.78), combined with the definition (5.10) of the constructed ap-
proximate solution (N, P), as well as the projection estimate (5.3).

In terms of the convergence estimate for the electric potential variable ¢, we
recall the definition for ¢* in (5.41) and observe that

(5.80) 6™ 1z < CllARG™ |2 < ClIA™ = 57|z < Ca(AL® + h*),
where C3 = CCy. Then

(5.81) 167 — ez < CIARG™ — el < CalAt + 1),
and

(—AR) (9™ — €}') = Pn(AtPar1 + At*Pago + h*Phy
(5.82) — AtNa¢y — At*Nago — B?Np 1) + o'

where the discrete elliptic regularity has been applied in (5.80), (5.81), and the
truncation error for ¢ is defined as 73" = (—=Ap) Py — (P™ — N™).
Finally, we arrive at
(5.83)
led a2 < 6™ a2+ 6™ —ef ||z < Ca(AL+hY)+Ca(At+h?) < (Cat1)(At+h).

This completes the proof of Theorem 5.1.

Remark 5.5. The O(At® + h*) convergence estimate (5.78) is not a super-conver-
gence analysis. In fact, we make a comparison between the constructed approxi-
mate solution (N, P) (as introduced in (5.10)) and the numerical solution, with the
numerical error function defined in (5.41). Due to the fact that the constructed
approximate solution (N, |5) satisfies the numerical scheme with a higher order con-
sistency estimate (5.33)-(5.34), a careful error estimate results in an O(At® + h?)
convergence analysis (5.78). However, such a higher order convergence rate is only
available for the numerical error between the numerical solution and the constructed
approximate solution (N, P); if we measure the numerical error between the numer-
ical solution and the exact PDE solution (N, P), the accuracy is still O(At+ h?), as
stated in Theorem 5.1, since the constructed approximate solution (N, I5) contains
O(At), O(At?) and O(h?) correction terms.

In fact, the constructed auxiliary fields Nat1, Nat2, Nn1, Pati, Pat2, Pr
depend on the exact solution, and their explicit forms are not available, due to the
linear PDE evolution in the higher order consistency analysis. As a result, such
a higher order convergence order could hardly be tested in the practical computa-
tion. All the constructed approximate solution are only used for the convenience of
theoretical justification of the convergence analysis, in particular in the application
of inverse inequality to derive an || - ||W}},oc bound of the numerical solution.
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NUMERICAL SCHEME FOR THE PNP SYSTEM 2093

Remark 5.6. There have been other alternative ways to establish the positivity-
preserving property and energy stability for the PNP system. For example, a
rewritten formulation of the PNP system was used in [25]:

n - p
(5.84) ne=V- (e¢V(e—¢)), p=v- (e ¢v(e_—¢)).
In turn, the authors proposed the following numerical method
m+1 _ , m—1 ~ o~ m—+1
WG (e (M),
: pm+1 _ pmfl m+1

s =V (T ()

Moreover, the positivity-preserving property of the numerical scheme was proved
using a maximum-principle-type argument, and the following modified energy sta-
bility was established:

Eh(nm+1apm+la ¢m+17 nmvpm, ¢m) SEh(nmvpma ¢m, nm—l’pm—l’ ¢m_1)7

1
Eh(nm,pm,qu,nm*l,pm*l,(ﬁm*l) :§<nm Inn™ +nm711nnm71
(586) m m m—1 m—1
+p"Inp™ +p Inp , 1)

+ 5 Vhg™, Vag™ ).

Such a modified energy functional is a numerical approximation to the original
energy (2.4), if the numerical solution converges to the exact PDE solution.

In comparison, our proposed numerical scheme (2.10)—(2.13) is based on the
energy variational formulation (2.4)—(2.7). As a result, the positivity-preserving
analysis could be extended to many other related physical models, such as the
Poisson-Nernst-Planck-Cahn-Hilliard system reported in [44], as long as the sin-
gular terms correspond to a convex energy. In addition, because of the energetic
variational structure in the numerical scheme (2.10)—(2.13), the dissipation prop-
erty for the original energy functional could be theoretically justified, as stated in
Theorem 4.1, by noticing that E}j,(n,p) stands for a direct spatial discretization for
the energy functional E(n,p) at the continuous level (as given by (2.4)). This sub-
tle fact stands for another advantage of our energetic variational approach over the
numerical algorithm (5.85): the energy stability reported in our work is in terms
of the original energy functional, instead of a numerical approximation as defined
in (5.86).

In general, the numerical algorithm (5.85) has been a very useful method in the
numerical approximation to the PNP system, and many nice theoretical properties
have been established at a discrete level. In comparison, our proposed numerical
scheme (2.10)—(2.13) has introduced an energetic variational approach, and many
essential improvements could be observed in both the positivity-preserving analysis
and energy stability estimate.

Remark 5.7. In addition to the positivity-preserving analysis and energy stability
estimate, an optimal rate convergence analysis turns out to be a very challenging
issue, especially for structure-preserving numerical methods for the PNP system.
Among the existing works for the convergence analysis [6,18,42,48], these estimates
have been based on the perfect Laplacian operator structure for n and p, instead
of the H~' gradient flow structure. As a result, the positivity-preserving property
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and the energy dissipation could hardly be theoretically justified for these existing
works. Our paper stands for the first work to combine three theoretical properties
for a numerical scheme to the PNP system: unique solvability /positivity-preserving,
energy stability, and optimal rate convergence analysis.

Remark 5.8. The proposed numerical scheme (2.10)—(2.13) is only first order ac-
curate in time, and such a temporal accuracy may not be perfect in the practical
computation. A second order accurate (in time) numerical scheme will be consid-
ered in our future work. For instance, the following numerical scheme could be
designed, following a similar idea, while with many non-standard modifications:

ﬂm+1 —pm B o A _——
(687 r = Ve MV
m+1 _ .m .
(.88 g = Vi (M)
(5.89) = e — L+ Atln
nm —nm nm
(= AT e,
m+lip pmtl _ pm iy pm m+1
' b = =P PEP + Atln P
5.90 etz = P -
(=AY — ),
; 3 L y 3 1
m+i/2 _ m m—1 m41l/a m me1
MG = S — G MG = S
1 1
P = L ), e = (),

The positivity-preserving analysis, the energy stability estimate, and an optimal
rate convergence analysis are expected for such a second order accurate scheme,
following similar ideas presented in this paper. However, there will be too many
technical details, and these details are left to the future work.

6. NUMERICAL RESULTS

To get numerical solutions, we need to solve the fully nonlinear scheme (2.10)—
(2.13) at each time step. We propose an iterative method as follows. First, the
initial value for the nonlinear iteration is taken as n™*t1.0 := pm pm+10 .= pm
and ¢ 10 := ¢™. Subsequently, given the k-th iterate numerical solution n™+1*,
pmtLE - ¢m+LE we obtain the first stage of the (k + 1)-th iterate by solving

= 0" ALV, - (MY (It @) )
P ALY, - (ML"W (%))
=p" + ALV, - (M?vh (Inp™ 5 + ¢m+1’k)) ’

—Ah¢m+1’* _ pm—i-l,* _ nm-i—l,*.
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TABLE 1. The £°° error and convergence order for the numerical
solutions of p, n, and ¥ with At = h?, with the exact solution
given by (6.3)

£ error in p Order £ errorin n Order £ error in ¢ Order
1.898E-2 - 1.898E-2 - 1.200E-1 -
4.864E-3 1.96 4.864E-3 1.96 3.001E-2 2.00
1.231E-3 1.98 1.231E-3 1.98 7.524E-3 2.00
3.093E-4 1.99 3.093E-4 1.99 1.882E-3 2.00

E|-5|-8|-5H =

In addition, to make the nonlinear iteration smoother, we then obtain n™*1F+1

pm+1,k+17 and ¢m+17k+1 by

(nm+1,k+17 m+1,k+17¢m+1,k+1) =w, (nm—i-l,k’pm+1,k7¢m+1,k)

+ (1 _ wr) (nm+1,*7pm+1,*7 ¢m+1,*) ,

(6.2) P

where w, € (0,1) is a relaxation parameter. We notice that, two linear systems
for n and p, associated with M-matrices, need to be solved in the the k + 1-th
iteration algorithm (6.1). In fact, (6.1) could be viewed as a linearized Newton
iteration for the proposed numerical scheme (2.10)-(2.13), at least in the Inn and
In p nonlinear parts. It is expected that, under a sufficient condition on the time step
size At, such a linearized iteration algorithm guarantees positive concentrations at
a discrete level in each iteration stage, and an iteration convergence to the proposed
numerical scheme (2.10)—(2.13) is also available. The detailed analysis will be left
in the future works.

In the following, we demonstrate the performance of the proposed numerical
scheme in a two dimensional setting. With rescaling, the computational domain
becomes 2 = (—1,1)2. Also, we take the parameters zo = 1, ng = po = co = 0.1 M,
L =136 A, and D, = D, = Dy with Dy being the diffusion constant of sodium
ions in water.

6.1. Accuracy tests. To test accuracy, we consider the following exact solution
n = e 'sin(27z) cos(2my) + 2,

(6.3) p = e 'cos(2rx) sin(2my) + 2,
¢ = e 'sin(2nz) sin(2my),

to the PNP equations with source terms:

(6.4) on = V-(Vn—nVo)+ fn,
(6.5) op = V- (Vp+pV9)+ fp,
(6.6) —Ap = p—n+p.

Here the source terms f,, fp,, and pf, and the initial conditions are obtained with
the known exact solution.

To verify the accuracy of the proposed scheme (2.10)—(2.13), we perform numer-
ical tests using various mesh resolutions with At = h2. Note that such a mesh
ratio is chosen for the purpose of accuracy tests rather than the stability concern.
As shown in Table 1, the £°° error for numerical solutions of p,n, and ¢ at time
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T = 0.1 decreases robustly as the mesh refines. The convergence order, as expected,
is about two for both the concentrations and electrostatic potential.

6.2. Property tests. We also conduct numerical simulations to test the perfor-
mance of the proposed scheme in preserving physical properties at discrete level.
The numerical schemes are applied to solve the rescaled PNP equations (6.4)-(6.6)
without sources terms in the Nernst—Planck equations, but with a fixed charge
distribution given by
o (. ) —e 100l D+ D] _ 100+ H+-b)]

6.7
(6.7) — o 100[(=3)*+(w+3)*] | o—100[(z—3)*+(y—3)°]

The initial data for concentrations are given by

(6.8) p(z,y,0) =0.1 and n(x,y,0)=0.1.

T=0.05 T=0.1 0.45

T=5 o . . = .
—5h
5 -~ Total Mass of p -
0 hsessreemmemmreemmrrremesmes 0.4
15
R 5o H ]
10
0.8 y 0.35
06 N T T T
0.4 x 10
02 15
- 0 g 1

=
10 £0.05 Cos— |
0.8 o N
X 2 ¥ 4

- 0.6 / 0. 0. 03 0.
0.4 ohN———
0.2 I_v_, & 1 L

: o 0 0.3 06 0.9 12 15
-1 0 110 1-1 0 1 T

F1GURE 1. Left: The snapshots of ¢, p, and n at time T' = 0.05,
T = 0.1, and T = 5. Right: The evolution of discrete energy Fj,
total mass of p, and the minimum concentration Cyy;y,.

Figure 1 displays snapshots of the electrostatic potential and concentrations at
time T'= 0.05, T = 0.1, and T' = 5. One observes that the concentrations of cations
and anions develop peaks and valleys due to electrostatic interactions, and that the
electrostatic potential initially induced by the fixed charges gets screened quickly
by attracted mobile ions carrying opposite charges, as time evolves. At T' =5, the
system nearly reaches equilibrium.

By periodic boundary conditions, the total mass of concentrations is conserved
in time evolution. This is verified in the right panel of the Figure 1, in which
the total mass of the cations converses perfectly. In addition, the discrete energy
Ej, decreases monotonically, being consistent with our analysis; cf. Theorem 4.1.
What of interest is the evolution of the minimum concentration that is defined by
Cmin = Min{Min; j xn"; ., Min; j xpi"; ;. }. The evolution of Cyn, together with
the inset plot, demonstrates that the numerical solution of concentration remains
positive all the time. In summary, our numerical tests further confirm that the
proposed numerical scheme respects mass conservation, energy dissipation, and
positivity at discrete level.

To verify the numerical accuracy of the proposed scheme for this case, we perform

. : =1 1 1 1 1
a numerical test on a sequence of mesh resolutions: h = 55, 35 55> 59> 100> and the
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TABLE 2. The ¢°° differences and convergence order for the nu-
merical solutions of p, n, and ¢ at time T" = 0.5, for the given
initial data (6.8) and charge distribution (6.7). Various mesh res-

: L 1 _ 1 _ 1 _ 1 _ 1
olutions are tested: hy = 55, ha = 35, ha = g5, ha = 55, hs = 155>
and the time step size is taken as At = h2.

— u=p Order w=mn Order w=1 Order
lun, — unylloo 1.800E-3 - 1.800E-3 - 1.131E-2 -
lun, — Unslloo 3.722E-4 1.84 3.722E4 1.84 1.971E-3 2.09
lluns — up,lloo 1.302E-4 2.00 1.302E-4 2.00 6.932E-4 1.99
luns — up,llo 6.157E-5 1.93  6.157E-5 1.93 3.183E-4 2.03

time step size is set as At = h2. Again, a second order accuracy in terms of
h is expected, because of this time step choice. Since an analytical form of the
exact solution is not available, we compute the ¢°° differences between numerical
solutions with consecutive spatial resolutions, h;_1, h; and hj4;. In such a Cauchy
convergence test, the convergence order is calculated by the following formula:

In(-L. lun;_y =tn;lle 1— n
AT Tan, —un, 4y lleo . o
h; , A= TRz for hj*1 > hj > hj+1'
In == 1— 4
h]‘ - h?
J

As shown in Table 2, the numerical errors at time 7' = 0.5 improve robustly as
the mesh refines, with a convergence order maintaining around two for both the
concentrations and electrostatic potential. This is a remarkable numerical result,
since an explicit form of the analytic solution is not available, and the exact solution
may develop sharp gradient structures. From the right panel of the Figure 1, we
can see that the minimum ionic concentration is relatively low up to time 7' = 0.5.
This accuracy test has demonstrated that the proposed numerical scheme is very
robust even when the mobility of ions, i.e., the ionic concentration, is low.

7. CONCLUDING REMARKS

A finite difference numerical scheme is proposed and analyzed for the Poisson-
Nernst-Planck (PNP) system. The Energetic Variational Approach (EnVarA) is
taken, so that the PNP system could be reformulated as a non-constant mobility
H~' gradient flow, with singular logarithmic energy potentials involved. In the
proposed numerical algorithm, the mobility function is explicitly treated to ensure
the unique solvability, while both the logarithmic and the electric potential diffu-
sion terms are treated implicitly, because of their convex natures. The positivity-
preserving property for both n and p are theoretically established, which is based
on the subtle fact that, the singular nature of the logarithmic term around the
value of 0 prevents the numerical solution reaching the singular value. As a result,
the numerical scheme is always well-defined. The energy stability of the numerical
scheme comes from the convex nature of the energy functional in terms of n and p,
combined with their positivity property. In addition, an optimal rate convergence
analysis is provided in this work. To overcome a well-known difficulty associated
with the non-constant mobility, many highly non-standard estimates have to be
involved, due to the nonlinear parabolic coefficients. The higher order asymptotic
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expansion, up to third order temporal accuracy and fourth order spatial accuracy,
has to be performed with a careful linearization technique. Such a higher order
asymptotic expansion enables one to obtain a rough error estimate, so that to the
£°° bound for n and p could be derived. This ¢*° estimate yields the upper and
lower bounds of the two variables, and these bounds have played a crucial role in
the subsequent analysis. Finally, the refined error estimate is carried out to accom-
plish the desired convergence result. It is the first work to combine three theoretical
properties for numerical scheme to the PNP system: unique solvability/positivity-
preserving, energy stability and optimal rate convergence analysis. A few numerical
results are also presented in this article, which demonstrates the robustness of the
proposed numerical scheme.

APPENDIX A. PROOF OF PROPOSITION 5.1

Taking a discrete inner product with (5.42), (5.43) by gm+1 ug”l respectively,
leads to

(™ Y+ (T A+ A (AT Vg Vit
+ D(A(™)Vrip ™t Vianth)
= (A", i) 4+ (B i) AT A + () gt)
(A1) = At((AR™VRVTTL VRl ) + DIAGE™) VRVt Vi ).

Because of the separation estimate (5.58), at a point-wise level, the following in-
equalities are available:

(A.2) (A(™)Vnfin ™ Vafiy ™) = OHVh”"Hllza
(A.3) (AP™) Vi Vi ™) > D)9, iy 13-

By the mean-free property (5.38) for the local truncation error terms, the following
estimate can be derived:

(A.4)

m—+1 ~m+1> < H7—m+1H71h th m+1||

(it LT 60”Vh~m+1||2a

7

(T 3
(A.5)

- - 2 -
() < a1 VRl < ﬁll T+ g DGoHVh e P>

For the two terms (™, ') and (p™, ay+!

equality reveals that

(A.6)

), an application of the Cauchy in-

m ~m m 2 ~m ~m
(A, i) <A™ | —an - [Vain e < iz \|31,th OALVafin T3,
(A7)
2 1
~m ~m-+1 < m _ v m—+1 < m (|2 D At v ~m-+1 2.
) < W I s < o 17 + gDV 3
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For the last two terms on the right hand side of (A.1), we see that

ATV TR < [TV - [AG™ o - [V
< CTa™le - IIVhﬂ?“\Iz
2(C%)% .
(A8) < 28 pamiz + Legiwaim s,
and, similarly,
2(0*)2

(A9)  —D{AGE™)VaV, 1 Vafiy ™) < 5™ 13 + 5 D60‘|Vh~m+1||2-
0

A substitution of (A.2)—(A.9) into (A.1) leads to

<fzm+1,ﬂm“> - <~m+1,ﬂ;”+1> °At<nvh~m+ln2 + DIV 3)

m+l 2At 'm+1
1+ B 175

7™ )21, +

= *At eaAt Ip
(A.10) +2(C*)(e5) " A([1R™13 +D_1H13m|\2)-
Moreover, the detailed expansions in (5.44) and (5.46) reveal the following identities:
(A11)  (InN™F! —InpmF amFly = (InN™FH — Inpm L N — pmtly > o)

(A12)  (InP™Fl _Inpmtl pmtly — (In Pt — Ippmtt pmtl _pmtly > )

and
<(—Ah)71(flm+l _ ﬁerl), ﬁm+1> <( Ah) ( ~m+1 _ m+1),p~m+1>
= [l =
(A.13) >0,

where the positivities of (n™*!, p™*1) and (N™*+! P™+1) have been applied in the
derivation of (A.11) and (A.12). Then we conclude that

(A.14) (R ety + T ) > 0.

For the right hand side of (A.10), the following estimates are available, which come
from the a-priori assumption (5.49):

2
Al Ami2 < A2 < C(AL
(A.15) Sl € TS O 4 nd),
(A.16) 2 152 € e 5T < C(AE + 1Y)
' DeyAt'? = Deat'? 2= ’
1 — < t|l, < t" + Ath®),
A7 20 LrAan (LS CAt|r; 5 < C(AL + Ath®
€
2At m—+1(12 m—+12 7 8
(A.18) Sl < OAHTTYE < C(AE + Ath®),
0
(A19)  2ACHH@)TAYAE < CAtAm 3 < oAt +nE),

(A.20) 2(CHX(e) ' DTIALEME < CALFTE < C(ALT + 1),

where the fact that || f||_1,, < C||f|l2, as well as the linear refinement constraint
C1h < At < C3h, have been repeatedly applied. Going back (A.10), we obtain

(A.21) °At<||vhﬁm+1||2 + D[Vl t3) < C(ALE +h%),
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so that
(A22) IV ni . (Va2 < C(AL + 1F).
Meanwhile, the error evolutionary equation (5.42) implies that
(A.23)
[2m = 2™ |2 < At(|Va - (AO™) Vi *)ll2 + Ve - (A@R™)VRVH]2)

+ At

Furthermore, the following estimate is available for the first term, based on a de-
tailed nonlinear expansion in the finite difference space, as well as repeated appli-
cations of discrete Holder inequality:

IVa - (A™ Va2 < CUIn™ oo - IVaVain 2 + IV oo - Vi 2)
< CC(IVaVaian ™z + (IVafyl2)
(A.24) < C(At: 4 i),

in which the a-priori estimates (5.53), (5.55) have been used in the second step,
and the following inverse inequality has been applied in the last step:

< C(At? +ni).

~m-+1
(A.25) [Ty < CIVHI e

The second term on the right hand side of (A.23) could be similarly analyzed:

IV - (AGE™) VRVl < CUR™ o - VR VRV oo
+ ||Vhﬁm||2 : thVrTJrlHOO)
< CC*(la™ 2 + [ Vai™ )

(A.26) < O(AtH + ki),

in which the regularity assumption (5.48) has been recalled in the second step, while
an inverse inequality ||V, fll2 < % has been applied in the last step. Therefore,
a combination of (A.24), (A.26) and (A.23) results in

(A.27)

[ — ™|y < C(ALT +hT) + C(ALT + b3 )+ C(AL + Ath?) < C(ALT +h¥).

m—+1

A similar estimate could be derived for || — p™||s:

(A.28) 15"+ — 57 l2 < C(AET + hT).

As a consequence, a combination with the a-priori error bound (5.49) (at the pre-

vious time step) results in a rough error estimate for ™1, pmti:

7™ 2+ (5™ 2 < 7™ [l + 1™ |2 + 27 = 2™ (|2 + [ = 5™ 2

(A.29) .
< C(ALT + hi),

under the linear refinement requirement Chh < At < Cyh, with C dependent on
the physical parameters. This inequality is exactly the rough error estimate (5.59).
The proof of Proposition 5.1 is complete.
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APPENDIX B. PROOF OF LEMMA 5.1

Looking at a single mesh cell (¢,7,k) — (i + 1,4,k), we make the following
observation:

Dz(ln Nm+1 —1In nm+1)i+1/2,j7k

1 1
_ +1 +1 +1 +1
= 5 I NZT G — I NGG) — 5 (nndiy - nn7e)
1 1
_ +1 +1
T e i+1/25k {an”?il/z,j,k
1 1 1
_ +1 ~m+1
(B.1) = <£_N - a) DaNiG ok + g Daltii i
in which the mean value theorem has been repeatedly applied, where
(B.2)
&N is between NZT{IJ  and N?fkl , and &, is between nﬁfllj 5 and n?fkl.

In turn, its product with Dy 11, ;1 leads to

D;cﬁi+1/2,j7k . Dx(ln Nm+1 — ln nm+1)i+1/2)j7k
11 , 5 1,
(B.3) = <§_N - f_n) DacNin/lQ’jyk : D:Cni-i-l/?,j,k + §_n|Dxnﬁ-1_/12,jﬁk‘2'

For the second part, the rough || - [|o estimate (5.63) for n*! implies that 0 <
&, < Cs5, which in turn gives

1 1 1 ~m+1 2 1 ~m-+1 2
(B-4) g 26 gDl 2 DA s
For the first term on the right hand side of (B.3), we begin with the following
identity:
NTEL N7l
m m 1 (1 7,+1,],7179L - 1,7,k )
(B 5) i — In Ni-ijvljak —In Niv]jrkl — " * Ni,j-t—k
&N N = NG N7 = NG
(0) Nt Nl
By setting t)y;’ = =255 the following Taylor expansion is available:
i,k
(B.6) ln(l + t(O)) _ t(O) . l(t(o))2 + l(t(o))?’ . l(t(o))4 + 1 (t(o))5
NN N 3NN 5(1+nn)° N7

with nn between 0 and tg\(;). Its substitution into (B.5) yields

+1 +1 +1 +1 +1 +1
11 ONTR G N N - NP (N — NERD?
= 1 +1 +1 +1
éN Ny % 2(N"%)? 3(NYT)? AN
1 (NFL S — N
(B?) 4 575 575
5(14+nn)° (N3
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A similar equality could be derived for gl
m+1 m+1 m+1 m—+1\2 m+1 m~+1\3
B S L b e A R T D N AR R U
+1 +1 +1 +1
&n n 2(ng % )? 3(ni ) A(n )t
m+1 m+1\4
(B.8) n 1 (N — Mgk )
. T ,
5(14m,)° (nfh )5
. (0) n'rn+1 nm.+1 . . .
with 7, between 0 and t,,’ = —lik ik p addition, the following estimates
i,5,k
are derived:
m+1
(B 9) 1 _ 1 _ i gk < 2 |ﬁm+1
: Nm+1 nmAL] T Nm+1 m+1| = (6*)2 i,5,k
1,5,k 1,5,k i,5.k "Vi,5,k 0
and
+1 +1 +1 +1 ~m+1 Hm+1
’Nﬁrm, — NI _ Tk _”Tj,k‘ ‘”ﬁrl,j,k_ le,k‘
(N2 (nfe)? (nfe)?
+ ’ (NZL:}J, — Nrtljfl)(n?r{}jy — Nrtljirl)ﬁrtl:kl
(N7RD2 ()
4 ~m+1 ~m+1
(@) (17750 |+ 1750 5 kD)
N 20%(C* 4 C3) mt1
T
2) /| ~m+1 ~m+1
(B.10) < QP (I + 1Ayt D),
where ~
(€5)? () 7

and the rough || -

lloo estimate (5.63), the regularity assumption (5.40), and the

separation property (5.39) have been extensively applied. The two other difference

terms could be similarly analyzed:

(NT{I' kT Nm+k) (n”ﬂl kT ”m+k 3) (1= mA+1 ~m+1
(B11) |~ T | < QAT + 1R ),
i,5,k 1,5,k
m-+1 m—+1\3 m—+1 erl
’(N'L+17jk N’ ,]k) . (ni-‘rl,jk_an ‘ <Q(4 (lﬁm-‘rl‘""lﬁm—i_l‘ |)
(N:rH_kl) ( Zn]—i-kl) gk i+1,5,k1/0
J» ;

where Q®), Q™ only depend on €}, C* and Cs.

observe that

For the remainder terms, we

(B12) N, — NI = RIDANZE, | < DN < O,

Nm+ Nm+1 1
(Bl?)) |t(0 ‘ — ‘ i+1,9, ]jnJrl uJ,k ‘ < C*(G*) ip < Q(S) <3

.3,k

where Q©®) = C*(¢f)~! and where we have used e < N:n;rkl Furthermore |ny| < 3,
so that

1 1 32
B.14 1 >5 and |o—— < T
( ) | +77N|—2 an 5(1+77N)5 =5
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Finally,
m—+1 +1\4
(B.15)  |Raf = ‘ L (N — Nije) ‘ <32 (O o
5(14nn)° (NEH8 5 ()5 ’
with Q6 = ;((c:)) The other remainder term has a similar bound
1 (AL —nlEhY 32 (Csh) 7o d
Tn (%) 55 (€

with Q7 = %. Consequently, a combination of (B.9)-(B.11), (B.15) and
(B.16) indicates that

(B.17) & < QU EH + 1AT L L) + Q*h?,
with
2 1 1 .
Q(O) — P 2 4 §Q(3) + ZQ(ﬁl) and Q* = Q(6) + Q(7).
0

Then we arrive at an estimate for the first part on the right hand side of (B.3):

11 . i
<§—N £ )D N7 ek - Dafis/ g

> —(Q (Ia7 R + 1Aty k) + Qh*) - C* | Dafisyya jkl
(B.18) > —(@QW (A7 + 1Aty k) + Q*hN)(C*)?Cs — (4Cs) M| Daent i), I

Subsequently, a combination of (B.3), (B.4) and (B.18) results in

~ N | 1 1
Dafiggrsa gk - De(mN™ 0 —Inn™ )00 5

~m ~m * * 2 3 ~m
2 7(Q(O)(|n ,]+kl| + |nl+<~l>,1j,k|) + Q h4)2(C )203 + 46’ |D n1+<~1>/12,3, |2
3

(B.19) > 4~ Dol kL P=a(QO O (R P AT, ) —2(Q" C*)? Cah®,
Notice that this inequality is valid at a point-wise level. With summation over
space, and keeping in mind of the a-priori || - || estimate (5.53), (5.58) for n™, we
obtain

n (I N — In ™t v, a™
An™V; (InN +1 1 +1 v +1
ex 3 -m *\2 A2 ~m * 1%\ 2 A
(B.20) > 50-—40 Va3 — 8(QUC)CR|[am |5 — 2(Q*C*)*C3|Qh®,
3

This proves the first nonlinear estimate (5.64), by setting %(LO) = %, 7(10)
8(QOC*)2C2, and MY = 2(Q*C*)2C2|9|. The second nonlinear estimate (5.65)
could be derived exactly in the same manner. The details are skipped for the sake
of brevity.
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