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Abstract

In this paper, we develop novel perturbation bounds for the higher-order orthogonal itera-
tion (HOOI) (De Lathauwer et al., 2000a). Under mild regularity conditions, we establish
blockwise tensor perturbation bounds for HOOI with guarantees for both tensor recon-
struction in Hilbert-Schmidt norm |7 — 7 |us and mode-k singular subspace estimation in
Schatten-g norm || sin G)(ﬁk, Uy)|lq for any ¢ = 1. We show the upper bounds of mode-k sin-
gular subspace estimation are unilateral and converge linearly to a quantity characterized
by blockwise errors of the perturbation and signal strength. For the tensor reconstruction
error bound, we express the bound through a simple quantity £, which depends only on
perturbation and the multilinear rank of the underlying signal. Rate matching determinis-
tic lower bound for tensor reconstruction, which demonstrates the optimality of HOOI, is
also provided. Furthermore, we prove that one-step HOOI (i.e., HOOI with only a single
iteration) is also optimal in terms of tensor reconstruction and can be used to lower the
computational cost. The perturbation results are also extended to the case that only par-
tial modes of T have low-rank structure. We support our theoretical results by extensive
numerical studies. Finally, we apply the novel perturbation bounds of HOOI on two ap-
plications, tensor denoising and tensor co-clustering, from machine learning and statistics,
which demonstrates the superiority of the new perturbation results.
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1. Introduction

The past decades have seen a large body of work on tensors or multiway arrays (Kolda and
Bader, 2009; Sidiropoulos et al., 2017; Cichocki et al., 2015; Kroonenberg, 2008). Tensors
arise in numerous applications involving multiway data (e.g., brain imaging (Zhou et al.,
2013), hyperspectral imaging (Li and Li, 2010), recommender system design (Bi et al.,
2018)). In addition, various methods have been developed and applied to fundamental
tensor problems such as tensor completion (Yuan and Zhang, 2016; Xia et al., 2020; Yuan
and Zhang, 2017; Zhang, 2019), tensor regression (Zhang et al., 2020; Zhou et al., 2013;
Raskutti et al., 2019; Chen et al., 2019), tensor PCA/SVD (Zhang and Xia, 2018; Richard
and Montanari, 2014; Liu et al., 2017), generalized tensor learning (Han et al., 2020). In
many other problems where the observations are not necessarily tensors, tensor parameters
arise, such as topic and latent variable models (Anandkumar et al., 2014a), additive index
models (Balasubramanian et al., 2018), high-order interaction pursuit (Hao et al., 2020).
We refer readers to recent survey papers (Kolda and Bader, 2009; Sidiropoulos et al., 2017;
Cichocki et al., 2015).

Among these methods, tensor decomposition is one of the most important and a flurry of
research have been devoted to it. Tensor decomposition plays a similar role to singular value
decomposition (SVD) or eigendecomposition for matrices which is of fundamental impor-
tance throughout a wide range of fields including computer science, applied mathematics,
machine leaning, statistics, signal processing, etc. For matrices, truncated SVD achieves
the best low-rank approximation in terms of any unitarily invariant norm by the well-known
Eckart-Young-Mirsky theorem (Eckart and Young, 1936; Mirsky, 1960; Golub et al., 1987)
and more importantly it is computationally efficient. Despite the well-established theory
for low-rank decomposition of matrices, tensors present unique challenges. First there are
several notions of low-rankness in tensors, moreover it has been shown that computing var-
ious best low-rank approximations of a given tensor is NP hard in general (Hillar and Lim,
2013).

Fortunately, many computationally efficient algorithms have been proposed to approxi-
mate the best low-rank tensor decomposition (Kroonenberg and De Leeuw, 1980; De Lath-
auwer et al., 2000a; Elden and Savas, 2009; Ishteva et al., 2011, 2009; Savas and Lim, 2010;
De Lathauwer et al., 2000b; Vannieuwenhoven et al., 2012). One popular choice is the
higher-order orthogonal iteration (HOOI) proposed in De Lathauwer et al. (2000a). HOOI
is based on alternating least-squares. It can be seen as a “spectral” algorithm for tensors,
generalizations of the 2D-PCA (Sheehan and Saad, 2007), and the power iteration refine-
ment of HOSVD (De Lathauwer et al., 2000b) and sequential HOSVD (Vannieuwenhoven
et al., 2012). Convergence properties of HOOI have been studied in Zhang and Golub
(2001); Wang and Chu (2014); Uschmajew (2015); Xu (2018); Zhang and Xia (2018).

In addition to computing low-rank approximations of matrices and tensors, there is the
more nuanced question of computing low-rank approximations under noise perturbation
and determining how the perturbation impacts the quality of the decomposition. For ma-
trices, perturbation theory is well studied and a number of results has been established
(Bhatia, 2013; Stewart, 1990). However, perturbation theory for tensors is still in its in-
fancy. It is difficult to extend results for matrices to tensors due to the complexity of tensor
algebra and the fact many well established theories and concepts in matrices such as SVD
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or eigendecomposition do not exist or are not easy to use for tensors. There are several
attempts in the literature and most of them require the noise tensor to be random (Richard
and Montanari, 2014; Zhang and Xia, 2018; Liu et al., 2017; Zhang and Han, 2019; Zheng
and Tomioka, 2015; Xia and Zhou, 2019). In this paper, we move one step forward in this
direction and provide the first general perturbation bounds of HOOI for tensors under the
signal-plus-noise model

T=T+Z2 (1)

without putting any structural assumption on the perturbation noise Z. Like the classical
Wedin’s perturbation theory for matrices, we provide perturbation guarantees of estimated
mode-k singular subspace in tensors. In addition, we also provide the perturbation bounds
for tensor reconstruction. By providing the deterministic rate matching lower bound, we
can further show HOOI with good initialization is optimal for tensor reconstruction.

1.1 Problem Statement

Formally, this paper considers the tensor perturbation model (1), where T is the low-rank
order-d signal tensor and Z is the perturbation tensor with the same dimension as 7T .
Two popular choices of low-rankness in tensors are canonical polyadic (CP) low-rank and
multilinear/Tucker low-rank and each of them has their respective benefits (see the surveys
Kolda and Bader (2009); Sidiropoulos et al. (2017); Cichocki et al. (2015); Grasedyck et al.
(2013)). The CP low-rank decomposition which approximates the original tensor by a sum of
rank-1 outer products gives a compact and unique (under certain conditions) representation
and multilinear /Tucker low-rank decomposition generally finds a better fit for the data by
estimating the subspace of each mode. Since any CP low-rank tensor can be written as
a multilinear low-rank tensor with a diagonal core tensor, we focus on the latter (Tucker
rank) in this paper. Specifically, we assume T admits the following low multilinear rank
(Tucker) decomposition:

T =8 xq, Uy x -+ xq, Up,. (2)

Here, S is an order-d core tensor; {U;}™, are group-i singular subspaces; {€;}I", are
symmetric index groups which will be introduced next; and “xg,” is the tensor matrix
product along modes in €2;. The formal definition of Tucker decomposition and tensor
matrix product will be given in equations (5), (6) and (7) in Section 2.

The symmetric index groups {{2;}]", represent the specific symmetricity structure of
T and satisfy Q; < [d],Q # &, Q(Q; = & for i # j, and [J;, Q% = [d], where
[d] :={1,...,d}. It means by fixing indices outside the group and any permutation of indices
within the group does not change the value of tensor corresponding to those indices. For
example, if Q1 = {1,2,..., k}, then fixing coordinates in {£2;}]", i.e., coordinates k+1,...,d
and for any permutation § of [k], we have 7-|:’i6(1)7---=7;6(k)7ik+17---7id] = Tli1,...iy)- In addition to
T, we also assume S and Z have the same symmetric structure characterized by {;}" ;.
The symmetric index groups have two extreme cases:

e Asymmetric: Q; = {i} fori=1,...,d,

e Supersymmetric: ; = {1,2,...,d}.
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To simplify the notation, if mode j € ;, then we denote j’ := i as the group index of mode
j. For symmetric group 4, the dimension of 7 in this group is denoted as p; and its mode
rank is denoted as r;. The rigorous definition of mode rank is postponed to Section 2. Also
throughout the paper, for i € [m], let i = min{j : j € ;} be the smallest index in €,
and denote €; 1= Q\{i}, Q,; = U;_:ﬁ Q;,9; = U?=i+1 Q; with Q; = Q4 = . Finally, we
define the signal strength of 7 as A = min;—1__, oy, (M;(T)), the smallest singular values
of matricization of 7~ in modes {i}" . Here for any matrix D, o;(D) denotes the ith largest
singular values of D and M;(T) represents the matricization of tensor 7~ along mode i and

its formal definition will be given in (4) in Section 2.

In summary, for the dimensions of the perturbation model (1), we have ’7~'7 T,Z €
RPr>XPa with symmetric index groups {€;}1",. The HOOI algorithm we study is pro-
vided in Algorithm 1. It is worth noting the original HOOI algorithm in De Lathauwer
et al. (2000a) mainly focuses on asymmetric tensor decomposition and we generalize it to
accommodate arbitrary symmetric structures of T~ characterized by {€2;},. In addition,
in the literature (De Lathauwer et al., 2000a; Kolda and Bader, 2009), HOOI often refers to
the overall procedure including both the initialization of [NJEO) by HOSVD and the orthogo-
nal iteration updates as detailed in Algorithm 1. We shall point out that this paper studies
the orthogonal iteration with any initializers satisfying some mild conditions. Our results
accommodate different types of initialization scheme and can be applied to a wide range of
scenarios (see Remark 2). We conclude the algorithm by remarking that the matricization
mode we choose in group ¢ to perform SVD in (3) does not matter due to symmetry. For
simplicity, we choose the smallest index in group 1.

Algorithm 1 Higher-Order Orthogonal Iteration for Tensor Decomposition

Input: T e RPv»*par symmetric index groups {{2;};",, initialization {INJEO) m . with
[NJEO) € @mm’\having’\orthonormal columns, maximum number of iterations tax.
Output: {U;}",,T.
1: Fort=1,...,tnax, do
(a) For i =1 to m, update

~

U = SVD,, (M;(T xq, (TV)T x
(TENT xg (TN oo, (TIHTY),

xQ i—1 7

i—1 Q;

where for any matrix D, SVD,.(D) computes the subspace composed of the leading

r left singular vectors of D.

2: Let IAJZ = ﬁgtm"“‘) for i =1,...,m and compute

’?\':%XQIPG.1X~--XQWPA

m
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1.2 Our Contributions

Under the perturbation model (1) and the HOOI Algorithm 1, we make the following major
contributions to the tensor perturbation theory of low-rank tensor decomposition based on
HOOIL.

e We provide the first sharp blockwise perturbation bounds of HOOI for tensors with
guarantees for both the estimated mode-k singular subspace and the tensor reconstruc-
tion induced by low-rank approximation of the noise corrupted tensor. Specifically,

in Theorem 3, we show that under suitable initialization {ﬁgo)}i”ll in Algorithm 1,

sin © (ﬁl, Uz) ‘

eration number to a fixed quantity charagterized by Z and the signal strength. In
addition, a practically useful tensor reconstruction error bound in Hilbert-Schmidt
norm is provided. Surprisingly, we found the upper bound of tensor reconstruction
is free of the “condition number” of the signal tensor and can be expressed by a uni-
fied simple quantity £ characterized only by the noise tensor Z and the underlying
multilinear rank of 7. ¢ is closely related to the Gaussian width (Gordon, 1988), a
common measure for the complexity of a given set, and its formal definition and more
explanations will be given in Sections 2.1 and 6.

the upper bound of max; converges linearly with respect to the it-

e In addition, we also generalize the main results to the case that only a subset of modes
of T have low-rank structure.

e Furthermore, we provide a deterministic minimax lower bound for the tensor recon-
struction error under perturbation model (1) in Theorem 2. The lower bound matches
the perturbation upper bound in Theorem 3 when the tensor order d is fixed, which
demonstrates the optimality of HOOI for tensor reconstruction.

e In addition, by combining Theorems 2 and 3, we prove that the tensor reconstruc-
tion error rate of HOOI with only one iteration is also optimal and further iterations
improve the coefficient in front of the error rate £. This suggests that in some ap-
plications where running full HOOI is too expensive and prohibitive compared to
truncated HOSVD (De Lathauwer et al., 2000b) or sequentially truncated HOSVD
(Vannieuwenhoven et al., 2012), we can just run HOOI for one iteration to obtain
an optimal (up to constant) reconstruction. Details are provided in Remark 6 and
numerical comparison is given in Section 7.2.

e In addition, we apply the new perturbation bounds of HOOI in two modern applica-
tions, tensor denoising and tensor co-clustering, from machine learning and statistics.
Based on our perturbation results, we can easily recover the results of tensor denois-
ing in current literature with a much shorter proof and provide the first guarantee of
HOOI on tensor cocluster recovery that improves the state-of-the-art results.

e Finally, we perform extensive numerical studies to support our perturbation bounds
and do a comparison with other existing low-rank tensor decomposition algorithms.
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1.3 Related Literature

In this section, we give a brief overview of the literature on Tucker decomposition of ten-
sors, matrix/tensor perturbation theory related to this article. Tensor decomposition has
become one of the most important topics in the literature on tensors (Kolda and Bader, 2009;
Sidiropoulos et al., 2017; Cichocki et al., 2015). An analogy of matrix SVD for Tucker de-
composition of tensors, which is today commonly called high-order singular value decompo-
sition (HOSVD), was first proposed in Tucker (1966) and then popularized by De Lathauwer
et al. (2000b). However, unlike the truncated matrix SVD, truncated HOSVD (T-HOSVD)
can provide a reasonable but not necessarily optimal low-multilinear-rank approximation
for a given tensor. It has been shown that computing the best low multilinear rank ap-
proximation is NP hard in general (Hillar and Lim, 2013). On the other hand, various
computationally efficient algorithms have been proposed to obtain better approximations
than HOSVD (De Lathauwer et al., 2000a; Elden and Savas, 2009; Ishteva et al., 2011,
2009; Savas and Lim, 2010). Among them, the higher-order orthogonal iteration (HOOI)
in De Lathauwer et al. (2000a) has become a popular choice in literature. HOOI has been
applied to problems including but not limited to tensor PCA /tensor SVD (Richard and
Montanari, 2014; Zhang and Xia, 2018), tensor completion (Xia et al., 2020), tensor regres-
sion (Zhang et al., 2020), hypergraph community recovery (Ke et al., 2019; Jing et al., 2020),
independent component analysis (De Lathauwer and Vandewalle, 2004), tensor clustering
(Luo and Zhang, 2020). Many variants of HOOI such as sparse high-order singular value de-
composition (STAT-SVD) for tensors (Zhang and Han, 2019), regularized HOOI (Ke et al.,
2019; Jing et al., 2020), generalized higher-order orthogonal iteration (gHOI) (Liu et al.,
2014) have been proposed. Nowadays, HOOI has become a prevalent choice to compute
the low-rank tensor approximation in many applications and been coded in common tensor
software such as Matlab “Tensor Toolbox” (Bader and Kolda, 2012), “Tensorlab” (Sorber
et al., 2014) and R “rTensor” package (Li et al., 2018). Moreover, it has been regarded
as the gold standard guideline for comparison when developing even faster randomized or
memory-efficient algorithms for low-rank tensor approximation (Sun et al., 2020; Malik and
Becker, 2018; Tsourakakis, 2010; Kolda and Sun, 2008).

Perturbation theory is a long-existing field in mathematics. In particular, the perturba-
tion theory on matrices has attracted much attention. The original work in matrix dated
back to Weyl, Davis-Kahan and Wedin (Davis and Kahan, 1970; Wedin, 1972; Weyl, 1912;
Stewart, 1998) (see Bhatia (2013); Stewart (1990) for an overview of classical perturba-
tion results and historical development) and recently it has been further developed in Yu
et al. (2014); Cai and Zhang (2018); Cape et al. (2019b). In addition, various generaliza-
tions and extensions have been made in different settings including random perturbation
(Vu, 2011; Shabalin and Nobel, 2013; O’Rourke et al., 2018; Wang, 2015; Benaych-Georges
and Nadakuditi, 2011; Abbe et al., 2020; Koltchinskii and Xia, 2016; Benaych-Georges and
Nadakuditi, 2012; Cape et al., 2019a; Chen et al., 2018), structured perturbation (Fan et al.,
2018; Stewart, 2006) and many others (Eldridge et al., 2017). Also the perturbation theory
for matrices has been widely applied to a number of applications such as community detec-
tion (Rohe et al., 2011; Chaudhuri et al., 2012; Chin et al., 2015; Sussman et al., 2012; Cape
et al., 2019b), covariance matrix estimation (Fan et al., 2018; Cape et al., 2019b), matrix
denoising (Cai and Zhang, 2018), matrix completion (Cai et al., 2016), etc.
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Studying perturbation theory for low-rank tensor approximation is much harder than
matrices and there are only a few attempts in literature. Perturbation results for the best
low multilinear rank approximation have been developed in De Lathauwer (2004); Elden
and Savas (2011). These results are promising but less practically useful due to the com-
putational hardness of the best multilinear rank approximation (Hillar and Lim, 2013).
Hence more attention are given to the perturbation results for polynomial-time low-rank
tensor approximation algorithms. A line of work has been done when the perturbation
is random (Richard and Montanari, 2014; Zhang and Xia, 2018; Hopkins et al., 2015; Liu
et al., 2017; Zhang and Han, 2019; Zheng and Tomioka, 2015; Xia and Zhou, 2019) and
various perturbation results for robust tensor decomposition with sparse noise have been
studied in Goldfarb and Qin (2014); Gu et al. (2014); Shah et al. (2015); Anandkumar et al.
(2016). Perturbation bounds for orthogonally decomposable tensors have been studied in
Mu et al. (2017); Auddy and Yuan (2020). In addition, Anandkumar et al. (2014a,b) pro-
vided perturbation guarantees for power iteration algorithm for symmetric orthogonal and
non-orthogonal CP low-rank decomposition. However, we are not aware of any perturbation
result for polynomial time algorithms under partial symmetric multilinear low-rank setting.
In this paper, we make the first attempt in this direction and provide the first perturbation
bounds of HOOI for tensors with guarantees for both singular subspaces and tensor recon-
struction in the general setting. It is worth mentioning that the reconstruction error bound
of this paper is often significantly better than the simple estimator and truncated HOSVD
without power iteration. This is fundamentally different from the perturbation results in
Anandkumar et al. (2014a). See further discussions in Remarks 5 and 8.

We end this section by remarking that in most situations there is a trade-off about the
quality of low-rank tensor decomposition and computational cost of the algorithm. For
example, computing truncated HOSVD and sequentially truncated HOSVD (ST-HOSVD)
(Vannieuwenhoven et al., 2012) may be much faster than iterative algorithms such as HOOI,
(quasi-)Newton-Grassmann method (Elden and Savas, 2009; Savas and Lim, 2010), geo-
metric Newton method (Ishteva et al., 2009) and Riemannian trust region scheme (Ishteva
et al., 2011) in the large scale settings. On the other hand, these iterative algorithms achieve
higher accuracy. In the perturbation model (1), we show HOOI could achieve optimal tensor
reconstruction error, which is not true for HOSVD and ST-HOSVD in general.

1.4 Organization of the Paper

The remainder of the article is organized as follows. In Section 2, after a brief introduction
of notation and preliminaries, we define various blockwise errors of Z as the key quantities
in our perturbation bounds. We illustrate our main perturbation theorem in asymmetric
order-3 case in Section 3 and at the end of the same section, we provide the deterministic
lower bound for tensor reconstruction. In Section 4, we provide the perturbation bounds of
HOOI applying on a corrupted general partial symmetric order-d tensor. In Section 5, we
discuss the tensor perturbation bounds when the target tensor has the low-rank structure
only along a subset of modes. In Section 6, we apply our perturbation bounds to two
applications, tensor denoising and tensor co-clustering. In Section 7, we corroborate our
theoretical results by extensive numerical studies. Conclusion and discussions are provided
in Section 8. Due to space constraints, all technical proofs are postponed to the Appendix.
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2. Notation and Preliminaries

The following notation will be used throughout this article. For any non-negative integer
n, let [n] = {1,...,n}. Lowercase letters (e.g., a,b), lowercase boldface letters (e.g., u,v),
uppercase boldface letters (e.g., U, V), and boldface calligraphic letters (e.g., T, Z) are used
to denote scalars, vectors, matrices, and order-3-or-higher tensors, respectively. For any two
series of numbers, say {a,} and {b,}, denote a =< b or a = O(b) if ca,, < b, < Ca,, or a, <
Cb,, for some uniform constants ¢,C > 0. For any matrix D € R™*" with singular value
decomposition Y")" oi(D)u;v (61(D) = -+ = opmyn(D)), let Dyaxiy = Dy os(D)ugv]
be the leading rank-r SVD approximation of D and Dyax(—y) = eyt o;(D)u;v] be its
complement. We also denote SVD, (D) := [u; ---u,]| as the subspace composed of the
leading r left singular vectors of D. The Schatten-¢ norm of matrix D for ¢ > 1 is defined
as [D|, == X&" JZ-q(D))l/q. Frobenius norm | - | and spectral norm | - | of a matrix
are special cases of Schatten-¢ norm with ¢ = 2 and ¢ = oo. In addition, I, represents the
r-by-r identity matrix. Let Op, = {U : UTU = I} be the set of all p-by-r matrices with
orthonormal columns. For any U € O, ,, Py = UUT represents the projection matrix onto
the column span of U; we also use U, € O, ,_, to represent the orthonormal complement
of U. We use bracket subscripts to denote sub-matrices. For example, D;, ;,) is the entry
of D on the i1-th row and i-th column; Dy 41).m,;] contains the (r + 1)-th to the m-th

rows of D. For any matrices U € RP1*P2 and V € R"™ X2 |et

U[l,l] .V ... U[l,pg] .V
U®V = : € R(P1m1)x(p2ms2)
U[p1,1] .V ... U[pl,pg] .V

be the Kronecker product of U and V.

For any order-d tensor T € RP1**Pd_let My(-) be the matricization operation that
unfolds or flattens the order-d tensor T~ € RP1*"*Pd along mode k into the matrix My (T) €
RPEX*P—k and here p_j := H#k pj. Specifically, the mode-k matricization of T is formally
defined as

d -1
Mi(T) e RPPE - (Mp(T))piy sy = Tirweials G=14 2,3 G=1 [[pmp ()

=1 m=1

l#k m#k

for any 1 < 4 < p;,l = 1,...,d. Also see (Kolda and Bader, 2009, Section 2.4) for more
discussion on tensor matricizations. Given two tensors 71,73 € RP1**Pd_ define their

inner product as (71, 72) = >;, ; {Tifir,...ia]» T2fir,....iq))- The Hilbert-Schmidt norm of 7°

is defined as | T |us = (T, T2 . The multilinear rank of a tensor T, rank(7), is defined
as a d-tuple (ry,...,rq), where r, = rank(My (7)) is the mode-k rank. For any multilinear
rank-(r1,...,74) tensor T, it has Tucker decomposition (Tucker, 1966):

TZIIS;Ul,...,Ud]]ZzsxlUl><~~><dUd, (5)

where 8§ € R" %74 is the core tensor and Uy = SVD,, (My(T)) is the mode-k singular
subspace. Here, the mode-k product of T € RP***Pd with a matrix U € RP-*"¢ is denoted
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by T x5, UT and is of size p1 X -+ X pp—1 X Tk X Phs1 X - -+ X g, such that

Pk
-
(T xxU )[i1,---7ik—1,j,ik+17---7id] = Z ﬁil,iz,m,id]U[ik»J]' (6)
ip=1
Given S = {i1,...,1q}, it is convenient to denote the product of T along the modes indexed

by S with the same matrix U and with different matrices {U;} respectively as
TXSUZZTXZ‘IUX“-XidU, TXiESUi::TXilUilX"'xidUid- (7)

Given T = [S;Uy,...,Uy], the following relationship of tensor matricization is used fre-
quently in the proof:

M (8 x1 Uy %2+ xq Ug) = UuM(S) (U ®---®@U.,, 9U}_;®---®U{). (8)

We refer the readers to Kolda (2001); Kolda and Bader (2009) for a more comprehensive
survey on tensor algebra.
Finally, we use sin© distance to measure the difference between two p-by-r column

orthogonal matrices U and U. Suppose the singular values of UTU are o1 =02 =...2
oy > 0. Then ©(U, U) is defined as

@(ﬁ, U) = diag (cos_l(al), cos L(ag),. .. ,COS_I(UT)) .

Common properties of sin © distance can be found in (Cai and Zhang, 2018, Lemma 1) and
(Luo et al., 2020, Lemma 6).

2.1 Blockwise Errors of Z

In this subsection, we introduce key quantities appearing in the perturbation bounds that
characterize the blockwise errors of Z. For simplicity, we consider order-3 tensors and
Oy = {1}, Q2 = {2}, Q3 = {3} perturbation setting for illustration.

Define the blockwise errors of Z that characterize the tensor perturbation:

T = gé%;](ﬁk, Tk = H (Mi(Z k1 Uy xpr2 Upyo)) , k=1,2,3;

max(rg) q

T T
Ty = max{ max Mp(Z X1 (U111 V) X0 U
k€[3] VeR(pk+177ﬂk+l)X7'k+l ( ( ( ) k+2))max(7"k) q
IVig<1
T T
max Mu(Z X1 ULy xpr (Ugaat V)T) i
VeRPk+2=Tk42) X"k 2 ( k+1 )maX(Tk) q)’
Vig<1
T NT
T3 = Imax max Mk Z Xk+1 Uk+1LV Xk+2 Uk_,_QLV .
ke[3] veRPr+1—Th+1)XTk41 ( ( ( ) ( ) ))max(rk) q

V/eRPr+2Tk+2) XTk42
[V]g<1,[V'][q<1

9)

Here all mode indices (-)x of an order-3 tensor are in the sense of modulo-3, e.g., 1 = 7y,
p2 = Ps.
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(a) 111 (b) 712 (c) T3

Figure 1: Illustration of 7i1, 712, 713. Here, we assume U] = [I,, 0 x (pr—rp))s K = 1,2,3,
for a better visualization. The red, green, blue blocks represent the corresponding
blockwise errors 711, 712, T13 in Z.

Ty, T9, T3 represent the maximum of blockwise errors of Z in the projection spaces ex-
panded by U, Uy, Uz and their complements. For example, in Figure 1 we illustrate the
blockwise errors characterized by 711, 712, T13. T2, T3 characterize blockwise errors of Z in a
similar fashion but with more complicated projections.

These blockwise errors of Z are in fact a generalization of error terms in matrix per-
turbation theory. In the matrix setting T=T+ Z, let U V and U,V be leading left and
right singular vectors of T and T, respectively. Then by Wedin’s perturbation theory, the

upper bounds of Hsin @(ﬁ, U)H and Hsin @(\Af, V)H involve HZ\A/'H and ||ﬁTZ||, which are also
blockwise errors of Z.

Next, we introduce a simple quantity £ that characterizes the error bound for tensor
reconstruction. In this order-3 asymmetric setting, £ is defined as

£:= sup (Z,P). (10)
[Y[ns<1rank(Y)<(r1,r2,r3)

In the following Lemma 1, we give another equivalent characterization of &.

Lemma 1 (Equivalent Characterizations of &)

sup (Z,Y)

Y[ as<1,rank(Y)<(r1,72,73)

- sup |2 x1 U] x U] xq U] [us.
UZ'E@M,TZ-,].S’L'S?’

By Lemma 1, £ measures the maximum magnitude of the projection of Z onto low rank
subspaces in Hilbert-Schmidt norm. Another interpretation of £ is from Gaussian width
(Gordon, 1988), which will be discussed in Section 6.

Although the exact values of 7; and £ may be hard to compute in general, it is often
practical to provide probabilistic bounds when we impose distributional assumptions on
Z. For example, if Z is a random tensor with i.i.d. standard normal entries and consider
rL =1y =13 ="p = p2 =p3 =p, q= 0, then by random matrix theory (Vershynin,

10
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2010), we can show that with high probability 71; = (\/p +r), 72 = /pr,73 = /pr and

= (r% + 4/pr). More details about the upper bounds for 7; and ¢ can be found in tensor
denoising and tensor co-clustering applications in Section 6.

3. Illustration of Perturbation Bounds for d = 3 Asymmetric Case

In this section, we present our main results in the d = 3 asymmetric case to better illustrate
the main ideas in this paper. The specialized HOOI algorithm for the d = 3 asymmetric
case is given in Algorithm 2 and its guarantee is provided in Theorem 1.

Algorithm 2 Higher-Order Orthogonal Iteration for Tensor Decomposition (d = 3)

Input: T e RP1*P2XP3 - initialization {U _, with U( = Op,,r;» maximum number of
iterations tmax

Output: {Ul}l LT T

1: Fort=1,... maX,do

[“Jgt—&—l) — SVD,, <./\/l1 <7- (U(t)) X3 (ﬁéﬂﬂ)) ’
UL = VD, (Mo (T 0 (T x5 (TF)7)).
o) — svp,, (M3 (7”' xq (TE)T oy (ﬁgt“))T)) .

2: Let IAJ'Z = ﬁgtmax) for ¢ = 1,2,3 and compute

T: T X1 Pﬁl X9 Pﬁz X3 Pﬁ3'

Theorem 1 (Tensor Perturbation Bounds for HOOI (d = 3)) Consider the per-
turbation model (1) with T,T,Z € RPL*P2XP3_ Syppose q > 1. Deﬁne the block-

wise errors as in (9) (10) and denote the mztwlzzatzon errors of {U }k L as € =

, €y = Assume the initialization error and

(70T
kLl
the signal strength satisfy

kL

€0 < V2/2 and X = (20 + 28V/2)¢. (11)
Let T® := T x, P 0 X9 P~ 50 x3 P be the estimator of T aftert steps in Algorithm 1.
3

Then with inputs T {U(O)}Z 1, the mode-k singular subspace updates in Algorithm 2 after
t iterations satisfy

o (T0 )H 8 e
o Hsm@(U,c k)| <o (12)
and the t-step tensor estimation satisfies
F0) 6
Fo-7| <1+ — (13)
w71 (5% )

11
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Moreover, when tyax = Clog(egA/1) v 1 for some C > 0, the outputs of the estimated
mode-k singular subspaces of Algorithm 2 satisfy

max
k=1,2,3

’Sin@ (ﬁk,Uk> Hq < — (14)

. . 1 172
Hsin@(Uk,Uk>H =HULU;€H caTe I8 BITTSY 03 (1)
. . PP e

and the output of tensor reconstruction 'f' satisfies
~ A~ A~ A~ 3 A~
- <z, 07,0], 01 H HUT H < 13¢. 16
HT THHS H[[ U1, Uz, Us ] Hs +kz_:1 el Mi(T) F ¢ (16)

Remark 1 (Noise Tolerance and Least Singular Value \) Our theory relies on a
lower bound assumption of the least singular value: A = C§&, which is in the same vein
as the classical matriz perturbation theory (Davis and Kahan, 1970; Wedin, 1972). More-
over, in the ezisting results on perturbation analysis for Canonical-Polyadic (CP) decom-
position, e.g., Theorem 5.1 of Anandkumar et al. (2014a) and Theorem 1 of Anandkumar
et al. (2014b), one assumes A\ = C|Z|. Since |Z| = supy.|y|us <t rank(3)= (1, 1) Z: V)5 &

defined in (10) can be seen as a counterpart of | Z| in Tucker decomposition.

Remark 2 (Initialization) In Theorem 1, we assume the initialization {U _1 15 warm
in the sense that the mazximum error €y is upper bounded by a constant. The constant f/2
in this upper bound is chosen for convenience and can be replaced by any fized constant
less than 1. Our perturbation bound applies to HOOI with any initialization as long as this
condition holds, although the original HOOI algorithm was proposed with the initialization
scheme named HOSVD, i.e., Ij,(go) = SVD,, (./\/lk (7~'>) Next, we briefly discuss two spe-

cific initialization schemes: HOSVD for tensor PCA/SVD (Richard and Montanari, 2014;
Zhang and Xia, 2018) and diagonal-deletion SVD for tensor completion (Xia et al., 2020).
For convenience of presentation, we focus on the setting p1 = pa = p3 = p.

e (Tensor Denozsmg} Suppose we observe a tensor T =T + Z € RP*P*P gnd aim to
recover T from T . To this end, we can apply HOOI by inputting T. When Z has
i.i.d. N(0,02) entries, Theorem 1 in Zhang and Xia (2018) showed if one initializes
by HOSVD, as long as A = Cp**, the initialization condition | sin @(fjg)), Uy < 2
holds with high probability. Zhang and Xia (2018) also showed the signal strength
requirement X = Cp** is essential, which means HOSVD is a proper initialization in
the tensor denoising model.

e (Tensor Completion) Suppose we observe a set of entries, selected uniformly at random
and indexed by 2, from a noisy tensor T = T + Z. Denote Tq as

_ Til i1 Z”Z EQ,
(7’9)[1'17--.,@1] = { [1,..s1a] ( 1 d.)

0 otherwise.

12
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Suppose Z has i.i.d. N(0,0%) entries. Then, it is easy to check that Tq/p is an
unbiased estimator of T, where p is the sampling ratio. Xia et al. (2020) proposed to

apply HOOI on T = Ta/p to estimate T . They proposed to set INJI(CO) as the leading
1y, singular vectors of My(T)My(T)T with diagonal deletion (i.e., zero the diagonal
values of My(T)My(T)T) and showed that | sin @(INJI(CO),U;C)H < @ holds with high
probability when |Q| = Cp®?, where |Q| is the cardinality of Q. At the same time, they
proved that HOSVD requires Q2| = Cp? to achieve the same initialization performance
and may not be an ideal initialization scheme for tensor completion.

In addition, the random initialization is also widely considered in the literature. For exam-
ple, Anandkumar et al. (2014a) proposed to pick the best one among many random trials. It
can be proved that if the number of random trials is large enough (usually polynomial in the
dimension), one can find a trial such that the initialization is good enough (Anandkumar
et al., 2014a).

Remark 3 (Mode-k Singular Subspace Linear Convergence Property) The up-
per bound in (12) includes two parts: a fized quantity that represents the intrinsic
estimation error, and another quantity that decays linearly to 0 with respect to iteration
index t. The linear convergence of HOOI was observed in Ishteva et al. (2011), while
Theorem 1 gives a rigorous proof for it. Note that HOOI can be viewed as a special
alternating minimization method, which was shown to have asymptotic linear convergence
rate in solving nonlinear least squares problems (Ruhe and Wedin, 1980). This fact also
sheds light on the linear convergence of HOOL

Remark 4 (Unilateral Perturbation Bounds for Mode-%k Singular Subspace)

Our tensor perturbation bounds on singular subspace share the same spirit as the unilateral
perturbation bounds on singular subspaces of matriz SVD in Cai and Zhang (2018).
Consider the matrix perturbation setting mentioned in Section 2.1 with the additional
assumption that T is rank-r and has SVD UXV'T. Cai and Zhang (2018) showed that
the upper bound of | sin©(U, U)| can be written as T + 33, which can be interpreted
as the sum of first and second order perturbations. In Theorem 1, the upper bound of

Hsin@ (ﬁkaUk>H can be also written as Z?zl % which can be interpreted as summation
of the first, secoﬁd, and third order perturbations. This phenomenon also generalizes to
order-d case in Theorem &.

Due to the unilateral property, when the tensor dimension of each mode is at different
order, the estimation error rate of singular subspace in each mode can vary significantly. For
example in the tensor denoising setting, T =T + Z where T € RPXP2XPs s o multilinear
rank-(r1,r2,73) tensor and Z is a random tensor with i.i.d. standard normal entries. Let
Tmax = Max; r; and suppose p1 K P2 & P3, Tmax K pi/Q. Consider q = o0, then by random
matriz theory (Vershynin, 2010), we can show T1; < C\/pi, T2 < C({/P3Tmax) and 73 <

C(\/P3Tmax) with high probability. Thus when X\ > Cps T‘;%, Theorem 1 immediately

implies, with high probability
Hsin@ (ﬂ'kUk> H < CVTP?, k=123

13
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for some C > 0. So we can see the perturbation of ﬁk depends on py. Also as A decreases,
for dzﬁerent k, different order perturbations in (15) could dominate in the perturbation

bound of Uk For example, when \ = Cps, /Tmax Theorem 1 yields

sin © (ﬁl,U1> < Ci'p‘%?amax

Az

sin © (ﬁg, U2> <C \/> 37“max )

sin © (ﬁdus) < c@

for constants C,C’" > 0. More details about the application of HOOI perturbation bounds
in order-d tensor denoising and numerical studies for this unilateral property of singular
subspace perturbation can be found in Sections 6.1 and 7.1, respectively.

Remark 5 (Comparing Perturbation Bounds of truncated HOSVD and HOOI)
It is worth mentioning that the power iteration in Algorithm 1 plays an impor-
tant role for refining tensor reconstruction.  Without power iteration, the estimator
JT-HOSVD _ J | p.. G %2 P Go %3 P O with INJ'(O) = SVD, (./\/l(7~')) is called truncated
HOSVD (T-HOSVD) in the literature (De Lathauwer et al., 2000b). It is not hard to show
| 7TT-HOSVD _ 7|ys < C| Z|us for some C > 0. Since HZHHS = sup (Z,Y¥) and may

[Ylns<1
be much larger than &, we can see the power iteration can greatly improve the accuracy for

tensor reconstruction, and this echos the findings in literature in tensor denoising setting
(Zhang and Xia, 2018).

The following lemma provides an alternative way to bound H[[Z; ﬁlT,IAJ;, fJST]]H ap-
HS

pearing in the reconstruction error bound (16).

Lemma 2 Suppose Z € RPU"Pd is q general order-d tensor and Uy, Uy € Op,,rp, are
general matrices with orthonormal columns. For any subset Q < {1,...,d}, we further
define projections of Z on 0 as follows,
Oa = | Z xkeo Uy *reae Up [yg -
Then,
H[[Z;UlT,UQT,...,UdT]]H < Y ] Hsin@(Uk,Uk)H.
HS
Qc{l,..d}  keQe

We end this section by introducing a deterministic rate matching lower bound for tensor
reconstruction. Since the statement of the lower bound is relative simple, we state it in
general order-d setting. In particular, we consider the following class of (77, Z) pairs of
p1 X -+ X pg tensors and perturbations,

‘FT(§>: (T7Z):rank(7—):(r17"' 7/rd)<r7 sup <Z7y><§ 5
[¥[as<1,
rank(Y)<(r1,...,rq)

here r = (r,...,r) and the comparison is entrywise.

14
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Theorem 2 (Tensor Reconstruction Lower Bound under Perturbation)
Consider perturbation model (1), we have the following deterministic lower bound

for reconstructing T,
~ 2
inf  sup T —T|us > V2
T (T.2)eF(8) 2

€.

Remark 6 (Optimality of HOOI and one-step HOOI for Tensor Reconstruction)
When tensor order d is fized, combining Theorem 1 and 2, we have shown that HOOI with
good initialization is optimal for tensor reconstruction in the class (T ,2) € F.(£). At the
same time, from (13), we see the error rate of tensor reconstruction is optimal even after
one iteration of HOOI i.e., tymqa: = 1 and more iterations can improve the coefficient in
front of £&. This suggests that in some applications where running HOOI until convergence
is prohibitive, we can just run it for one iteration to get a fairly good reconstruction. See
more in Section 7.2 about a numerical comparison of HOOI and one-step HOOL

Apart from the optimality of our perturbation bound in tensor reconstruction, it is also
interesting to study whether the perturbation bounds in (14), (15) for singular subspaces are
optimal or not and we leave it as an interesting future work.

4. A Blockwise Perturbation Bound of Higher-order Orthogonal
Iteration for Tensor Decomposition

In this section, we present the main results of perturbation bounds of HOOI given in
Algorithm 1. In contrast with Theorem 1, Theorem 3 in this section covers the general
order-d perturbation setting with 7 having symmetric index groups {{2;}i,. Before stating

the theorem, we first define the blockwise errors of Z in this general setting. Let Si(_k) =
{S = [d]\{k} : |S| = i} be the collection of all possible index sets with i elements from

[d\{F} and S = @. For S € ST, we let 5¢ = ([d]\{E})\S. Now we define the
blockwise errors of Z as

7L = Max Tig, Tik = H (Mz(Z %1, U)))

=1,...,

, k=1,...,m;
q

max(rg)

Tj = max{ max. sup (M,;(Z XieS (Ui,LVi,)T X jege U;) }, (17)
ke[m] SESJ(-:]f) VV/G]R(pi’_Ti’)XTi’, max(r) q
[Virllg<1,i€S
forj=2,...,m.
Finally, £ in this setting is defined as
£ = sup (Z,Y). (18)

IV las<trank(Y)<(rys-rar)

Theorem 3 (General Perturbation Bounds for Tensor Power Iteration)
Consider the perturbation model (1) with T,T,Z € RPv*"*Pa  symmetric index
groups (1, ...,Qy) and blockwise errors in (17) (18). Suppose ¢ = 1. Denote the initial-

ization errors of {ﬁ,(ﬁo)}zlzl as € 1= MaXg—1,. m HﬁgTUkH, € 1= MaXk_1,. m HINJ,E:DL)TUqu.
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Assume the initialization error and the signal strength satisfy

d
2 2
éo<\§ and X > 2% <1+\§> . (19)

Let T := '7~'><Q1 Pﬁm XX, Pﬁu) be the estimator of T aftert steps in Algorithm 1.
1 m

Then with inputs T, {[NJ,(CO)}ZLI, {7, the mode-k singular subspace updates in Algorithm
1 after t iterations satisfy

. ~ (f) d+3
ma Hsm@ (Uk ,Uk> Hq <2¥ D42 (20)
and the t-step tensor estimation satisfies
_d—1
~ (t) d+3 T1 éo 2 ?
[FO-7] < |1+2(1 <2 PRIy 2“) ¢ (21)

Moreover, when tyax = Clog(eg\/m1) v 1 for some C' > 0, the outputs of estimated
mode-k singular subspace of Algorithm 1 satisfy

max Hsin@ (ﬁk,Uk) H < (2% + 1) E,
ke[m] q A
d—1 d—1 2d-§3 1 ] j )
~ 2 ( j ) < + TiTj+1
lsine (0, U] < | gy yest (22)
1 (1 - C*(Tlv)‘7d))T A Jj=1 A
(2#4&)2712
for k = 1,...,m where c*(11,\,d) := ~——z-— < %, and the output of tensor recon-
struction T satisfies
Tl O, 02+ o erse
HT THHS H X U1 X X D +kz_:1| k[ Opt Mp(T) » (23

< (1 +2d (1 —c* (n,A,d))‘%) §.

Remark 7 (Size of c¢*(1,),d)) It is easy to check ¢*(m1,\,d) < § based on 71 < & and

the requirement of the signal strength A. So we have (1 — c*(ﬁ?)\,d))f% < 2T in the

upper bounds of Hsin@ (ﬁk,Uk) H and H’i’— THHS. However, in many practical applica-
q

tions, such as tensor denoising to be introduced in Section 6.1, tensor order d is fixed and
d+3
A > (2% +2)m1. In this case ¢*(1, A, d) could be much smaller than 5 and the scale of

(1 —c*(m, )\,d))_% can be very close to 1.

16



TENSOR PERTURBATION BOUNDS FOR ORTHOGONAL ITERATION

Remark 8 (Comparison with Anandkumar et al. (2014a)) Compared with the per-
turbation bounds of power iteration for supersymmetric CP-low-rank decomposition (Anand-
kumar et al., 2014a, Theorem 5.1), our Theorem 3 covers more general symmetric and par-
tial symmetric multilinear low-rank decomposition settings. Also in Theorem 5.1 of Anand-
kumar et al. (2014a), the tensor reconstruction error bound of power iteration is given in
terms of tensor spectral norm, which does not improve upon the guarantee by the trivial
estimator T. On the other hand, the tensor reconstruction error of T in Theorem Js
given in Hilbert-Schmidt norm and can be significantly better than the guarantee for T as
| Z|us » £ in most of the applications.

Remark 9 (Dependence on Tensor Order d) We note that in Theorem 3, the con-
stants in our condition (19) and perturbation bounds (20) and (21) scales exponentially
w.T.t. the tensor order d. We think this exponential dependence on d is not sharp. In fact,
in Theorem 1 of the recent work Luo and Zhang (2021), they show the dependence on d in
(19) and (21) can be reduced to poly(d).

Remark 10 (A Proof Sketch of Theorem 3) We provide a sketch on how to prove

(20) and (21). The rest of the results (22) and (23) follow easily from (20), (21) by plugging

in tmax = log(eg\/m1) v 1. The idea is to develop the recursive error bounds of INJ',(fH), i.e.,

the estimate of Uy at iteration t + 1, based on the error bound of INJ',(:), i.e., the estimate at

iteration t. The argument can be divided into three steps. It is worth mentioning that all

three steps involves complex tensor algebra and this makes the proof even more difficult.
First, we denote

~ ~ T
€t = m}?XBLk, etk = H ) Ug|,

T
€t = ml?xet,ka €tk = H ) Uk‘

, k=1,....m;t=0,1,....
Step 1. In HOOI procedure, the update for the mode-k singular subspace satisfies
’LEQk

INJI(;H) =SVD,, (Mk (7' XieQ, U(t+1)T X, ﬁz(f)T X . = Ijgfﬁ)

M (Z X e, U(t+1)T xg INJ/E;t)T . - ﬂ.(f)T) >7

i€Q i

here §2; : UZ L Q;,Q; U;'l=¢+1 Q;. To give an upper bound for ;1 1, we aim to give an
upper bound for

B S+ T S (6)T (6T
' <Mk (Z X ieQy, Ui/ e Uk " ieQ Ui/ ))maX(Tk) (24)
q
by using T1,. .., Tm, €t etr1. The main idea to bound (24) is to introduce I = Py, + Py, |

in each mode multiplication, expand the mode products, then write the whole term into
summation of many small terms.
Step 2. After getting an upper bound for (24), we use induction to prove the following
claim,
er <220 X £eg/2t, & <2620 N 4 E/2h t=0,1,....
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One technical difficulty is to deal with the sequential updating of singular subspaces in HOOI
and we use the induction idea again to tackle it. Tools we use in this step include the singular

subspace bound in (Luo et al., 2020, Theorem 5).

Step 3. The final and most challenging step involves upper bounding the tensor recon-
struction error H’7~'><Ql Py xxq, Pg —Tlus by the unified quantity £&. By decomposing
T onto the estimated singular subspaces, we can show that

HT XQl Pﬁl X oo me Pﬁm _THHS

d
s HZ X Pg, X Xan Py, HHS * Z HU;LMI‘C(T)HF
k=1

P~

By definition, O,

X...XQm

IS < &. We further show
UmHHS ¢ f

Hﬁ{,LMk(T)HF < o(m,d e

Here C(71,d, )) is a quantity that depends on 71,d,\. The main challenge to prove (a) is
that Uk/ is not the left smgular subspace of Mk(T) So to leverage the SVD property of
Uk/J_, we have to project T onto U( m2) gnd U(tmax b , then use the subspace perturbation
bounds established before.

Note that Theorem 3 covers the general situation where 7~ may have partial symmetric
modes. We provide a corollary for the common asymmetric case, i.e., ; = {i},i=1,...,d
in the Appendix.

5. Perturbation Bounds of Power Iteration for Tensors with Partial Low
Multilinear Rank Structure

In some applications, e.g., multilayer network analysis (Lei et al., 2019), the tensor T only
has low-rank structure on a subset of modes. Both the tensor power iteration algorithm
and our perturbation theory can be generalized to such cases. For a better illustration, we
present the modified algorithm and theory for order-3 tensor perturbation with mode 1 to
be dense. Specifically, we consider

’7~'=T+ZGR”1XP2X”3, (25)

where T is the signal tensor and Z is the noise. We assume 7 is low-rank on modes 2
and 3, i.e., T = 8 x3 Uy x3 Uz, where & € RP1*72%"3 jg the core tensor and U; € Oy, ,,
for ¢ = 2,3. In this setting, we consider the modified tensor power iteration algorithm for
low-rank tensor decomposition in Algorithm 3.
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Algorithm 3 Power Iteration for Tensor Decomposition in Partial Multilinear Low-Rank
Setting (25)

~ 1 ~ (0 } . .
Input: T € RP1*P2XP3 ipitialization {UE ) ¢ Op, 1, }3_y, maximum number of iterations

tmax-

Output: {ﬁi}§’=27'7A'
1: Fort=1,...,tmax, do

ﬁ(t—H) — SVD,, (./\/lz (7- X3 (U(t)) ))

~

TEY = sVD,, (M (T 2 (UF)T)).
2: Let IAJZ = ﬁgtmax) for ¢ = 2,3 and compute

T =T x4 Pfj2 X3 Pﬁ3.

In the setting (25), we can define the blockwise errors of Z as follows:

B _ T
T s 2= | (M2(Z %3 U9)) BT (M (2 2 UD) q
Ty = max{ max (MQ(Z X3 (U3J-V)T))max(r Mg’

VeR(p37r3)><r3 2 q

IVi,<1 (26)
M3(Z x5 (Uy V)T };
VER(II%%E“(Q)XTQ ( 3( 2 ( 2L ) >)maX(T3) q
IVig<1

€= sup (2,Y).

rank(Y)<(p1,72,73), [Yns <1
We have the following perturbation bounds for the outputs of Algorithm 3.

Theorem 4 (Tensor Perturbation Bounds with Partial Multilinear Low-Rank)
Consider the perturbation model (25) with T,T,Z € RPY*P2XP3 - Suppose q > 1 Define
the blockwise errors as in (26) and denote the initialization errors of {U }3 5 as
€p = Maxp—23 HINJ,(;BTUkH, €y := MaXp—23 HU,CL Uglq. Assume the initialization error
and the signal strength satisfy

€0 < V2/2 and A = 16¢. (27)

Then with inputs T {U(O)}l o, the mode-k singular subspace updates in Algorithm 3 after
t iterations satisfy
4[’7‘1 €p

+ o (28)
Moreover, when tyax = Clog(eg\/m1) v 1 for some C > 0, the outputs of estimated mode-k
singular subspace of Algorithm 8 satisfy

pay[sine (O 01)] <

~ (4 1
e (610 < 22,
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+ (29)

N ~ 4v2+1
ine (00| = [OL U <ova (T + B2EDIRY gy

The output of tensor reconstruction T satisfies
3
~ i i -
[T-7]  <|2x:Pg, xs Pg, |+ /;z [OLMUT)| | < (av2+ 1)e.

The proof of Theorem 4 follows the proof of Theorem 3 easily. For simplicity, we omit it
here.

6. Implications in Statistics and Machine Learning

In this section, we consider a couple of applications of the HOOI perturbation bounds we
developed in statistics and machine learning. Specifically, here we consider the perturbation
model (1) and assume Z;, ;s are independent, mean-zero o-subgaussian, where o > 0 is
the subgaussianity parameter. More precisely,

Eexp(AZi,. i,) < exp(CA\o?), for all (i1, ...,44) € [p1] X -+ x [pa] and all X € R,

where C' > 0 is some absolute constant. For convenience, we let ppax = max; p;, Pmin =
ming p;, "max = Max; T, "min = Min; r;.

In this setting, the quantity £ is in fact closely related to the Gaussian width (Gordon,
1988) studied in literature that measures the size or complexity of a given set. Recall the
Gaussian width of a set S < RP1**Pd ig defined to be

w(S):=E <Sup <B,y>> ,
Yes
where B € RP1**Pd ig a tensor whose entries are independent N(0,1) random variables.
In view of w(S), we can regard & as the Gaussian width with no expectation and S = {Y :
|¥]us < 1,rank(Y) < (r1,...,7q4)}. It can be shown in the case that Z has i.i.d. N(0,1)
entries, ¢ and w(S) are the same up to constant with high probability (Raskutti et al.,
2019).

In the following subsections, we consider two particular structures of 7, one is pure low
multilinear rank structure, namely tensor denoising/tensor PCA /tensor SVD studied in
literature (Richard and Montanari, 2014; Zhang and Xia, 2018; Perry et al., 2020; Hopkins
et al., 2015) and another one is tensor co-clustering/block structure (Chi et al., 2020; Wang
and Zeng, 2019).

6.1 HOOI for Tensor Denoising
In tensor denoising, we assume T has the following structure,
T:SX1U1X~"><dUd, (30)

where S € R"*"*"d is the core tensor and {U; € O, ,, }¢_, are loading matrices. With the
established tensor perturbation bounds, we can establish the following theoretical guarantee
for the performance of HOOI on tensor denoising with a very short proof.
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Theorem 5 (Tensor Denoising: General Order d) Consider the tensor denoising
problem “(1) + (30)” and Algorithm 1 with inputs T, 4 = {i}, initialization {ij(U) 4,

and tymax = C(log\/’]\%vl) for some C > 0, where A = mingo,, (Mg(S)) is
1/(d-1)
<

the minimal singular value of each matricization of 8. Assume Tmax < D, and
max; H[NJEOL)TUiH < V2/2. Then if Mo = 2U49/2(1 + \/2/2) /PmaxTmax, with probability
at least 1 — exp(—cpmin), the output Uy, T satisfy

ine (0. 02)| <0 (1- )‘”‘”/2 (m . m)

Ao (A/o)®

d—1
~ T2
T—THHS<C<1+2d<1—Tc > >o—

for some constants ¢, C > 0.

Tmax

and

Zpiri, (31)

When d is a constant, the upper bound for tensor reconstruction error matches the lower
bound in (Zhang and Xia, 2018, Theorem 3), which shows HOOIT achieves the optimal tensor
reconstruction error in the tensor denoising problem.

6.2 Tensor Co-clustering/Block Model

Co-clustering is among the most important unsupervised learning methods that reveals the
checkerbox-like association pattern in data. A number of algorithms have been proposed
(Wang et al., 2015; Wu et al., 2016; Kolda and Sun, 2008; Papalexakis et al., 2012; Sun et al.,
2009; Jegelka et al., 2009) for tensor co-clustering in the literature, however most of the work
does not provide statistical guarantees for recovering the underlying co-clustering structure.
Very recently, Chi et al. (2020) and Wang and Zeng (2019) studied the performance of co-
clustering estimation and cocluster recovery based on convex relaxation and combinatorial
search algorithms. By using the tools of perturbation bounds of HOOI given in Section 4, we
are able to provide the first guarantee for co-clustering estimation and cocluster recovery
based on computational efficient HOOI algorithm. Compared to the convex relaxation
approach (Chi et al., 2020), HOOI has a better guarantee for tensor reconstruction and
it also gives guarantee for cocluster membership recovery. Specifically, in the tensor co-
clustering/block model, we assume T has the following structure,

7'=B><11'[1><-~><d1'[d, (32)

where IL; € M, », and M, ,, is the collection of all p; x r; membership matrices with each row
has exactly one 1 and (r;—1) 0’s. For any II;, the cocluster membership of node & is denoted

by 91( ) e [r;], which satisfies (Hi)[k,g§k>] = 1. Let GZ(J) = GZ(J)(HZ,) — (ke [pi] :gi( ) _ j} be
the set of ith mode node indices that belongs to cocluster j and pl(j ) = |Gl(-j )| for all j € [r].
For simplicity, we assume the cocluster sizes for each cluster are on the same order for every
mode, i.e.,

pgl):pgz):-nxpgri)x%, fori=1,...,d. (A1)

2
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We consider two cocluster membership recovery error metrics:

1. Let [|[M]|p be the number of nonzero entries in matrix M. Suppose E,, is the set of
all r; X r; permutation matrices. Define

~ 1
err(IL;, IL;) = p— mln HH J —TL|o (33)
i JEE,,

as the misclassification rate of f[l

2. Define

err(IL;, I;) = Jfél]}]? R ) e H( e g~ M) g lo-
?

Intuitively speaking, e??’(l'[i,l'[i) measures the worst relative misclassification rates
over all communities.

It is easy to check that 0 < err(Hl, IL;) < err(Hl, IL;) <

The following lemma gives a Tucker decomposition of 'T in the tensor block model (32).
This decomposition bridges the tensor co-clustering model and the tensor signal-plus-noise
model, which explains why HOOI would work for tensor co-clustering.

Lemma 3 Suppose T has the tensor co-clustering/block structure (32), where B is a mul-
tilinear rank-(r1, . ..,rq) tensor. Assume 8 x1 Vi x -+ x4 Vg with V; € Oy, ;. is the Tucker

decomposition of B X1 (HlTl_Il)% X o+ X (Hgﬂd)%. Then
T=S><1U1 Xoee XdUd
with U; = TL(TIJ L) "2V, € Oy, ,, fori=1,....d.

The following Theorem 6 gives the theoretical guarantee on the performance of Algo-
rithm 4 for tensor reconstruction and cocluster membership recovery.

Algorithm 4 HOOI for Tensor Co-clustering/Block Model

Input: Tensor 7 € RP1*Pd_ indices group Q; = {i}, initialization [NIZ(O) € RPiXTi for
i=1,...,d, maximum number of iterations tax,
Output: IT; € M, ,, i = ,d and T.
1: Apply Algorithm 1 with input T, {Q ¥, {U }Z 1, maximum number of iterations
tmax and get outputs {U }l , and T.

2: For each mode ¢, apply e-approximation K-means (Kumar et al., 2004) on IAJ'Z», ie.,
compute IL;, € M, ., X; € R"*" such that

ITLX; — U3 < (1+¢) min ITIX — U | 2. (34)
TIeMy, r; , XeRTi XT3
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Theorem 6 (HOOI for Tensor Co-clustering/Block Model) Consider the tensor
co-clustering/block model “(1) + (32)” and the Algorithm 4 with inputs T, initializa-

~ d ]
tions {Ul(-o)}f-l:1 and tmax = C <log< Ao M) v 1) for some C > 0, where

A/Pmax Hszl T

A = ming, oy, (My(B)) is the minimal singular value at each matricization of the core tensor
parameter B. Assume rmax < pri% Y, max; H[NJS)TUZ'H <2 and (A1) holds. Then if

min 27

d
Ao = C\/ Pinax T max dniﬂ s
Pmin Hizl Di

for sufficiently large constant C' > 0, with probability at least 1 — exp(—cpmin) for some
¢ >0, Ug, T satisfy

d .
Isin0(0,, U < C@) Y2, (Ll gy g
Mo\ T, i

|T = Tus < C(d)o

and we also have the following upper bound on cocluster recovery error,

P pg,maxri ;;1= T
err(ITy, IL;) < C1(d, €) Vo) 11:[[d 1p"
i=1Pi

d
(T piri [lisqmi
I, IL;) < Cs(d, Hisa T
6TT( ) 2( 6) ()\/0_)2 H?zlpi

Here C(d),Cy(d,€),Ca(d, €) > 0 are some constants depending only on d and e, p;max is the
second largest cocluster size at mode 1.

Note that our cocluster recovery guarantee is new for polynomial-time algorithms. When
p=p1 = -+ = pg, the best polynomial time algorithm guarantee for tensor reconstruction
is p~1 in Chi et al. (2020) and our result can be significantly better.

7. Numerical Studies

In this section, we first provide numerical studies to support the main theoretical results in
Section 4 and then compare HOOI with other existing algorithms for tensor decomposition
in applications of tensor denoising and tensor co-clustering. Throughout the simulation,
we consider order-3 tensor perturbation setting T =T + Z with Z being the noise tensor
with i.i.d. N(0,02) entries. Without particular specification, we set p = p; = pa = p3,r =
r1 = ro = r3. The error metrics we consider for tensor reconstruction and mode-k singular
subspace estimation are root mean square error (RMSE) |7 — T |us and | sin ©(Uy, Uy)|,
respectively. All simulations are repeated 100 times and the average statistics are reported.
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Figure 2: HOOI with good initialization. (a) Tensor reconstruction error |7~ — T |ug for
p € {20,30,...,100},r = 5, 0 € {1,2,3,4} and X\ = 5,/pro; (b) Mode-k singular
subspace estimation with and without rescaling under p; = 10,p2 = 100,p3 =

500, r € {3,5},0 =1l and A =« -p3\/% with varying a

7.1 Perturbation Bounds of HOOI with good initialization

In this simulation, we study the perturbation bounds of HOOI with randomly generated
good initialization. Let T = & x1 Uy x9 Us x3Ug, where U; € RPi*" is generated uniformly
at random from Q,, , and & € R"*"*" is a diagonal tensor with diagonal values {iA}]_;. The

initializations of U; of Algorithm 1 are INJZ(O) = %Ui + %Ug, where U, = U;; O for some
random orthogonal matrix O € Oy, _,,. It is easy to check that | sin ©(U;, INJEO))H = g for
i=1,2,3.
First for tensor reconstruction, let p € {20,30,...,100},r» = 5, 0 € {1,2,3,4} and
= 5,/pro. We can check that with high probability, |Z|ns < Cpga and £ < C,/pro
for some C' > 0 following the same proof as Theorem 5. In Figure 2(a), the RMSE of
tensor reconstruction of HOOI is presented. We find as the perturbation results in Section
4 suggest, H’f' — T |us can be much smaller than |Z|gs. This demonstrates the superior
performance of the HOOI estimator compared to the trivial estimator T~ At the same time,
the RMSE for tensor reconstruction increases as p and ¢ become bigger and this matches
our theoretical findings in Theorem 3 that the error bound of HOOI for |7 — T |us is O(€),
which increases as p, o increase.
Next we demonstrate the unilateral perturbation bounds for mode-k singular subspace
estimation. Specifically, we consider p; = 10,ps = 100,ps = 500, r € {3,5},0 = 1 and
\/,F

A=a- P3 or with varying a. The errors of the mode-1, mode-2, mode-3 estimated singular

subspaces with and without rescaling are provided in Figure 2(b). We can see from Figure
2(b) left panel the errors of estimated singular subspaces converge to different values de-
pending on the corresponding mode size p;, and a further rescaling of estimation error by
/Pi makes them roughly on the same level (see Figure 2(b) right panel). This matches the
unilateral property of the singular subspace perturbation results in Remark 4 that when
A= 0O( */77) | sin ©(Uy, Up)|| < C'\/p7 for some C' > 0, and this upper bound increases

p3\/p*1
linearly with respect to /p;.
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HOOI 0O-HOOI ST-HOSVD | T-HOSVD
Complexity | O(p™ ! + tmaxdrp?) | O(p™! + drp?) O(p™7) O(dp™T)

Table 1: Time Complexity of HOOI, O-HOOI, ST-HOSVD and T-HOSVD under setting
pr=-=pg=p,r1=-=1q9=r,r <p. HOOI and O-HOOI is initialized by
ST-HOSVD.

7.2 Comparison of HOOI with other Algorithms

In this section, we do a comparison of HOOI with truncated HOSVD (T-HOSVD) (De Lath-
auwer et al., 2000b) and sequentially truncated HOSVD (ST-HOSVD) (Vannieuwenhoven
et al., 2012) in the tensor denoising and tensor co-clustering applications. We also in-
clude one-step HOOI (O-HOOI), since it might be useful as a surrogate of HOOI in
large scale tensor decomposition settings as we mentioned in Remark 6. The initializa-
tion we consider for HOOI and O-HOOI are ST-HOSVD with natural truncation order,
ie., INJEO) = SVDT(Mi(% X j<i ﬁ'go))). In Table 1, we give the time complexity of HOOI,
0O-HOOI, ST-HOSVD and T-HOSVD. We can see that as long as dr < p, a common case
in practice, the time complexity of O-HOOI and ST-HOSVD are on the same order, and
they could be faster than full HOOI and HOSVD in general.

In tensor denoising, the %enerating process of T is the same as before. Let p = 100,
r =25 0¢€{l,2}, A = a-pio with varying a. The comparison of these algorithms for
tensor reconstruction and singular subspace estimation are given in Figure 3. First, we find
that HOOI is best in both tensor reconstruction and singular subspace estimation among
four algorithms. Meanwhile, O-HOOI is slightly worse than HOOI for small o and has
very close performance with HOOI when « is relative large, which suggests that in some
computationally heavy applications, we can just run HOOI for one iteration to achieve
reasonable estimation. Part of this phenomenon can be explained by the one-iteration
optimality of HOOI for tensor reconstruction as we discussed in Remark 6. On the other
hand, HOOI and O-HOOI are often much better than T-HOSVD and ST-HOSVD for
both tensor reconstruction and mode-k singular subspace estimation within a wide range
of settings.

Finally, we study the performance of the HOOI-based Algorithm 4 in tensor co-clustering
recovery and do a comparison of it with T-HOSVD, ST-HOSVD, and O-HOOI based clus-
tering algorithms. In this simulation, we generate 7 = B x1 II; xo IIs x3 IT3 such that

{IL;}?_, have balanced cluster size and B = m)\ with By "L N(0,1). The
error metric we consider is the average cocluster membership misclassification error rate in

r3/2

(33). The performance of Algorithm 4 under p € {50,80},r € {3,5,8},0 = 1, A = « - S
is presented in Figure 4(a). We can see the misclassification error decreases as the signal
strength increases and cocluster number decreases. The comparison of Algorithm 4 and
T-HOSVD, ST-HOSVD, O-HOOI based spectral clustering is given in Figure 4(b) under
the same setting with r = 5. Again, HOOI-based algorithm has the best performance in
cocluster recovery. O-HOOI and ST-HOSVD perform similarly here and both of them are
much better than T-HOSVD.
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8. Conclusion and Discussion

In this paper, we provide the first sharp blockwise perturbation bounds of HOOI for tensors
with guarantees for both tensor reconstruction and mode-k singular subspace estimation.
Furthermore, we show both HOOI and one-step HOOI with good initialization is optimal in
terms of tensor reconstruction by providing rate matching lower bound. Finally, we support
our theoretical results with extensive numerical studies and apply them to tensor denoising
and tensor co-clustering applications. Apart from the applications mentioned above, the
main perturbation results can be applied to many other applications where tensor “spectral
method” HOOI is applicable, such as tensor completion (Yuan and Zhang, 2016, 2017; Xia
et al., 2020; Xia and Yuan, 2017), hypergraphic stochastic block model (Ghoshdastidar
and Dukkipati, 2014, 2017; Ke et al., 2019; Chien et al., 2019; Ahn et al., 2018; Kim et al.,
2018), multilayer network (Lei et al., 2019; Jing et al., 2020), MPCA (Lu et al., 2008), latent
variable model (Anandkumar et al., 2014a), etc. In tensor completion (Xia et al., 2020) and
many other applications, more specialized initializers can achieve better performance than
HOSVD - the classic initializers for HOOI in the literature (De Lathauwer et al., 2000a).
Our tensor perturbation bounds still apply to these cases as our theoretical analysis admits
all initializers satisfying certain mild conditions.

At the same time, due to the NP hardness of computing many tensor quantities (Hillar
and Lim, 2013), the Alternating Least Square (ALS) and Power iteration have been the
“workhorse” algorithms in computing low-rank tensor approximation and solving many
other tensor problems (Kolda and Bader, 2009). Our induction proof idea in Theorem 3
could also shed light on how to analyze other iterative ALS/Power iteration procedures for
tensor problems (Zhou et al., 2013; Lu et al., 2008; Wang and Zeng, 2019; Xu et al., 2005;
Yan et al., 2005, 2006; Lee and Wang, 2020).

The convergence rate of HOOI is another important topic related to the results in this
paper. Savas and Lim (2010); Elden and Savas (2009) observed that HOOI converge fast
when the target tensor has fast-decaying multilinear singular values (in other words, the
tensor is approximately Tucker low-rank). On the other hand, HOOI may converge slowly
when the target tensor is high-rank or approximately sparse (Savas and Lim, 2010; Elden
and Savas, 2009). In this paper, we studied how HOOI converges when the target tensor is
approximately Tucker low-rank. It is interesting to further explore how HOOI converges in
the less ideal settings, such as for the high-rank or approximately sparse tensors.

In addition to the perturbation results for HOOI, it is also interesting to develop pertur-
bation results for the second-order algorithms, such as (quasi-)Newton-Grassmann method
(Elden and Savas, 2009; Savas and Lim, 2010), geometric Newton method (Ishteva et al.,
2009), Riemannian trust region scheme (Ishteva et al., 2011) since these second-order meth-
ods may take much fewer iterations than HOOI to converge. Also, this paper mainly focuses
on Tucker format of tensor decomposition. Although Tucker format has many advantages,
in ultra higher-order tensor problems, the storage cost of the core tensor in Tucker format
scales exponentially with respect to the tensor order and it is more desirable to consider
other low-rank tensor decomposition formats, such as the hierarchical Tucker decomposition
(Ballani and Grasedyck, 2013; Grasedyck, 2010; Hackbusch and Kiihn, 2009) and Tensor-
Train decomposition (Oseledets, 2011; Oseledets and Tyrtyshnikov, 2009; Zhou et al., 2020).
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It is interesting to develop the perturbation bounds for algorithms on Hierarchical Tucker
or Tensor Train tensor decompositions.
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Appendix A. Tensor Perturbation Bounds for HOOI in Asymmetric Case

In this section, we present a Corollary of Theorem 3 in the case where Q; = {i},i =1,...,d,
which appears frequently in practice.

Corollary 1 (Tensor Perturbation Bounds for HOOI in Asymmetric Case)

Consider the perturbation model (1) with T, T ,Z € RP**"*Pd gnd Q; = {i}, i =1,...,d.
Define SZ-(_k) = {S < [d]\{k} : |S| =i} as the set of all possible index sets with i elements
from [d]\{k} and S(g_k) = . For S e Sf_k), let S¢ = ([d]\{k})\S. Now we define the

blockwise errors as

T )
TL= WAX Tip,  Tik = H (Mi(Z %1 U, ))max(rk) , k=1,...,d
=Ly q
T T
Tj = max { max sup (./\/lk(Z Xies (Uil Vi)' Xiese U; ) },
k=1,....d SGS](:l)VieR(pi_Ti)X’“i, max(rg) q
[Vilg<1,i€s
forj=2,...,d;
D i 5501 — &5O0T _
enote the initialization errors of {U, }{_; as & := maxp_1_ q||U;| Ui|, ey :=

maxg—1,..d HINJ,(;)L)TUk:”q. Assume the initialization error and the signal strength satisfy

d
é0<\f andA>2dz+4<1+\f> 3

where & = sup (Z,Y).
[Vus<1lrank(Y)<(r1,...,rq)
Then with inputs T, {U,(CO) zzl, {Q}4,, the estimated mode-k singular subspaces up-
dates in Algorithm 1 after t iterations satisfy
. o~ d+3 T €0
ax |s @(U(”,U )H <2 &
max sne (0. V)| <285+ 5
Moreover, when tmax = log(eg)\/m1) v 1, the outputs of estimated mode-k singular subspaces
of Algorithm 1 satisfy
max Hsin@ (ﬁk,Uk> H < <2% + 1) E,
keld] q A
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d— a+3 J o
NS 2 e S (2 2 +1> it
o (0., [ SO )
e (1_6*(717)‘7d))T A Jj=1 A

d+3

2
for k =1,...,d, where c*(11,\,d) = <QT +2) T

< %, and the output of tensor recon-

struction T satisfies
d
] < 2000 o ot
77| <|iz07. 00 + 2 [OLMum),
d—1
< (1 +2d (1 — ¢*(m, A,d))*T) 3

Appendix B. Additional Proofs
B.1 Proof of Lemma 1

For generality, here we present the proof for order d case. First we show the first equivalent
characterization.

sup <Z>y>> sup <Z,8X1U1X"'XdUd>
HyHHsgl,rank(y)é(rl,...,rd) HSHHS<17Ui€©pi,7'i

= sup (Zx,U] x---xUJ, 8
[S|us<1,U;€0p, r;

= sup |Zx; UlT X - Xg U;HHS.
ie@pi,ri

On the other hand by Theorem 2 of De Lathauwer et al. (2000b), we have
Yy = <y xlfJI X e xﬁ?{) xlﬁl X oo xdﬁd,

where U; € RPi*"i is the left singular space of M;(Y). Since | x; UT x -+ x [NJ'CIHHS <1,

sup (2,Y) < sup (2,8 x1 Uy x -+ xq Ug).

[¥Y[ns<1lrank(Y)<(r1,...,ra) [S]1s<1,U:€0y,

So, we have proved the lemma. W

B.2 Proof of Lemma 2

This proof idea of this lemma is to project Z onto orthogonal subspaces U, and Uy at
each modes.

Zx,U] x---xUj

:(le(PU1+PU1L)X”'Xd(PUd_FPUdL)) xlﬁ]—x"'xdﬁ;

o ~ T
Z ZxkeQPUk kaQCPUkJ_ X1U1 X-"XdUd
Qc[d]

Z Z X ke tTZPUk X kee '[NJ;CFPUIM.
Qc(d]
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So by triangle inequality, we have

H [[Z, Uir, R 7U:irﬂHHS < Z HZ X keQ U;frPUk X keQe U;PU“- HS
c[d]

< Y |2 xkea UL xkear Ul [ [ 108Ukl T 107 U

acld] ke keQe
< Y |2 ke Uf xhear Ul g [ ] |5in©(T%, Uy)|
ac(d] keQe

) HQHHSiHG(ﬁk,Uk)H.

Qc{l,...d}  keQe

Here the second inequality is due to the fact that |Z x; AB|lus = |[ABM;(Z)[ns <
JA[|BM;(Z)|ns = |A]||Z x;B|us and we apply iteratively for each mode with A = U] Uy,
(or U Ugy) and B = U] (or U},). The third inequality is due to that |[U] Ug| < 1 and
U - me0, U,

B.3 Proof of Theorem 2

The proof is done by construction. Let’s denote Z, € (R")®? as the order-d identity tensor

with entries (7,4,...,7) to be 1 and others are 0. We construct
é‘ 07"><7" OT'XT’
Z = =TI x4 L X v Xy L, ,
NG
0(p1*27")><7" O(pd72r)><r

where 0,,x,, denotes a m x n matrix with all entries to be 0.

It is easy to check that sup (Z1,Y) < |Z21|us = & Similarly we
| ¥ us<1rank(P)<(r,...,r)

construct
g IT Ir
T = WIT‘ X1 O xr X oo Xy 0rxr
O(p1—27”)><r O(pd—Q'r)X'r

Also we let Z9 = T7 and T2 = Z1, and it is easy to check (71, Z1), (T2, 22) € Fr(£). At
the same time, we have Z; + 71 = T2 + Z5. Thus

inf sup T = Tlus > inf max { | = Tillus, |7~ T s |
T (T,2)eF- (&) T

1/, =
> inf > (17 = Tillus + 17 — Tslus)
T

1 2
> 5\!7’1 — T2lus = \gf-
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B.4 Proof of Theorem 3

The proof is long and nontrivial. The main idea of the proof is to develop the recursive
error bound of U,(:H) i.e., the estimate of Uy at iteration t + 1, based on the error bound

of INJ,(f), i.e., the estimate at iteration . The outline of the proof is the following: after a
briefly introduction of notations, the main proof could be divided into three steps.

e Step 1: Recall in HOOI procedure, the update for the mode-k singular subspace
satisfies

le(cm) =SVD,, </\/lk (T X ieq, [Njgf-ﬁ-l)T X5, ﬁgw X ﬁ(}h)

ieﬁk )
= (t+1)T (6T =~ (6T
+ Mg <Z Xieq, Uy o U," X, Uy ) >
To give an upper bound for e;1; 1, we aim to give an upper bound for

i€y, —d

\ (Mg (2 xic0, DEDT s, T i, OOT))

by using 71, ..., Tm, €, €;+1 in this step..

e Step 2: After getting an upper bound for (24), in this step we use induction to prove
the following claim,

e < 220 X /2t =0,1,. ...
6 < 220 X+ é/2ht=0,1,.. ..
e Step 3: Derive the error bound for H7A' — T |us by the unified quantity &.
For convenience, in this proof we denote
Ty :ME(T)a ’i‘k :MI}(%)a Zy, :ME(Z)v k=1,...,m.
Suppose

, k .
i (35)
, k=1,....m;t=0,1,....

Il
=
E
~

|
=
=

rr\T
e = m’?X €k, Ctk = H(Ukj_) Uk

€ = max €tky Crk = H (ﬁi(beUk
Step 1. Recall the procedure of HOOI that
[NJ',(:H) =SVD,, (./\/l,; <7~' XieQ, ﬁng)T X ieii, [NI](f)T X icq, INJ'(t)T>>
_SVD,, (M,; (7 iz, DI s TOT s, TUT) (36)

+ Mg (Z xieq, UV xg OPT 5, TPT )

? k
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Notice that rank (ME (’T X ieQ, INJEfH)T X8, INJ',(:)T X e, I~J£,t)T>) < 1, to apply Theorem

5 in Luo et al. (2020), the key is to give an upper bound for

Z‘/

' (M (2 xie0, TF T, O i, 007))

To simplify the notation, for S; € SJ(_E), we let Sj1 = S;(\Q, Sj2 = S N U Q%)
and S%; = S$(\Qy, S5, = S5 N(€% Q). First we can introduce I = (Pu, + Pu,,) in the

expression,

74,

H (ME (Z xieg, UY T g, TP x, ﬁgfﬁ))

max(rg)

q
—| (M3 (2 xiea, TYVT (P, + Pu,,) x5, OV (Po, + Puy.) (37)
%, O (Pu, + Pu,,) ))max(m .
Then
1) €| (M (2 i, TP, g, O P i, TR, q
+ H (ME (Z XieSn ﬁgfﬂ)TPUi,l XieSs, INJ'Z(»/HI)TPUH
S1esh
XieSta INJZ(/t)TlDUi,L XieSs, ﬁg)TPUi,))max(rk) T
+ Z H (MIE (Z XieSj1 INJl(-/tJrl)TPUi,l XieS;1 INJEIHUTPUZ.,
5;e8H)
X ieSjo INJZ(-/t)TPUi,l X iess, I~J§f)TPUi,))maX(rk) . +e (38)

+ H (./\/17€ <Z XieQ, INJE,H_I)TPUUL X(zk INJS)TPUJQL Xieﬁk ﬁz(’t)TPUiu))max(rk)

q

- H (ME <Z XieQy, ﬁz("t-i_l)TPUi/ X, ﬁgct)TPUk X ey, Ugf)TPU"))maX(rk)

7 k3

q

d—1
S (M2 s O R, TR,

i i
=1 —k
J SjeSJ(. )

T ~ ()T
xics,, UY TPy, xiesr, U TPy, )

7

max(rg) q.

Here (a) is due to the triangle inequality for truncated Schatten-g norm given in Lemma 4
of Luo et al. (2020). The right hand side of (38) can be divided into the sum of d groups
and the value of j*" group is denoted as Gj where

Gy := H (M;; (Z XieQ, [Nj(t+1)TPUi/ X, ﬁ](:)TPU’“ X icq, fjgf)TPUi,)>

,L'/

max(rg) q
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and for 1 < j < d — 1, define G; to be,

_ B rr(t+1)T rr(t+1)T
Gi= Y |(Mi(Z xies, OV Py, xiess, U TPy,
SjestM

~ ()T ()T
Xies;, Uy’ Pu,, X iS5, u,’ Pu, max(rlg”

Next we are going to upper bound G; (0 < j <d —1).

e Upper Bound of Gy.

,L'/

q

Go = (Ml_f (Z XieQy, ﬁ(tJrl)TPUi’ XSV);c ﬁl(ct)TPUk X ity fj@g)TPUi'))

max(ry)

i€ Uy ﬁUi/))

< (M5 (2 %142 Uy))

<./\/l,;< (Z X itk UT,) XieQ, ﬁ(fH)TUi/ x5, ﬁ.gﬁ)TUk

max(rg)llg

= T1k-

max(rg) q

Here the inequality is due to the fact HINJE,t)TUZ-/ | <1 for any ¢ and the following fact: for
any matrix A s.t. [A| <1,

or (Mi(Z x; A)) = 0 (Mi(Z) - AT) < 0, (Mi(2)) [A] < ox (Mi(Z)) (39)
where the first inequality is due to Lemma 7 of Luo et al. (2020).
e Upper Bound of G; (1 < j<d—1).
Gj < (d_ 1) X max._
J sestM
H (Mk,(z xies, ULV Py, | xiese, UYT Py, xies, OV Py,

ST
X iese, 0% PUZ-/))

max(rg)llq
40)
() /d—1 S (t4+1)T [T (
2 (45" s, (I 7], 1 070 )
7 j ZESjl ZESJ‘Q
Ul py, U Py,
Mz | Z Xies;, ~(;+1)T T XS ~(1)T e Xiese Uy ;
Uz’ PUiu Ui’ PUi/L
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where (a) is due to the fact that Hfjgt) TUi/H < 1 for any ¢. By simplifying (40), we get

d—1 ~ o
Gj < ( . ) max_ 1_[ HUg,tH)TUm_H H HUEf)TUi'J_‘
J SjeS§7k) i€9; 1 ieS;s I

N[enE—.
U

(2 (d—. 1) max. 1—[ Hﬁl(j—i-l)TUi/lH H HﬁngUu
J j_k) i€Sj1 qieSjg

< < ) max (el (e )5
J/ sjesih

U(t+1)TU

where (b) is due to the fact that < 1 and the definition of 7.

So in summary, plug (41) into (38), now we have the following bound

H (ME (Z X ica, ﬁl(/t-&-l)T x5, ﬁ-](:)T Xiem, U(t)T))

max(rg) q

-1 0 (42)
<71k + Z ( i ) max_ (eﬂ'sjz‘ (€t+1)‘sj1| Tj4l-
j=1

sjesi

Step 2. In this step we want to use induction to prove the following claims,

d+3 T1

d+3 T
€t<22 !

)\+eg/2t and & <2z A+eo/2f t=0,1,.... (43)

Since the proof of two statements in (43) are similar, we mainly focus on the proof of
the first statement. Claim (43) clearly holds if t = 0. Assume the first claim of (43) holds
for t and next we show it also holds for ¢ + 1.

Let’s first show the upper bound of e; can be used to upper bound e;;1,1. Notice

(a) U(Hl Ul” O </\/l1 <7’ X 21 INJEbT))

>

=

o[ (41 (2 87))

max(ry) q

g (et+1,1) Or (Tl (®;21Ux) - <®i¢iUiT’ﬁl("t)>>

(c ~

= (et-‘rl,l) A (H Omin <U;Ul(/t))>
i#1

(d) o d1

= (6t+171))\(1—6?) 21.

(44)

~
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Here (a) is due to Theorem 5 in Luo et al. (2020) and the fact the left singular space of
Mz (T X1 INJl(f)T> is U and its rank is less than ry, (b) is due to the fact that the right
singular space of T is ®;,.71Uy, equation (8), (c) is by Lemma 7 of Luo et al. (2020) and

(d) is due to the fact omin <UTU ) \/1 lo2n it)HQ > 4/1 —¢é? by Lemma 1 of Cai

and Zhang (2018).
‘(/\/h (Z X1 ﬁEf)T))max(m) q in

i1 + Z;l;% (dgl) (er) T4
T . (45)
A1 —é2)2

Plugging the upper bound of (42) into (44), we get

1,1 S

Next we show under condition (19), ;11,1 < 2dJ2r Tl + €0/2t, i.e., the upper bound of e,
can be used to upper bound es41,1. First, under (19), We have

d+6 a1 d+4—5 (d —1

A=22T7v E 272 < . >7j+1 ) (46)

‘ j
J=1

due to the fact that £ > 7; for j = 1,...,d. And under the assumption of A, we have
€ < 1/2/2. So by (45), we have

1T - 2711 + Z (dj1> (e) 741
B €t+1,1 S h\
d—1 (d—1y(v/2\j—1
<9 7';\1 n 21 ( j )ig ) Tj+1et (47)

46 .
@, (T; + 2—¥et)

Since (43) holds for ¢ and plug in the upper bound of e; in (47), multiply 2% at both

side of (47), we get
d+3 T1 €0 d+3 T €0
€411 < 272 X—i_FgQ 2 X—i_?
So the upper bound of e; can be used to bound e;; 1,1 and by doing similar analysis for all
modes, we conclude that the upper bound for e; also holds for e;, 1, i.e., we have

ey <27 >t (48)

Now we can show the first statement in (43) also holds for ¢t + 1 given it holds for t¢.
With (48), when we do the similar analysis of (44) for other modes, we can use the same
upper bound of e; to bound e;41. So repeat (44), for any 1 < k < m, we have

d—1

a1 + .
ek (1 — éf) T < 2T1k Z ()\J ) (ee) TJH.

(49)
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Since it is true for every k, we obtain the following recursive inequality for e; 1,

(50)

N7 m X () (@) T
e+ | 5 <2 3 .

By applying the same argument as in (47), we can show that

d+3 T1 €o
€41 <272 X+2tﬁa

given (43) holds for e;. Similarly we can show é;,.1 < 2(1%3% + 2?31
Thus, (43) holds for all . Given tyax = log(egA/71) v 1, we get the upper bounds for e;
and é;:
e< (2% 41) 2 a< (2% 41D (51)
A A
Plug (50) and (46) into the upper bound (49), we get

d—1
2 T2 7.
(% +1) 72\ <1 () (2F +1)
b A2 P AT+l ’

€tr1k S 2

fork=1,...,m.
Finally the perturbation of signal subspaces follows by observing that e;p :=

H(ﬁ;ﬁ?)TUqu = Hsin@ <I~J,(€t), Uk> Hq due to Lemma 6 of Luo et al. (2020).

Step 3. In this step, we are going to give an upper bound for the tensor reconstruction
error for [T xq, Py, x - xq, Pg —T|us.
First, notice the following decomposition

T=T 1 <Pﬁl’ + Pﬁﬂi) "2 <Pﬁ2’ + Pﬁz’L) X (Pﬁd’ + Pﬁd’i)
=T x1 Pﬁll X - Xy Pﬁd’ +T x4 Pﬁl’J_ X9 Pﬁg/ X - Xg Pﬁd’
+ T x11, %2 Pﬁzq X o+ XdPﬁd/ +T x11p, xoL, x - XdPﬁdu
+...+T Xi<d—1 Ipi, Xd PAdU_
d
=T xq, Py, x-xq, Pg + Z T Xi<k Ly, X Py, xi=k Py,
k=1

Thus,

B P, ]

N

d
(T =T) xa, Pg, x-- xq, PﬁmHHS +1§1‘T i<k Ip, ¥k P, Xisk Py | (52)

A

d
2 P x50 o+ 3|0,
k=1
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Notice that for ki, ke € Qp, Mg, (T) = My, (T)Py where P; is a permutation matrix. So
d ~ ~
Sy | O MA(T)| = S 19l | O T

o7 TkH
kLl r

—
s
~

< UkJ_TkH omm((@)zegkU gltme) ®ict, Ua, Ur T s >>>
& UkLTk ;2% Ui FUmin ((@ZerU U(t’“"x) ®ZEQkUQ UTU(tnnx 1))) (53)
Q[OL, s (815 U7) (®1U0) T (@1e0, D™ @05, g, T
(d) H Mz (Z X ieQ, U(tmax)T X sefsy Ty Uz(tmax I)T))max(rk) ) (<) %,
where £ := sup (Z,Y¥). (a) is due to the fact omin <U1T,fjl(t)) -

[Ylas<1rank(Y)<(rys,-rar)

272 42
\/1 - HUiT,Lle(t)HQ > /1 — é2 and max(éy,,,,, €ty 1) < </\>; (b) is due to the fact
that the right singular space of Ty is ®,.;Uy; (c) is due to Lemma 7 of Luo et al. (2020),
equation (8) and properties of Kronecker product, (d) is due to Theorem 2 in Luo et al.
(2020) and

rank (UkJ_Tk <®Z€Q (tmax) ®Zeﬁk Uﬁk ‘[I\j'gltmax—l)>) < el
and the last inequality (e) is due to the fact that

(ME (Z XieQ, ﬁz(’tmaX)T X ey U INjg’trnax—l)T>>nr18u><(7‘k) F

— sup <./\/lk (Z XieQ, U(t“"‘”‘)T X i T U(tma" DT) X>
Tk

X <1 rank(X) <

for k =1,...,d and the equality is due to Lemma 2 of Luo et al. (2020).

Combined with the fact HZ xq, Pg, % H < ¢ and (53) and plug them
into (52), we have
% Xy Pﬁl X X, Pﬁ-m - THHS
d A~
S|Z e Py, <X Pg, HHS * Z HUZ'iMk(T)HF
k=1
A~ A m A
=2 %0, O x o xq, UL+ 3 1] |OLMU(T)| (54)
k=1
9 _d-1
(211%3 + 2) i ’
<|re2d|1->—pGi— 3

37



Y. Luo, G. RAaskuTTI, M. YUAN, AND A. R. ZHANG

Finally, notice that (21) follows exact the same proof as Step 3 except that in (53), we

need to replace ﬁgtm‘"‘x), Iﬁjl(-tm‘”‘*l) with INJ'Z@, ﬁgtil) and use max(éy, ;1) < 2%7—/\1 + 2,5591.

Therefore, we have finished the proof of this theorem. M

B.5 Proof of Theorem 5

In this setting, we consider applying Corollary 1. To apply Corollary 1, we only need to
compute 7y;, £.
Consider the case ¢ = o0 and let’s first bound 7. Notice

M(Z %121, U]) = Mp(Z) ®iz1 Us.

Each row of My (2) ®;xr U; is independent multivariate Gaussian with covariance matrix
ol,_, where r_j = [],,; 7. By random matrix theory (Vershynin, 2010), we have

P (|Mi(Z ik U /o < /D + v/7k) = 1 — cexp(—(pi + 7—1)/2).

1

Since rmax < pﬁ7 we have 11 < Co,/py with probability at least 1 —cexp(—(px+7r_x)/2).
Similarly by Lemma 5 of Zhang and Xia (2018), we have

w.p. at least 1 — exp(—cPmin)-
As we mentioned in Remark 7, 7; < £. So the results follows by plugging the bound of
74, & into Corollary 1 and noticing that

1 4 d+3 j
Z;l:% (dj ) ((2 >+ 1) Tl/)‘) Tj+1 T Max; 7;
<C :
A A2

under the assumption of the signal to ratio \/o. N

B.6 Proof of Lemma 3

The proof of this Lemma is straight forward.

T:Bxlﬂl Xoeee Xde
1 1 1 1
= B x II (T1] 1) "2 (T1{ T1)2 x - x4 T4(TT) TI,) "2 (TI) I14) 2
= <B X1 (HIHQ% X - Xy (H;irﬂd)%> X1 Hl(HlTl'Il)_% X e Xy Hd(H;erd)_%
1 1
=8 x I (IT] T1;) 72V x -+ xg Hy(TI) TI) "2V,

where thle last inequality comes from the assumption about the decomposition of B X
(HIHl)E X ovee Xd(]._.[;lr]._.[d)i. |
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B.7 Proof of Theorem 6
First by the same argument in the proof of Theorem 5, with probability at least 1 —
exp(—cpmin), Tk < Coy/pr and € < CUVZL DiTi.

d .
Under the assumption (Al), we have A(S) := min; oy, (M;(S)) = C’M/% >
i=1Ti

C\/Z)?‘?‘E by the definition of S.

Notice that under the signal strength in Theorem 6, the first order perturbation error
in ||sin ©(U;, U;)| dominates as we discussed in Remark 4. So from Corollary 1 we have

sin0(@, ) < oV, [Hizr,
)\/O’ 1_[ 1pl

and the bound for | T — T |us.
For the cocluster membership recovery, first we have

. ~ ) ~ piTi 'L Ti
m@wmmwswmmmmﬂmgc§v 1p "
i:1 ?

The following proof is relative standard for proving misclassification error based on
singular subspace estimation. Without loss of generality, we focus on the mode-1 clustering

analysis. Take 0 = \/% + and let Sy, = {i € G H(Hle)[ 1= (U1,
Py

max{p<l) Ak}
%} where Uj is defined in Lemma 3. Here we can imagine S as the set of nodes in cluster
k of mode 1 that may not be correctly clustered. By Lemma 5.3 of Lei and Rinaldo (2015)
and (55), we have

d )
Z!Sk!%\ il Hfz:m-
(Ao)? [Tz pi

Moreover, under the signal strength condition in Theorem 6, we have that there exists a
permutation matrix such that after permutation, the nodes in G; = J;L,(G )\Sk) can
be perfectly recovered based on Lemma 5.3 of Lei and Rinaldo (2015). So to analyze the
misclassification error, we just need to consider about Sj.

(T S S () d .

err(I1;,II;) < max M < | "?| |S |5 < p17“1 szlrz7
(k) k d

ISEST ) 1<k<m Pl (Ao)? [ i1 pi

where (a) is because of the choice of ) and

] DL TTE L s
err(f, L) <)) 1Skl Cp1>,\max i 1_[2:1 ri
1<k P (Mo 1T, pi

The proof for other modes are similar and this finishes the proof of this theorem. W
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