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Abstract—The wave excitation force is required in some
control algorithms of wave energy converters. Excitation
force is not, however, directly measurable. Therefore, to
obtain excitation force information for control implemen-
tation, a number of excitation force estimators have been
developed. The estimation performance is usually vali-
dated by low-fidelity simulations. This paper assesses the
performance of a wave estimator in a Computational Fluid
Dynamics (CFD) based Numerical Wave Tank (CNWT),
where the estimator collects necessary measurements in-
line with the high-fidelity simulation. The proposed sim-
ulation framework can be directly applied for a controlled
wave energy converter. Numerical simulations are con-
ducted on the implemented estimator, and the estimated
excitation force is compared with a benchmark force that
is extracted from a diffraction test.

Index Terms—Excitation Force Estimation; Nonlinear
Kalman Filter; Numerical Wave Tank; Wave Energy Con-
version; Computational Fluid Dynamics

I. INTRODUCTION

Renewable energy is a clean, efficient, and inexhaus-
tive alternative to conventional fossil energy. Ocean
wave energy has attracted increasing research attention
recently due to its high power density, and reliability
[1]. However, it is relatively under-developed com-
pared to other renewable energy sources (particularly
wind and solar, which are already commercialized). In
the last few decades, significant research progress has
been made on developing the dynamics and control
of wave energy converters. In most studies, it was
shown that a control designed in an optimal sense
would require the knowledge of the excitation force
[2]–[4]. To that end, a number of excitation force esti-
mators have been developed in the literature [5]–[8].
Multiple reviews about the state-of-the-art excitation
force estimation techniques are presented in [8]–[11].
These developed estimators (thoroughly reviewed and
compared in [8]) can be classified according to the
applied Wave Energy Converter (WEC) dynamics (e.g.,
estimators use linear WEC model [9], [10], [12] and use
nonlinear WEC model [6], [9]). Typically, integrated
with a estimator is a model for the excitation force,
which is usually based on potential flow theory. These
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estimators are usually tested in a low-fidelity simulator,
which, in turn, also uses numerical models that are
based on potential flow theory (linear/weakly non-
linear). In practice, the WEC dynamics are expected
to significantly differ from the model (linear/weakly
nonlinear) applied in the estimators, especially when
the motion of the device is significantly excited by
the control, the shape of device is highly nonlinear,
the motion in different degrees of freedom are heavily
coupled, and/or the incoming wave is large. Therefore,
it is necessary and of high interest to the community to
study the performance of the developed estimators in
high-fidelity simulations (fully nonlinear) (which is a
common practice for analyzing excitation force estima-
tion). Giving that the implemented WEC model is fully
nonlinear, it is thus of interest to apply and assess the
performance of a nonlinear excitation force estimator
(the nonlinear estimator that is developed in-house by
the authors [6] will be applied in this paper). A relative
moderate wave condition and a ’geometrically-linear’
[13] WEC (cylindrical) are applied in the simulations
such that the potential flow theory is still applicable
to evaluate the pressure distribution on the wetted
surface. Moreover, the control is not introduced in this
stage (free-motion [14]) to concentrate on analyzing the
performance of the estimator.

CFD-based Numerical Wave Tanks [15]–[17] has
been used in the literature for high-fidelity simula-
tions. High-fidelity simulations are widely served as
the platform for varied applications including mooring
line analysis [18], control analysis [19], and excitation
force estimator analysis [8] which is the focus of this
paper. ANSYS® and OpenFOAM are both widely ap-
plied in developing numerical wave tanks [20]. The
ANSYS Fluent [21] is adopted in this paper to perform
the high-fidelity simulations. A series of user-defined
functions (UDFs are written in C) are developed for
the implemented estimator, which are coupled with
the Fluent simulations. Unlike most of the developed
estimators (assume excitation force is the superposi-
tion of sinusoidal components [22]), the implemented
nonlinear estimator (developed in [6]) applies a weakly
nonlinear model. In which the excitation force is com-
puted by integrating hydrodynamic pressures in the
wet surface. As far as the measurements are concerned,
extra pressure sensor measurements are collected to
improve the accuracy of the estimation in addition to
typical position and velocity measurements.
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This paper presents the performance of excitation
force estimation of a nonlinear estimator in a high-
fidelity simulator. A Computational Fluid Dynamics
based Numerical Wave Tank (CNWT) is developed
for the high-fidelity simulation with the estimator col-
lecting the measurements in-line from the free mo-
tion response (unlike reference [8] which collect mea-
surements from diffraction test). The proposed sim-
ulation framework gives a convincing assessment of
the performance of estimators and can be later used
for optimal control implementation. Additionally, the
performance of the estimator is numerically analyzed,
compared, and thoroughly discussed with the pre-
sented simulation results. The paper is organized as
follows: the numerical methodology is introduced in
Section. II, and the simulation results are presented in
Section. III. The conclusion is drawn in Section. IV.

II. NUMERICAL MODELLING

A. Dynamic Modelling
The dynamic behavior of the cylindrical WEC is

simulated in a CNWT simulator. As shown in Fig. 1,
the proposed computational domain has the length of
80m (x-direction), the width of 60m (y-direction), and
the height of 60m (z-direction). The WEC has a height
of 4m, a radius of 1.5m, and a mass of 14137.17kg. Ini-
tially, the center of gravity ((40, 30, 40)m) of the device
is located at the equilibrium, which is also the Free Sur-
face Level (FSL). The test incoming wave has a Bretch-
neider wave spectrum with a peak period of 6s and
a significant wave height of 0.4m. Additionally, since
this paper focuses on assessing the performance of
the excitation force estimator (only free/uncontrolled
motion will be simulated), the Power Take-Off (PTO)
system will not be modelled in this paper. In the
simulation, there is no constraint on the degree of
motion. Since the flow current velocity is assumed to
be zero, it is expected the heave motion will be the
dominant motion of the cylindrical WEC.

1) Governing Equations: To model ocean conditions,
two phases (including air and water) are applied in
the simulator. Assuming the fluids are incompressible,
the mass and momentum conservation are used as
governing equations:

∂ρ

∂t
+ ∆ · (ρ~v) = 0

∂

∂t
(ρ~v) + ∆ · (ρ~v~v) = −∆p+ ∆ · (¯̄τ) + ρ~g + ~F (1)

In this equation, ρ and ~v are the fluid density
and velocity, respectively. Additionally, p is the static
pressure and ¯̄τ is the stress tensor, and ρ~g is the
gravitational body force. ~F represents the additional
source introduced by the Numerical Beach Treatment
(NBT) in the momentum conservation. The governing
equations are discretized over the fluid domain by
using the finite volume method, and the Reynolds
Averaged Navier Stokes (RANS) method is applied as
the transient solver.

The k-epsilon model [23] is applied as the turbulence
model, and the transport equations for turbulent ki-
netic energy (k) and dissipation rate (ε) will be solved.

Fig. 1: The boundary conditions applied in this numeri-
cal wave tank. In the proposed simulation framework, the
estimators collect the measurements in-line from the CFD
simulation.

Further, The multi-phase flow is simulated by using the
Volume of Fluid (VOF) model, in which air and water
are defined as primary phase and secondary phase,
respectively. The interface between these two phases
is tracked by the volume fraction equation:

∂(αq)ρq
∂t

+ ∆ · (αqρq~vq) = 0 (2)

where ρq and ~vq is the density and velocity of the qth
fluid, respectively. αq is the volume fraction of qth fluid
(obeys

∑N
q=1 αq = 1) which only varies between 0 (cell

is empty of phase q) and 1 (cell is full of phase q).
Furthermore, a negative diffusion source term is added
in the volume fraction equation to further sharpen the
interface between air and water.

A diffusion-based dynamic mesh smoothing method
[23] is applied to account for the large mesh mo-
tion. In addition, the Coupled algorithm is used as
the pressure-velocity coupling scheme to achieve ag-
gressive convergence in this unsteady simulation. The
second-order upwind scheme is selected for the spatial
discretization algorithm of momentum and turbulence,
and the second-order implicit is the applied transient
formulation.

2) Domain and Boundary Conditions: The boundary
conditions applied in the simulation are introduced in
Fig. 1. The ocean waves are generated from the ve-
locity inlet, which has the downstream at the pressure
outlet. Symmetry boundary conditions are applied for
top, bottom, and sides of the control volume, which
represents an open sea condition (deep water and
infinite air). Additionally, the non-slip wall is used as
the boundary condition of the body surface. As far
as the ocean wave is concerned, the irregular wave is
generated based on the superposition of linear waves:

ζ(x, t) =
N∑
n=1

an cos(knx− ωnt+ φn) (3)

where an and φn are the wave elevation and random
phase shift of nth wave, respectively. The wavenumber
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Fig. 2: The mesh generation of the overall control volume.

kn can be computed by applying dispersion relation
for deep water waves (assumed 60m water depth):
kn = ω2

n/g. The wave direction is assumed to be 0o in
this simulation. Therefore the spatial distribution of the
wave is only influenced by the x coordinate. Further,
the flow current velocity is assumed to be 0m/s; the
wave frequency ωn is thus directly applied in the above
equation as the effective wave frequency. In this paper,
the ωn of the irregular wave (20 frequencies in total) is
evenly distributed from 0.5rad/s to 2rad/s.

To suppress the wave reflection from the down-
stream and the sides of the CNWT, a multi-direction
NBT is enabled by adding a damping sink term (~F )
in the momentum equation. The NBT is located at the
pressure outlet and sides boundaries and has a length
of 20m, 10m, and 10m, respectively. The associated
linear damping resistance is 55.92s−1 and quadratic
damping resistance is 3334.48m−1.

B. Mesh Generation

A hybrid meshing strategy is applied in this paper,
which applies unstructured mesh to track the geometry
of the device and structured mesh in the background to
save computational cost. As shown in Fig. 2, the mesh
is refined in the fluid domain that is closer to the device
(which has a box shape) with an element size of 0.5m,
and the mesh in the background has an element size of
1.5m. It is also clearly visible that the mesh is refined on
the expected free surface with an element size of 0.2m.
Considering extra accuracy is required in the boundary
layer region to capture the rapid velocity change, the
mesh is refined on the surface of the device with an
element size of 0.08m, and inflation layers are also
placed in this region (more clearly seen in the zoom-
in scope). The minimum volume and the minimum
face area of the generated mesh are 3.7 × 10−6m3 and
1.5×10−4m2. In addition, the total mesh element count
is 1214344, with approximately 90% mesh elements
distributed in the refined fluid domain (box shape) and
the rest distributed in the background.

C. Nonlinear Kalman Filter

The implemented nonlinear Kalman Filter is first
introduced and validated in [6] (with low-fidelity mod-
els). This paper further assesses the performance of the
developed Continuous-Discrete Extended Kalman Fil-
ter (CDEKF) with high-fidelity simulations. A weakly
nonlinear model is implemented in the CDEKF:

˙̂x1 = x̂2

˙̂x2 =
1

M
(F̂e + F̂B + F̂r −Bvx̂2 −mrg)

˙̂
~xr = Ar~̂xr + Brx̂2

˙̂an = 0, ˙̂ωn = 0,
˙̂
φn = 0, n = 1, 2, 3...Nw (4)

where in this equation x̂1 and x̂2 represent the estima-
tions of the displacement and velocity. M = mr + A∞
is the total mass including the rigid body mass and the
frequency independent added mass. The expected total
force acting on the device includes the excitation force
(F̂e), the buoyancy force (F̂B), the radiation force (F̂r),
the viscous damping force (−Bvx̂2), and gravity force.
It is noted that the excitation force neglects the effect of
diffraction force since the dynamic Froude Krylov force
is the dominant component [2]. As shown in above
equation, the radiation force can be approximated by a
state space model and the resulting force thus is: F̂r =

−Cr~̂xr. In this equation, ~̂xr represents the estimation
of radiation states. The radiation matrices (Ar, Br, and
Cr) can be identified from the radiation damping and
added mass calculated from Nemoh. Furthermore, the
buoyancy force can expressed as the surface integration
of the hydrostatic pressure: F̂B =

∑Nf

j=1Aj(−ρg(x̂1 +
zj)) and the excitation force can also be written as the
surface integration of the hydrodynamic pressure:

F̂e =

Nf∑
j=1

Aj

Nw∑
n=1

(ρgâne
kn(x̂1+zj)

cos(knxj − ω̂nt+ φ̂n)) (5)

Since the device used in this paper has a cylindrical
shape, the pressures are only integrated on the bottom
of the device (only heave motion is considered). The
hydrostatic and hydrodynamic pressures are evaluated
on each face cell of the bottom face and jth face cell
has a centroid location of (xj , yj , zj) and a face area of
Aj . In addition, ân, ω̂n, and φ̂n are the estimations of
the wave elevation, wave frequency, and random phase
shift, and kn is calculated based on dispersion relation
for deep water. Defining the estimated state vector as:
~̂x = [x̂1, x̂2, ~̂xr, ~̂a, ~̂ω, ~̂φ]T . The Jacobian matrix for the
nonlinear dynamics can be therefore computed in Eq. 6;
where

∂f2
∂x1

∣∣∣∣
~̂x

=
1

M
(

Nf∑
j=1

Aj

Nw∑
n=1

(ρgankne
kn(x̂1+zj)

cos(knxj − ω̂nt+ φ̂n)) +

Nf∑
j=1

Ajρg) (8)

∂f2
∂x2

∣∣∣∣
~̂x

= −Bv
M

(9)
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F =


0 1 01×Nr 01×Nw 01×Nw 01×Nw

∂f2
∂x1

∂f2
∂x2

∂f2
∂~xr

∂f2
∂a1

. . . ∂f2
∂aNw

∂f2
∂ω1

. . . ∂f2
∂ωNw

∂f2
∂φ1

. . . ∂f2
∂φNw

0Nr×1 ∂fr
∂x2

∂fr
∂~xr

0Nr×Nw 0Nr×Nw 0Nr×Nw

03Nw×1 03Nw×1 03Nw×Nr 03Nw×Nw 03Nw×Nw 03Nw×Nw


∣∣∣∣∣∣∣∣
~̂x

(6)

H =

 1 0 01×Nr 01×Nw 01×Nw 01×Nw

0 1 01×Nr 01×Nw 01×Nw 01×Nw

∂~p
∂x1

∂~p
∂x2

∂~p
∂~xr

∂~p
∂a1

. . . ∂~p
∂aNw

∂~p
∂ω1

. . . ∂~p
∂ωNw

∂~p
∂φ1

. . . ∂~p
∂φNw

∣∣∣∣∣∣
~̂x−
k

(7)

∂f2
∂~xr

∣∣∣∣
~̂x

= −Cr

M
(10)

∂f2
∂an

∣∣∣∣
~̂x

=
1

M

Nf∑
j=1

Aj(ρge
kn(x̂1+zj)

cos(knxj − ω̂nt+ φ̂n)) n = 1, 2, 3...Nw (11)

∂f2
∂ωn

∣∣∣∣
~̂x

=
1

M

Nf∑
j=1

Aj(ρgâne
kn(x̂1+zj)

t sin(knxj − ω̂nt+ φ̂n)) n = 1, 2, 3...Nw
(12)

∂f2
∂φn

∣∣∣∣
~̂x

= − 1

M

Nf∑
j=1

Aj(ρgâne
kn(x̂1+zj)

sin(knxj − ω̂nt+ φ̂n)) n = 1, 2, 3...Nw (13)
∂fr
∂x2

∣∣∣∣
~̂x

= Br (14)

∂fr
∂~xr

∣∣∣∣
~̂x

= Ar (15)

In addition to the measurements of displacement and
velocity, wave pressure measurements are also col-
lected by multiple pressure sensors installed on the
hull of the device. The details of the experimental
installation of these sensors can be found in [6]. In this
paper, 4 pressure sensors are applied and located at
[38.5, 30, 38.5]m, [38.5, 30, 39]m, [38.5, 30, 39.5]m, and
[38.5, 30, 40]m (measured from global coordinate sys-
tem as shown in Fig. 1). Therefore, the measurement
vector can be defined as:

ym = [x1, x2, p1, p2, p3, p4]T + ~v (16)

where the wave pressure pj at certain location (e.g.,
pressure sensor locations) is formulated as:

pj =

Nw∑
n=1

ρgane
kn(x1+zj) cos(knxj − ωnt+ φn)−

ρg(x1 + zj) −
Bvx2
A

− Cr~xr
A

(17)

It is noted that the radiation pressure and viscous
damping pressure are assumed to be evenly distributed
on the wet surface. Accordingly, their average pres-
sures (force divided by the cross-sectional area of the
cylinder as shown in Eq. (17)) are applied as the
components of total wave pressure at the location of
pressure sensors. The Jacobian matrix for the output

model is then computed by Eq. (7). In this equation,
the partial derivatives are expressed as:

∂pj
∂x1

∣∣∣∣
~̂x−
k

=

Nw∑
n=1

ρgâ−n,kkne
kn(x̂

−
1,k+zj)

cos(knxj − ω̂−n,kt+ φ̂−n,k) − ρg (18)
∂pj
∂x2

∣∣∣∣
~̂x−
k

= −Bv
A

(19)

∂pj
∂~xr

∣∣∣∣
~̂x−
k

= −Cr

A
(20)

∂pj
∂an

∣∣∣∣
~̂x−
k

= ρgekn(x̂
−
1,k+zj) cos(knxj − ω̂−n,kt+ φ̂−n,k)

(21)
∂pj
∂ωn

∣∣∣∣
~̂x−
k

= ρgâ−n,ke
kn(x̂

−
1,k+zj)t

sin(knxj − ω̂−n,kt+ φ̂−n,k) (22)
∂pj
∂φn

∣∣∣∣
~̂x−
k

= −ρgâ−n,ke
kn(x̂

−
1,k+zj)

sin(knxj − ω̂−n,kt+ φ̂−n,k) (23)

The initial guess of the proposed CDEKF can be
evaluated by applying available wave information. In
addition to initialize the estimation of the displacement
(x̂10), velocity (x̂20), and radiation states (~̂xr0) as 0.1,
the estimation of the wave elevation (~̂a0) and phase
shift (~̂φ0) can be initialized by interpolating the true
wave information with less number of frequencies (~̂ω0

evenly distributed in the same range of the true wave
frequencies). The implementation of CDEKF is well-
documented in [24], which will not be addressed in this
paper. It is noted that a significant model mismatch is
expected between the weakly nonlinear hydrodynam-
ics used in the estimation and the CNWT simulation.
Therefore, it is necessary to assume a large process
noise covariance noise (Q).

III. SIMULATION RESULTS AND DISCUSSION

Numerical simulations are conducted to validate the
performance of the proposed estimator, and the esti-
mated excitation force will be presented and compared
with a diffraction test. Considering the high computa-
tional cost of CNWT simulation, the High-Performance
Computer (HPC) at Iowa State University is applied to
carry out the simulations. The time step is selected as
0.005s to keep the flow courant number close to 1.

A validation of the developed simulator is first con-
ducted (with a unit height and 6s period regular wave)
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Fig. 3: Comparison between the displacement predicted by
the CFD and the linear model (denoted as BEM).

Fig. 4: The comparison between estimated, measured, and
true displacement by using the nonlinear estimator.

Fig. 5: The comparison between estimated, measured, and
true velocity by using the nonlinear estimator.

by comparing the system response that is predicted
by a low-fidelity linear model (denoted as Boundary
Element Method (BEM) in Fig. 3) with a high-fidelity
model (denoted as CFD in Fig. 3). The simulation result
is consistent with the literature [25], [26].

The estimation of the displacement and velocity are
shown in Fig. 4 and 5. In the figures, the true signal
denotes the actual displacement and velocity, the mea-
sured signal denotes the measurements collected from
the environment (true signal with measurement noise),
and the estimated signal represents the estimation of
the true signal. The estimation has a good tracking
of the true signal subject to large measurement noise.
The details of the estimations of the wave components
(one element of ~̂a, ~̂ω, and ~̂φ) are shown in Fig. 6. The

Fig. 6: The estimation of the wave components (a, ω, and φ)
of the excitation force by using the nonlinear estimator.

Fig. 7: The comparison between the excitation force estimated
by the nonlinear estimator and the benchmark diffraction test
(denoted as Diff Test).

performance of excitation force estimation is shown in
Fig. 7. Considering there is no true excitation force that
can be measured in practice (neither the CNWT simu-
lation), a diffraction test [8] is conducted by holding the
buoy, and the measured wave force (after removing the
hydrostatic component) can be used as the benchmark.
It is clearly visible that the excitation force estimated
by the nonlinear estimator is significantly larger than
the force extracted from the diffraction test. It is worth
noting that the force extracted from the diffraction
test neglects the influence of the motion (in order to
eliminate other motion-dependent forces, e.g., radia-
tion force). While the true excitation force is actually
motion dependent (as shown in the exponential term
in Eq. (5) when using potential flow theory). This
dependency is more significant when the motion is
relatively large. Considering that the system responses
in the presented numerical experiments are relatively
small, the motion independent force extracted from the
diffraction test is reasonably close to the true excitation
force. Therefore it is possible to conclude the presented
nonlinear Kalman Filter overestimates the excitation
force. This was not the case when the nonlinear es-
timator is first introduced in [6], which presents a
good estimation performance. This phenomenon can
be explained as follows. Unlike reference [6] which
also adopts a weakly nonlinear model in the simulator,
this paper applies a high-fidelity simulator which is
expected to have a significant model mismatch com-
pared to the weakly nonlinear model. Therefore, it is
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understandable the excitation force is overestimated.
This conclusion indicates that a data-driven approach
(such as neural networks) for estimating the excitation
force may have better performance when working with
high fidelity simulations because it would have the
capability of integrating all the measurements (includ-
ing the pressure sensors measurements) without being
restricted to a certain hydrodynamic model.

IV. CONCLUSION

The performance of a nonlinear excitation force esti-
mator is assessed in this paper by using a high-fidelity
simulator. The high-fidelity simulations are conducted
in a Computational Fluid Dynamics based Numerical
Wave Tank. The introduced estimator, which applies
a weakly nonlinear model, collects the measurements
in-line with the simulation. Numerical experiments
are conducted, and the results show the nonlinear
estimator overestimates the excitation force compared
to the force extracted from a diffraction test. This over-
estimation can be explained by the significant model
mismatch between the weakly nonlinear model and the
numerical wave tank. Furthermore, this observation
motivates the application of a data-driven approach
that eliminates the restriction on a certain hydrody-
namic model.
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