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ABSTRACT
Similar content has tremendous utility in classroom and on-
line learning environments. For example, similar content
can be used to combat cheating, track students’ learning over
time, and model students’ latent knowledge. These different
use cases for similar content all rely on different notions of
similarity, which make it difficult to determine contents’ sim-
ilarities. Crowdsourcing is an effective way to identify sim-
ilar content in a variety of situations by providing workers
with guidelines on how to identify similar content for a par-
ticular use case. However, crowdsourced opinions are rarely
homogeneous and therefore must be aggregated into what is
most likely the truth. This work presents the Dynamically
Weighted Majority Vote method. A novel algorithm that
combines aggregating workers’ crowdsourced opinions with
estimating the reliability of each worker. This method was
compared to the traditional majority vote method in both
a simulation study and an empirical study, in which opin-
ions on seventh grade mathematics problems’ similarity were
crowdsourced from middle school math teachers and college
students. In both the simulation and the empirical study the
Dynamically Weighted Majority Vote method outperformed
the traditional majority vote method, suggesting that this
method should be used instead of majority vote in future
crowdsourcing endeavors.
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1. INTRODUCTION
Within online learning platforms and intelligent tutoring
systems there is a tremendous opportunity to utilize knowl-
edge of content similarity. Similar problems can help prevent
cheating during exams by randomly selecting from multi-
ple similar problems when students receive the exam, mea-
sure students’ learning gains by spreading out similar prob-
lems between assignments, and measure the effects of in-

structional interventions by comparing a student’s scores on
similar problems before and after the intervention. Similar
instructional material can be used to offer students choices
in which instructional material they receive, which has been
shown to increase engagement and achievement [7]. While it
is possible to implement these methods with general knowl-
edge of content similarity, such as similarity in prerequisite
knowledge or difficulty, if a more informed definition of con-
tent similarity is used, the success of these methods is likely
to grow.

Although there is a lot of value in knowing what content is
similar to other content, what content should be considered
similar is highly dependent on use case. This makes it a
challenge for content creators to define the similarity in the
content, as they don’t necessarily know what their content
will be used for. While some content is obviously similar,
for example, two mathematics problems that are identical
except for the numbers used in the problems, in other situ-
ations it is much more difficult, especially when content is
being aggregated from multiple sources that may not even
use the same metrics for prerequisite knowledge or difficulty.

Crowdsourcing offers a way to derive which content is similar
to other content for specific use cases. Crowdsourced opin-
ions on similar content can be gathered each time a new use
case for similar content arises. By informing the workers,
whose opinions are being crowdsourced, of the specific use
case and requirements for similarity, the methods that rely
on content being similar are more likely to be successful.
However, crowdsourcing opinions on similar content poses
some challenges as well. Before an online learning platform
or intelligent tutoring system uses crowdsourced assertions
of similarity, steps must be taken to assess the trustworthi-
ness of workers whose opinions are being crowdsourced and
ensure the truthfulness of the final assertions of similarity.

In this work we present a novel algorithm that both mea-
sures the reliability of the workers whose opinions are be-
ing crowdsourced, and determines, from these individual’s
opinions, what content is most likely to be similar to other
content. To evaluate this method, we first simulated a wide
range of conditions in which assertions of similarity were
made, and compared the performance of our algorithm to
the traditional alternative. We then performed a case study
where teachers and college students were told to identify
middle-school mathematics problems that evaluated a simi-



lar skill set. The assertions of similarity collected from the
case study were used to identify groups of similar problems
and measure the reliability of each worker’s assertions.

Ultimately, this work seeks to answer the following three
research questions:

1. Can we exploit properties of community detection to
more accurately form groups of content from crowd-
sourced opinions?

2. How does the resulting algorithm perform in a simula-
tion study compared to the more traditional method?

3. How does the resulting algorithm perform in a case
study using workers of various expertise to determine
which mathematics problems are similar to each other?

2. BACKGROUND
2.1 Ensembling Crowdsourced Opinions
Identifying the truth from crowdsourced opinions is not a
new problem. Most of the techniques employed to ensure
the accuracy of crowdsourced opinions rely on ensuring that
workers have sufficient knowledge of the subject matter.
This can be done through testing workers before giving them
tasks, tailoring tasks specific to their skill sets, recruiting
high quality workers, and educating workers before assign-
ing them tasks. This can also be done through encourage-
ment with extrinsic motivators like money, promotions, or
prizes, or intrinsic motivators like a sense of purpose, or by
gamifying the crowdsourcing tasks [1].

While there are many methods to encourage individuals
whose opinions are being crowdsourced to be accurate, this
work is focused on how to validate the quality of individuals’
opinions after their task is complete. Current methods for
accomplishing this place the burden of validation back onto
the workers. Having workers rank the quality of other work-
ers assertions is one method of validation. Another common
method for validation is to have multiple workers perform
the same task and merge the output of each worker, either
as an average or as a majority vote [1].

There are also more advanced ways of algorithmically val-
idating crowdsourced opinions. Item response theory and
latent factor analysis based models have out-performed ma-
jority voting based validation methods on tasks related to
identifying facial expressions and answering questions about
geography [6, 10]. These models also determine the quality
of individuals whose opinions are being crowdsourced, which
can be used to refine the pool of individuals used for future
crowdsourcing tasks [6, 10]. The novel algorithm in this
work also aggregates crowdsourced opinions while evaluat-
ing the quality of each worker.

2.2 Community Detection
The field of community detection is focused around deter-
mining groups of similar items from a network of connected
items. This has many applications throughout mathemat-
ics, physics, biology, computer science, and social sciences.
Many things can represented as a network, for example, in-
terstellar objects, neurons, city streets, and social media can

all be represented as networks of interconnected items [3].
Finding similar educational content can be framed as a com-
munity detection problem by representing educational con-
tent as a network in which items are connected by topic,
difficulty, language, prerequisite knowledge, or, in the case
of this work, opinions on similarity. Structuring the task of
identifying similar educational content as a community de-
tection problem allows for the use of various well-established
community detection algorithms, such as hierarchical clus-
tering. In hierarchical clustering, each item begins in it’s
own cluster. Then, clusters are merged based on the merge
strategy and distance between clusters [5]. Hierarchical clus-
tering was used in both the simulation and empirical study.

3. METHODOLOGY
3.1 Dynamically Weighted Majority Vote
The Dynamically Weighted Majority Vote (DWMV) method
is our alternative to the traditional majority vote method for
combining multiple crowdsourced opinions on tasks with bi-
nary outputs. The DWMV method calculates the weighted
majority opinion for each task, then determines the weight
of each worker by how closely their opinion agreed with the
majority opinion. The closeness of a worker’s opinion to
the majority opinion can be determined with any function
for comparing two vectors that results in a value greater
than or equal to zero. For example, accuracy or Dice co-
efficient[2]. DWMV initializes all workers’ weights to be
equal at the beginning of the algorithm, and iteratively up-
dates these weights until the weighted majority vote does
not change between iterations. Once the weighted majority
vote remains constant from one iteration to the next, the
weights of the workers can be interpreted as a measure of
confidence in each worker, and the final weighted majority
vote can be used downstream in the same way the traditional
majority vote would have been used. Algorithm 1 formally
defines the DWMV algorithm. In Algorithm 1, the func-
tion s(x, y) determines the closeness of worker i’s opinion,
(Bij [Aij = 1])tj=1, to the majority opinion, (uj [Aij = 1])tj=1.
The algorithm requires a matrix A of response indicators, in
which aij = 1 if worker i completed task j, and aij = 0
otherwise, and a matrix B of worker’s responses to tasks, in
which bij contains the binary response of worker i to task j.
In Algorithm 1, vector u contains the final weighted majority
vote for each task, and vector c contains the final measure of
confidence for each worker, based on the similarity between
the weighted majority votes and the individual worker’s re-
sponses.

3.2 Simulation Study
To determine if DWMV had a positive impact on forming
groups from crowdsourced opinion, a simulation study was
performed to compare the DWMV method to the traditional
majority vote method in a variety of conditions. Figure 1
illustrates the simulation process. In the simulation study,
hierarchical clustering was used to form groups from simu-
lated workers’ opinions of item similarity aggregated using
both the majority vote method and the DWMV method.
Table 1 lists the different initial parameters and their values
used in the simulation. Five trials of every possible combi-
nation of the values in Table 1 were simulated for a total of
37,500 simulation runs.



Algorithm 1 Dynamically Weighted Majority Vote

Require: s(x, y) : function for the similarity of two vectors
Require: w : number of workers
Require: t : number of tasks
Require: A = (awt) : matrix of response indicators
Require: B = (bwt) : matrix of response values

v ← (0)tj=1 . initialize with values different from u
u← (–1)tj=1 . initialize with values different from v
c← (1)wi=1 . start with equal confidence in all workers
while u 6= v do

v ← u

u←

({
1, if

∑w
i=1(c�B�A)ij∑w

i=1(c�A)ij
≥ 1

2

0, otherwise

)t

j=1

c←

(
s
(

(uj [Aij = 1])tj=1, (Bij [Aij = 1])tj=1

))w

i=1
end while

Figure 1: A flowchart of the simulation process, DWMV and
majority vote were compared to each other through their use
in community detection through hierarchical clustering.

Table 1: Simulation Parameters and Simulated Values
Parameter Values

i 50, 100, 150, 200
g 5, 10, 15, 20, 25

wfp 0.1, 0.2, 0.3, 0.4, 0.5
wfn 0.1, 0.2, 0.3, 0.4, 0.5
p 20, 40, 60, 80, 100
d 0.25, 0.5, 0.75

The simulation began by randomly placing i items into g
groups, where i and g are initial parameters of the simula-
tion. Then the simulation crated ten workers. Each worker
had a false positive rate and a false negative rate. These
values were calculated separately to make the simulation
more true to real life. In real life, it is not often that a
worker would have an equal chance of incorrectly asserting
that two items are or are not similar. The more likely case is
that some workers think there is more similarity and other
workers think there is less similarity between items than the
actual similarity of items. The false positive and false neg-
ative rates of the workers were sampled separately for each
worker from a uniform distribution in the range [0, wfp] and
[0, wfn] respectively, where wfp and wfn are initial parame-
ters of the simulation. Once the items were randomly placed
in groups, and the error rates of the workers were randomly
determined, a random p percent of all pairs of items were
given to each worker, where p is an initial parameter of the
simulation. Each worker then determined whether or not
the items in each pair they received were similar to each
other, taking into account their error rates.

Once all workers asserted whether or not each item pair they
were given contained similar items, the majority vote and
DWMV for the similarity of each item pair was calculated.
The majority votes and DWMVs of item similarity were then
used to form a network of item similarity, where each item
is connected to every other item it was voted to be similar
to. The majority vote network and DWMV network were
both used to form groups through hierarchical clustering
with Jaccard Index as the distance metric. Jaccard Index
was used as the distance metric because Jaccard Index does
not take into account true negatives [8]. Most items are not
similar to each other, so a metric that takes into account
true negatives would be over-inflated and not as informative
in this context. After forming groups from the majority vote
and DWMV similarity networks, the difference in accuracy,
precision, and recall between the groups formed from the
majority vote and DWMV similarity networks were used to
determine if the DWMV method improved upon tradition
majority vote.

3.3 Empirical Study: Similar Problems
In addition to a simulation, an empirical study was per-
formed to compare DWMV to majority vote on a real crowd-
sorcing task. In this study, middle school mathematics teach-
ers and college students were given 50 seventh grade math-
ematics problems from the Engage New York1, Illustrative
Mathematics2, and Utah Middle School Math Project3 cur-
ricula. Each worker was told to identify problems that eval-
uate similar mathematics skills. The workers’ crowdsourced
opinions of similarity were aggregated using both DWMV
and majority vote, and then grouped using hierarchical clus-
tering, with Jaccard Index as the distance metric with a
threshold of 0.75. The resulting groups were then compared
to a ground truth, provided by ASSISTments, an online
learning platform [4], in the form of Common Core State
Standards Mathematics Skill Codes4, which each problem

1https://www.engageny.org/
2https://illustrativemathematics.org/
3http://utahmiddleschoolmath.org/
4http://www.corestandards.org/



was tagged with. These ground truth skill tags were de-
termined by trained experts and the designers of the above
stated curricula. The difference in accuracy, precision, and
recall between groups formed with hierarchical clustering
from DWMV and majority vote were again used to evaluate
the quality of the DWMV algorithm.

4. RESULTS
4.1 Simulation Study
To compare the DWMV method to the traditional majority
vote method, the difference in accuracy, precision, and recall
as a function of wfp, wfn, i, g, and p, as described in Section
3.2, were calculated. The first positive takeaway from the
simulation is that DWMV was almost always more accurate
than majority vote, regardless of the simulation parameters.
Only when the simulation had more than twenty groups or
the maximum false negative rate of workers was 20% or less
did DWMV not reliably out perform majority vote, but it
did not significantly underperform either. At most, DWMV
was slightly less accurate than majority vote when workers
had very low false negative rates. Interestingly this increase
in performance was not shared by both precision and re-
call. While recall followed the trend of accuracy and showed
almost entirely positive improvements from using DWMV
over majority vote, precision did not.

Another interesting finding is that all three performance
metrics increased as both the maximum false negative rate
and fraction of links seen by workers increased. This implies
that as workers answer more problems, and become worse
at correctly identifying when items are similar, the benefit
of using DWMV over majority vote increases.

Overall, t-tests [9] showed that using DWMV led to a sta-
tistically reliable (p < 0.001) 0.18% increase in accuracy,
a statistically reliable 1.78% (p < 0.001) increase in recall,
but no statistically reliable (p = 0.28) change in precision.
While small, these reliable improvements in accuracy and
recall over the traditional majority vote method are an in-
dication of the potential positive effects of transitioning to
using DWMV instead of majority vote when aggregating
crowdsourced opinion.

There were also some interesting differences in how different
types of error affected the weights of workers as determined
by the DWMV method. Figure 2 shows the average and
95% confidence interval of the DWMV weights of workers
as a function of the workers’ false positive and false nega-
tive rates. The false positive rate of the workers seems to
decrease their weight in the final weighted majority vote of
the DWMV method much more quickly than their false neg-
ative rate. A potential cause of this is that, in the simulated
groups of similar items, there were far more pairs of items
that were not similar to each other than there were pairs of
items that were similar. For example, to have an equal num-
ber of items that are similar and not similar to each other,
each item would have to be similar to half the items. The
only way to facilitate that in the context of this simulation
would be to have only two equally sized groups of items. In
the simulation there were always at least five groups, and
up to 25 groups of similar items, which caused most prob-
lems to not being similar to each other. Therefore, when
a worker had a large false positive rate, there were more

Figure 2: The average and 95% confidence interval of the
DWMV weights of workers as a function of the workers’ false
positive and false negative rates.

opportunities for them to make a mistake compared to a
worker with a large false negative rate. Additionally, the
large number of dissimilar problem pairs compared to the
number of similar problem pairs caused workers with very
low false positive rates to have higher weights than work-
ers with equally low false negative rates, because workers
with low false positive rates, regardless of their false nega-
tive rates, had much fewer opportunities to make a mistake.
These findings suggest that the distribution of correct re-
sponses in crowdsourcing tasks affects which type of worker
error has a larger impact on workers’ weights in the DWMV
method.

4.2 Empirical Study: Similar Problems
In total, six teachers and four students completed the crowd-
sourcing task of grouping 50 seventh grade mathematics
problems. Using each worker’s assertions of similarity, the
DWMV method and traditional majority vote were used to
aggregate the opinions of the workers into a final network
of similarity, which was then used to create groups of simi-
lar problems using hierarchical clustering. This is the exact
same process that was used to form groups in the simu-
lation study. Figure 3 shows the progressive iterations of
DWMV. Iteration 1 shows the unweighted average of each
workers assertions. The DWMV method’s process of iterat-
ing between calculating a weight for each worker and calcu-
lating the weighted majority vote shifted the weighted aver-
age of workers assertions toward the ground truth similarity
of problems. This convergence was present in the simulated
example in Section 3.1 as well. The benefit of the DWMV
method over traditional majority vote lies in this ability to
converge towards ground truth. Figure 4 shows the weight
of each worker as a function of their error rate. The cohort
of middle school mathematics teachers performed much bet-
ter overall than the cohort of college students. The average
accuracy of the teachers was about 97% while the average ac-



Figure 3: Progressive iterations of DWMV converging on em-
pirical data.

curacy of the college students was only about 81%. Based on
these weights, it is clear that the DWMV method valued the
opinions of middle school mathematics teachers more than
the opinions of college students, which is expected given the
context and task. While, in this scenario, it might have been
easy for a human in the loop to recognize that the teachers’
opinions should be valued more, it will not always be the
case that one group of workers is clearly more qualified than
another group, and thus the DWMV method can help elu-
cidate which workers are the most reliable.

Table 2 shows the difference in accuracy, precision, and re-
call between groups formed through hierarchical clustering
from the assertions of similarity aggregated using DWMV
and traditional majority vote. Similar to the simulation re-
sults, DWMV had the largest positive impact on recall, the
second largest positive impact on accuracy, but no impact
on precision. In this empirical study, both the traditional
majority vote method and the DWMV method led to perfect
precision, meaning all problems that were placed in groups
together were similar to each other. However, traditional
majority vote led to worse recall than DWMV. When tradi-
tion majority vote was used, three of the 50 problems were
not placed in a group with any other problems, which is why
the recall was so low. However, when DWMV was used, only
one problem was not placed in a group of similar problems.
This outlier problem, that neither traditional majority vote
nor DWMV was able to correctly identify as similar to other
problems in its group, had the following text:

22% of 65 is 14.3. What is 22.6% of 65? Round
your answer to the nearest hundredths (second)
decimal place.

Below are examples of problems in the same group as this
problem, which were all correctly identified as similar to each
other.

Figure 4: DWMV’s confidence in each worker after the
DWMV method converged.

Josiah and Tillery have new jobs at YumYum’s
Ice Cream Parlor. Josiah is Tillery’s manager. In
their first year, Josiah will be paid $14 per hour,
and Tillery will be paid $7 per hour. They have
been told that after every year with the com-
pany, they will each be given a raise of $2 per
hour. Is the relationship between Josiah’s pay
and Tillery’s pay rate proportional?

To make a punch, Anna adds 8 ounces of apple
juice for every 4 ounces of orange juice. If she
uses 32 ounces of apple juice, which proportion
can she use to find the number of ounces of or-
ange juice x she should add to make the punch?

A recent study claimed that in any given month,
for every 5 text messages a boy sent or received,
a girl sent or received 7 text messages. Is the re-
lationship between the number of text messages
sent or received by boys proportional to the num-
ber of text messages sent or received by girls?

Although all these problems are related to ratios and pro-
portions, the other problems in the group with the outlier
problem are longer word problems that do not explicitly
use percentages. The teachers and students whose opin-
ions were crowdsourced could have missed the connection
due to the different wording in the problems, or they could
believe that calculating percentages is a different skill than
calculating proportions from word problems. Based on the
differences between this single outlier problem and the other
problems in its group, it is possible that the outlier problem
was consciously excluded from its group and not simply an
oversight.

The impact of using DWMV was larger in this empirical



Table 2: A comparison of majority vote to DWMV used to
form groups of similar problems from crowdsourced assertions
of similarity.

Metric Majority Vote DWMV % Increase
Accuracy 0.987 0.997 1.054
Precision 1.000 1.000 0.000

Recall 0.903 0.977 8.228

study than it was in the simulation. In the simulation there
was a larger than average improvement in accuracy and
recall when the workers had very low false positive rates.
Given that in this empirical study both sets of groups of
similar problems had perfect precision, it is likely that the
workers in this study had very low false positive rates, which
likely contributed to why the positive impact of using DWMV
instead of majority vote was larger in this empirical study
than in the simulation as a whole. The results of this em-
pirical study suggest that not only can DWMV out-perform
traditional majority vote in simulations, but can also im-
prove the recall and accuracy of groups of similar problems
formed from crowdsourced opinions on content similarity in
real-life scenarios as well.

5. CONCLUSION
Within online learning platforms and intelligent tutors, there
is tremendous utility to knowing what content is similar to
other content within the platform, but each application of
similar content is likely to have different criteria for what
is considered similar. Crowdsourcing opinions on the sim-
ilarity of content is an accessible way for new applications
to recognize similar content. However, crowdsourcing poses
some difficulties, namely, how to identify reliable workers
and properly aggregate opinions from multiple workers. This
work has demonstrated the ability of the Dynamically Weigh-
ted Majority Vote method, a novel algorithm for aggregating
crowdsourced opinion while rating workers, to accomplish
those goals. DWMV has been shown, in both a simula-
tion study and an empirical study, to lead to higher accu-
racy and recall that the traditional majority vote method
on crowdsourcing tasks related to identifying similar con-
tent. In the simulation study, using DWMV before identi-
fying groups of similar items through hierarchical clustering
resulted in a statistically significant 0.18% increase in accu-
racy and a 1.78% increase in recall over using majority vote.
The simulation study also revealed how the distribution of
correct responses in the crowdsourcing tasks effects how the
false positive and false negative rates of workers effects their
weight in the DWMV method. In the empirical study, us-
ing DWMV before identifying groups of similar problems
through hierarchical clustering resulted in about a 1% in-
crease in accuracy and an 8% increase in recall over using
majority vote, and provided perspective on the differences
in accuracy between the expert middle school math teach-
ers and the novice college students. Moving forward, when
faced with the need to aggregate crowdsourced opinions, the
learning science community can look to the DWMV method
as an alternative to the traditional majority vote method.
The DWMV method is a promising tool for increasing the
reliability of crowdsourced opinion and, when paired with
hierarchical clustering, identifying groups of similar content.
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