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Abstract. The emergence of online retailers has brought new opportunities to the design
of their distribution networks. Notably, for online retailers that do not operate offline
stores, their target customers are more sensitive to the quality of logistic services, such as
delivery speed and reliability. This paper is motivated by a leading online retailer for cos-
metic products on Taobao.com that aimed to improve its logistics efficiency by redesigning
its centralized distribution network into a multilevel one. The multilevel distribution net-
work consists of a layer of primary facilities to hold stocks from suppliers and transship-
ment and a layer of secondary facilities to provide last-mile delivery. There are two major
challenges of designing such a facility network. First, online customers can respond signifi-
cantly to the change of logistics efficiency with the redesigned network, thereby rendering
the network optimized under the original demand distribution suboptimal. Second, because
online retailers have relatively small sales volumes and are very flexible in choosing facility
locations, the facility candidate set can be large, causing the facility location optimization
challenging to solve. To this end, we propose an iterative prediction-and-optimization strat-
egy for distribution network design. Specifically, we first develop an artificial neural net-
work (ANN) to predict customer demands, factoring in the logistic service quality given the
network and the city-level purchasing power based on demographic statistics. Then, a
mixed integer linear programming (MILP) model is formulated to choose facility locations
with minimum transportation, facility setup, and package processing costs. We further de-
velop an efficient two-stage heuristic for computing high-quality solutions to the MILP
model, featuring an agglomerative hierarchical clustering algorithm and an expectation and
maximization algorithm. Subsequently, the ANNdemand predictor and two-stage heuristic
are integrated for iterative network design. Finally, using a real-world data set, we validate
the demand prediction accuracy and demonstrate the mutual interdependence between the
demand and network design.
Summary of Contribution: We propose an iterative prediction-and-optimization strategyQ:5
for multilevel distribution network design for e-logisticsQ:6 and evaluate its operational value
for online retailers. We address the issue of the interplay between distribution network de-
sign and the demand distribution using an iterative framework. Further, combining the
idea in operational research and data mining, our paper provides an end-to-end solution
that can provide accurate predictions of online sales distribution, subsequently solving
large-scale optimization problems for distribution network design problems.
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1. IntroductionQ:8
The emergenceQ:9 of the

Q:10
online market offers a conve-

nient and efficient way for both customers and re-
tailers. Retailers, especially small and medium ones,
can display and sell products on online platforms
without setting up offline retail stores, thus avoiding
expensive store setup and operational costs. On the
other hand, customers can conveniently browse and

purchase products online without the hassle of visit-
ing retail stores in person. Upon receiving an order,
the retailer ships products directly from its warehouse
to the customer.

To attract more online customers, online retailers
have been focusing on optimizing the key factors that
may affect online purchasing behaviors, including
product quality, demographic factors, online shopping
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experience, and customer services (Bucko et al. 2018,
Singh and Rana 2018). Among those key factors, the
quality of logistics service is becoming increasingly im-
portant for online customers’ satisfaction, which in turn
significantly impacts their willingness to purchase from
a specific online retailer (Lin 2019, Cui et al. 2020). For
example, Taobao,1 the largest online shopping platform
in China, has specifically introduced a logistics service
score to evaluate online retailers (Yu et al. 2015). Under
such fierce competition, online retailers have been strik-
ing to shorten the shipping time (from the order valida-
tion until the order shipment) and delivery time (from
the order shipment until the order delivery). For exam-
ple, to attract more customers, Amazon has provided
the two-day Prime Delivery service (Zhu and Liu 2018)
and Taobao has provided one-day delivery service (Lin
2019). To meet such a high standard on the logistics
speed and service quality, online retailers need to im-
prove and optimize their distribution networks, particu-
larly the network structure and facility locations. Typi-
cally, the goal of designing/redesigning a distribution
network for e-logistics is to minimize the logistics costs
while maintaining an acceptably short lead time and
fast product delivery (Subramanian et al. 2014, Hübner
et al. 2015).

Several major challenges exist for optimizing the
distribution network for online retailers. First, it is es-
sential to determine the desired physical distribution
of online demand. Because online customers from dif-
ferent locations receive identical product information
from an online retailer, one of the key factors that sig-
nificantly affect online customer demand distribution
is the quality of logistics service (Cui et al. 2020).
However, the customer demand prediction, with the
consideration of logistics service and the effects of a
new distribution network, has not been investigated
in the literature. Second, the network design is a
large-scale optimization problem considering differ-
ent types of logistics costs and constraints (Melo et al.
2009). The traditional optimization techniques do not
scale very well when the number of nodes in the logis-
tics network increases (Ortiz-Astorquiza et al. 2018).
More importantly, the demand distribution for online
retailers is more sensitive to the distribution network
compared with their brick-and-mortar counterparts
(Cui et al. 2020). Specifically, the brick-and-mortar
stores can maintain a relatively stable customer de-
mand to the stores as long as they retain sufficient in-
ventory levels, regardless of the logistics behind these
products. But the demand for online retailers re-
sponds more significantly to the logistics service qual-
ity, which is dependent on their distribution network.
Therefore, as we optimize the location of facilities
based on the demand predicted for the current
distribution network, the retailers may observe a sub-
stantially modified demand distribution, which in

turn renders the location of facilities suboptimal. In
other words, the demand distribution and the location
of facilities for online retailers interact more closely
with each other, making the distribution network
optimization more iterative and challenging.

A number of recent research have studied customer
demand prediction and distribution network optimi-
zation for online retailers separately. Most studies fo-
cus on improving online customer satisfaction and are
based on the correctness and attractiveness of online
product descriptions, online retailer reputation, cus-
tomer service quality, and postsales customer evalua-
tion (Bucko et al. 2018). However, the effect of the
logistic services, affected by shipping time, delivery
time, and logistics reliability, has not been paid special
attention to. A two-level supplier-distribution net-
work was recently designed to provide a faster deliv-
ery service with a lower logistics cost and higher
warehouse turnover (Chen et al. 2017). In addition,
the multilevel distribution network for the product re-
plenishment and transshipment for physical retailers
has been studied (Ortiz-Astorquiza et al. 2018). None-
theless, for the real-world e-logistics, the impact of the
distribution network on influencing its logistics ser-
vice and the online demand distribution, which in
turn affects the optimality of the resulting network,
has not been investigated in detail.

To address the aforementioned challenges, in this
paper, we propose an iterative optimization frame-
work for a multilevel distribution network by leverag-
ing online sales data, logistics data, and multilevel fa-
cility location data. Specifically, we first explore the
sensitivity of retailer logistics service to the nation-
wide customer demand distribution by developing an
artificial neural network (ANN) demand predictor.
Then, we design a multilevel distribution network
consisting of a set of primary facilities and secondary
facilities. The primary facilities are interconnected
with transshipment to ensure a balanced inventory
distribution and fast replenishment for the secondary
facilities. The transshipment between the primary fa-
cilities is necessary to respond to immediate needs
from customers and hedge the uncertainty in demand
prediction. The secondary facilities are designed for
last-mile logistics, aiming to minimize the delivery
distance to the regional customers. Then, a mixed inte-
ger linear programming (MILP) model is formulated
to select the optimal primary and secondary facilities
from a large set of facility candidates. We mention
that the computational challenge of applying this
MILP model stems from not only the interconnected
structure of the network (see Section 3.1 for more de-
tails) but also the very large size of facility candidates.
Specifically, unlike traditional retailers whose hub
choices are typically restricted by their store locations
and long-term strategies, the online retailers are more
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flexible and agile in adjusting their network structure
and can rent a facility in any location with a reasonable
fee and convenient shipping. Therefore, the facility can-
didates for online retailers have less restrictions and the
pool size can be in thousands or larger. For example,
our motivating case of a small online retailer had 1,367
facility candidates (see Section 3.1 for more details).
Cainiao Network,2 one of the largest e-logistics provider
with a one-day delivery service, has more than 40,000
facility locations. In addition, considering the mutual in-
terdependence between demand distribution and distri-
bution network structure, we integrate the ANN predic-
tor and our network optimization model to optimize
the multilevel distribution network iteratively. Finally,
we explore a set of real-world sales and logistics data
from a leading Chinese online cosmetics retailer to
validate the effectiveness and efficiency of our proposed
methods.

The remainder of this paper is organized as follows.
Section 2 summarizes the related literature. In Section 3,
we formulate the problem of demand distribution pre-
diction and multilevel distribution network optimiza-
tion. Section 4 presents the demand prediction frame-
work, and Section 5 provides the distribution network
optimization model. Experimental setup and model
performance are reported in Section 6. Finally, Section 7
concludes the paper and discusses the limitations. The
research data are provided in the online supplement.

2. Related Work
In this section, we will review the related literature,
specifically, in (1) demand forecasting for online prod-
ucts, (2) e-logistics for online retailers, and (3) facility
location problems. By comparing with the existing lit-
erature, we will summarize our main contributions.

2.1. Online Sales Prediction
A group of researchers has worked on the online de-
mand influential factors discovery. For example,
Bucko et al. (2018) evaluated the importance of price,
payment method, delivery time, product reviews, and
product descriptions on online purchasing behavior.
Panagiotelis et al. (2014) explored the nonlinear rela-
tionship between the online sales and online
browsing-related factors, including website visiting
duration and page reviews. Ferreira et al. (2015) im-
plemented machine learning techniques to leverage
the price of competing products for new products’ de-
mand forecasting in an online environment. Chong
et al. (2017) proposed a neural network to examine the
online reviews’ interplay effects, online promotional
strategies, and online sentiments on online sales de-
mand. They further demonstrated that the neural net-
work was efficient in integrating multiple factors to fa-
cilitate demand prediction in an online environment.

Recently, the macroeconomic indicators were lever-
aged for online sales foresting (Zhang et al. 2020).
However, most research mentioned above focuses on
the short-term or long-term demand prediction for a
single product. The distribution of online demand
and the effects of logistics services have not been
examined.

2.2. E-Logistics Service for Online Retailers
The logistics service satisfaction with fast delivery and
high physical distribution quality has been discovered
to be one of the key factors on customers’ purchase sat-
isfaction (Rao et al. 2011, Song et al. 2016). Fernie and
Sparks (2018) summarized that the trade-off between
the distribution cost and order fulfillment has been one
of the most challenging objectives for online retailers.
Speranza (2018) discussed that it was essential to con-
sider the demand forecasting to improve logistics serv-
ices, especially for the emerging e-commerce with
variable demand over time. Lu et al. (2020) pointed out
that many e-retailing companies are establishing their
own distribution networks to improve customers’ satis-
faction. Recently, the emergence of multisource big data
enables a new paradigm for enhancing logistics services
(Wang et al. 2016). However, despite the promising
prospect of applying the big data analysis to enhance
the e-commerce logistics and boost the development of
e-commerce (Yu et al. 2017), there are few quantitative
analyses on the interactions between the logistics ser-
vice quality and demand forecasting based on big data,
which could be used to improve the accuracy of online
demand forecasting.

2.3. Multilevel Facility Location Problem
The facility location has been playing a critical role in
the strategic design of supply chain networks (Melo
et al. 2009, Subramanian et al. 2014). A recent survey
conducted in Ortiz-Astorquiza et al. (2018) discussed
the multilevel facility location problem as a rapidly
emerging research area, which is a result of the devel-
opment of production-distribution systems and tele-
communication network design. As low inventory costs
and high order fulfillment rates are critical to e-logistics,
most recent research addressed the importance of last-
mile delivery of online orders (Hübner et al. 2016, Lim
et al. 2018, Rohmer and Gendron 2020). Chen et al.
(2017) designed a two-level supplier-distribution net-
work for online retailers with the consideration of phys-
ical distribution of customer demand. Zetina et al.
(2019b) proposed a multicommodity network design
framework by explicitly considering demand elasticity
with respect to routing cost. Ponce et al. (2020) consid-
ered a third-party e-logistics service provider to ensure
its online sales distribution at various supply chain
levels. To tackle the computational issue in multilevel
facility location problems, a Lagrangian heuristic was
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developed featuring a mixed integer programming-
based large neighborhood search (Gendron et al. 2016).
Benders reformulations for uncapacitated network de-
sign problems were studied by enhancing standard de-
composition algorithms with the use of variant optimal-
ity cuts and the execution of heuristic procedures
(Contreras et al. 2011, Fischetti et al. 2017, Ortiz-
Astorquiza et al. 2019, Zetina et al. 2019a). The cluster-
ing algorithms, which have been proven to scale very
well with the size of instances (Xu and Tian 2015), have
provided alternative heuristics for solving the optimiza-
tion problems (Liu et al. 2016). We investigate the
potential of solving facility location optimization prob-
lems using clustering-based heuristic solutions. Our
work also focuses on the design of a multilevel distribu-
tion network structure for e-logistics; but, to the best
of our knowledge, our focal issue—the interplay
between distribution network design and the demand
distribution—has not been considered in the literature.

2.4. Main Contributions
This paper contributes to the literature in the following
aspects. We propose an iterative prediction-and-
optimization strategy for the distribution network design,
with the consideration of mutual interdependence be-
tween demand distribution and distribution network
structures. Specifically, we develop an artificial neural net-
work to predict customer demands, factoring in the logis-
tic service quality and the purchasing power–related de-
mographic statistics. The predictor is further implemented
as an influential factor sensitivity analyzer and a demand
distribution simulator, which are used in the logistics ser-
vice sensitivity analysis and iterative distribution network
optimization process, respectively.

Moreover, an MILP model is formulated to opti-
mize facility locations in a two-level distribution net-
work with minimum transportation, facility setup,
and package processing costs. Although the MILP in-
stances with small to medium sizes can be solved us-
ing a commercial MILP solver, large-size instances
cannot be solved effectively within a reasonable
amount of time for business decision makers. To this
end, we develop an efficient two-stage heuristic for
solving the facility location problem. The heuristic in-
cludes an agglomerative hierarchical clustering algo-
rithm for optimizing the secondary facility locations
and an expectation and maximization (E&M) algo-
rithm for optimizing the primary facility locations.
Motivated by a real-life distribution network design
case study, we conduct numerical studies using real-
world data provided by a leading online retailer for
cosmetic products on Taobao, the largest e-commerce
platform in China. Experiments show that the optimi-
zation of the distribution network can boost demand,
which is further considered for network redesign to
reach the optimality of facility locations. Further, the

optimal number of primary and secondary facilities
and the corresponding distribution network structure
are selected using the iterative prediction-and-
optimization strategy. This optimization strategy pro-
vides an alternative data-driven iterative approach to
the traditional “one-off” optimization for facility loca-
tion problems.

3. Problem Statement
In this section, we first define some preliminaries to
be used throughout the rest of the paper and then in-
troduce the problem of multilevel distribution net-
work design considering its influence on demand.

3.1. Problem Description
This research is motivated by a real-life distribution
network redesign case from a leading online cosmetic
product retailer in China, Xiaoye.3 To illustrate the scale
of this motivating example, Figure 1 presents the cur-
rent demand distribution of Xiaoye, along with its exist-
ing centralized facility network. In Figure 1, each red
dot represents a city, with its size representing the an-
nual number of packages delivered. The nationwide
sales distributions are aggregated into 371 major cities.
It is seen that the western China area, with a longer
shipping distance, contributed less than 10% of the
company’s total sales volume. On the other hand, the
eastern mega city cluster around the Yangtze River Del-
ta area, with next-day delivery service available, con-
tributed more than 32% of its total sales volume. The
current centralized facility network is not efficient, and
the demand is low in the areas with long delivery dis-
tance and less competitive logistics services. The com-
pany’s request was to rebuild the centralized facility
network into an interconnected multilevel network (to
be defined next), so as to enhance the logistics competi-
tiveness and to increase the overall demand. Specifi-
cally, a set of 1,367 facility candidates nationwide
(represented by the blue squares in Figure 1) are avail-
able to be set up as primary or secondary facilities. Note
that there is only one supplier considered in this particu-
lar case, but the model and algorithms developed in this
paper are generalized to support multiple suppliers.

Definition 1 (Multilevel Facility Network). A multilevel
facility network consists of two layers: a primary-
facility layer and a secondary-facility layer. The
primary facilities collect products directly from sup-
pliers whose locations are given. Transshipment
between primary facilities is allowed to ensure a bal-
anced inventory distribution and to provide fast re-
plenishment for secondary facilities. Each secondary
facility is designed to be located near a group of cus-
tomers for last-mile delivery, which is key to the one-
day or two-day delivery service.
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Different from the traditional centralized or decen-
tralized network, which is built for traditional retailers
or logistics service providers (Duan and Liao 2013),
the multilevel facility network for online retailers
requires a nonnegligible amount of transshipment be-
tween primary facilities to ensure a balanced invento-
ry distribution and to meet the urgent needs of the
secondary facilities (see Figure 2), as requests sent to sup-
pliers are responded to with a longer lead time. We
should mention that the transshipment is an operational-
level decision used to compensate insufficient inventory
at secondary facilities, which is not the same level of de-
cision making as the distribution network design. In this
paper, we approximate the incoming transshipment
amount to each primary facility as a proportion to the to-
tal shipment amount from this primary facility to all the
secondary facilities that it serves. It can be considered as
a way to deal with the uncertainty in demand at the cus-
tomer level. The more demand a primary facility serves,
the more inventory shortage it may observe and the
more incoming transshipment required to meet the
urgent demand.

Next, we introduce three different units of logistics
cost (per package per mile): CS for supplier-primary
facility transportation, CP for shipping from primary
facilities, and CK for customer delivery. Usually
CK > CP > CS, because the transportation cost is dis-
counted for large-volume shipping, whereas the ex-
press service for customer door delivery is the most
expensive. For example, according to the charge rate
of the express and heavy freight service of the leading

express companies in China,4 CK ! $12 per 1,000 pack-
ages per mile, CP ! 0:2CK, and CS ! 0:05CK.

In addition to the transportation costs, the multile-
vel distribution network also incurs fixed setup costs
and variable package processing costs (Boysen et al.
2019). Facility rental and package processing costs
may vary among different retailers for different types
of products. Because this paper considers a single-
commodity problem, the fixed rental cost and unit
package processing cost only vary per facility type
(because of the difference in volume). Particularly, for
the online cosmetic product retailer considered in the
motivating example above, millions of packages are
delivered every year. According to the standard
warehousing and packaging service and individual-
ized distribution processing service provided by SF

Figure 1. (Color online) Customer Demand Distribution (Dots) andQ:22 Candidate Facility Locations (Squares)

Figure 2. (Color online) A Sketch of Different Distribution
Networks
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Express, a primary facility will incur a rental cost of
$250,000 per year and a $35 packaging fee per 1,000
packages and a secondary facility will incur a rental
cost of $25,000 per year and a $140 package processing
fee per 1,000 packages. The full set of facility candi-
date locations and demand distribution are provided
in the online supplement.

In order to evaluate customers’ satisfaction, Taobao
introduced three major postservice evaluation scores:
the logistics service quality score, the product descrip-
tion score, and the postpurchase service quality score.
In this paper, we focus on the logistics service quality
score and its impact on customer demand. Specifi-
cally, we extract and define three logistics service-
related factors that could contribute to the online cus-
tomer demand and provide a formal definition as
follows.

Definition 2 (Logistics Service Quality).
The logistics service quality is affected by three fac-

tors: (1) shipping time: the average duration between
the time an order is placed and the time the product is
shipped; (2) delivery time: the average duration be-
tween the time a product is shipped and delivered;
and (3) damaged product ratio: the proportion of dam-
aged products due to improper shipping among all
shipped products.

3.2. Iterative Prediction and Optimization
With Definitions 1 and 2, we subsequently define the
multilevel distribution network optimization problem
with the consideration of mutual interdependence be-
tween customer demand and facility network struc-
ture. To this end, we define two technical components:
(1) demand distribution prediction and (2) facility
location optimization.Q:11

• Demand distribution prediction: Given a set of custom-
ers K with their mailing addresses, historical demand, lo-
gistics service quality–related factors (see Definition 2),
and the purchasing power–related demographic statistics
at the city level, we develop an ANN predictor to predict
the annual customer demand (number of packages deliv-
ered to the customers) in different cities. Note that the de-
manddistribution needs to be re-estimated if the shipment
and delivery time are changed because of the setup of a
multilevel distribution network.

• Facility location optimization:Given a set of suppliers
(S), customer demand distribution ({di|i ∈ K}), and can-
didates for primary and secondary facilities (VP and
VQ, respectively), the facility location optimization
problem is formulated to select a set of primary facili-
ties and secondary facilities and package transition
paths from suppliers to customers that minimize the to-
tal logistics cost in the multilevel facility network de-
fined in Definition 1. We further develop an efficient
two-stage heuristic to solve the large-scale instances of

this problem, where an agglomerative hierarchical
clustering algorithm (Algorithm 1) determines the sec-
ondary facility locations and an E&M algorithm
(Algorithm 2) determines the primary facility locations.

A notable contribution of this paper is the consider-
ation of the mutual interdependence between demand
distribution and the distribution network structure.
To this end, we propose an iterative process to com-
bine the ANN predictor and the facility location opti-
mizer, until the predicted demand and the optimized
facility locations converge. The design workflow is
presented in Figure 3. Specifically, we first leverage
the historical sales transaction data, logistics log files,
and demographics statistics to train the ANN model
(see Section 4) for demand prediction. Next, given the
current distribution network, the ANN model pre-
dicts the demand, which serves as an input to the dis-
tribution network optimizer. The two-stage facility lo-
cation optimization heuristic (see Section 5.2) is run to
optimize the distribution network efficiently. Then,
based on the optimized distribution network, the de-
livery time and the logistics service quality are recom-
puted, which are fed into the ANNmodel to repredict
the demand distribution. After that, a new iteration of
facility location optimization will be conducted. Such
an iterative predict-and-optimize process continues
until the demand distribution and the facility network
no longer change between successive iterations.

We further mention that the retailer typically prede-
termines some parameters for the distribution net-
work, such as the numbers of primary and secondary
facilities to be set up. Because the two-stage heuristic
can optimize the network design with a relatively
short amount of time, it enables the retailer to also
experiment with different setup parameters by com-
paring the total profit obtained. We will demonstrate
one such scenario in our numerical experiments in
Section 6.

4. Demand Distribution Prediction
Recalling that the customers at different locations
have identical product descriptions, product evalua-
tion, and convenience level when shopping online, we
focus on the effects of demographic factors and logis-
tics service quality on the annual customer demand
prediction. Specifically, for each customer destination,
we first extract the population, average wage, employ-
ment rate at the city level, and calculate the average
shipping time, delivery time, damaged product ratio
as the online consumption demand features. Then, we
construct an artificial neural network (Hassoun et al.
1995), a generalized nonlinear prediction model in-
spired by the study of human brain recognition sys-
tem, to leverage the features from different domains.
Because of its superiority in learning and modeling

Liu et al.: Iterative E-Logistics Distribution Network Design
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nonlinear and complex relationships, ANN has been
deployed in various disciplines (Abiodun et al. 2018).
In our study, ANN can provide a high accuracy on de-
mand prediction as well as a sensitivity analysis,
which can help discover the nonlinear relationship be-
tween logistics service and demand. More details on
prediction accuracy will be discussed in our numerical
analysis in Section 6.

Figure 4 represents the architecture of our proposed
ANN, including n feature inputs, M – 1 hidden layers,
Sk nodes in the kth hidden layer, and one layer to out-
put the predicted demand. We summarize the details
of the ANNmodel as follows:

4.1. Input Layer
The input layer incorporates the following data:

• Logistics service quality–related features: shipping
time, delivery time, and damaged product ratio for
each city given the current distribution network

• Purchasing power–related demographic factors:
population, average wage, and employment rate for
each city

The feature vector is normalized in order to prevent
the simulated neurons from being driven too far into
saturation.

4.2. Hidden Layer
The input of unit s in hidden layer k is the linear com-
bination of the outputs αk−1 of units in layer k – 1, as
shown in Equation (1):

βk(s) !
∑Sk−1

l!1
ωk

lsα
k−1(l) + bks , ∀1 ≤ s ≤ Sk, 1 ≤ k ≤M− 1,

(1)

where α0 is the model inputs, ωk
ls is the weight from

unit l of layer k – 1 to unit s of layer k, and bks is the
bias of unit s in layer k.

A sigmoid activation function is used to map the in-
put of a neuron to its output. This function is especial-
ly advantageous to minimize the computation capaci-
ty for training, which is widely used in neural
networks (Karlik and Olgac 2011).

αk(s) ! 1
1 + e−βk

, ∀1 ≤ s ≤ Sk, 1 ≤ k ≤ M − 1 (2)

4.3. Output Layer
The output layer is a linear layer for the regression
problem (Goodfellow et al. 2016 Q:12, p. 178). Note that the
final output at M-th layer, αM, is the predicted annual
demand at the city level.

Figure 3. (Color online) Workflow of Iterative Distribution Network Design
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4.4. Training Algorithm
The ANN training process aims to build the complex
nonlinear relationships between the features and the
demand by minimizing the mean squared prediction
error. We implement the Levenberg-Marquardt algo-
rithm (Ranganathan 2004), which has been proven to
be one of the fastest training algorithms for ANNwith
a sum of the squared errors objective (Yu and Wila-
mowski 2011, Mukherjee and Routroy 2012). More-
over, a validation set is used to avoid overfitting dur-
ing the training process. The model training,
validation, and implementation were conducted using
Tensorflow 2.0 under the open source Apache 2.0 li-
censed by Google (Abadi et al. 2016).

In summary, the ANN predictor builds a nonlinear re-
lationship between the inputs and the output, in the form
of αM ! ANN(f1, f2, : : : , fn), where αM is the demand to be
predicted and f1, f2, : : : , fn are the logistics service
quality–related features and purchasing power–related
demographic factors at the city level. Each training sample
contains the known historical demand at a single city as
well as those inputs for the same city, where the logistics
service quality–related features depend on the city loca-
tion and the current distribution network.

For the data that we used for model training and
validation, the ANN with two hidden layers (M ! 3),
each of which has 16 neurons (Sk ! 16 for 1 ≤ k ≤ 2),
achieved the highest prediction accuracy and was se-
lected for implementation.

5. Multilevel Facility Location
Optimization

In this section, we first formulate a mixed integer linear
programming model for the multilevel facility location
optimization problem and then propose a two-stage hier-
archical optimization algorithm for solving the problem.

5.1. MILP Model
The objective of the facility location optimization
problem is to minimize the total logistics cost, includ-
ing the shipping cost, facility setup cost, and package
processing cost. The sets, parameters, and decision
variables are defined in Table 1.

Accordingly, we formulate theMILPmodel as follows:

min
∑

s∈S

∑

i∈VP

CSδsixsi+
∑

i∈VP

∑

j∈VQ

CPδijyij+
∑

i∈VP

∑

i′∈VP\{i}
CPδii′τii′

+
∑

j∈VQ

∑

k∈K
CKδjkzjk+

∑

i∈VP

ηPi gi+
∑

j∈VQ

ηQj gj

+
∑

i∈VP

γP
i

∑

j∈VQ

yij+
∑

i′∈VP\{i}
τii′

( )
+
∑

j∈VQ

γQ
j

∑

k∈K
zjk, (3)

s:t:
∑

i∈VP

gi! rP, (4)

∑

j∈VQ

gj! rQ, (5)

∑

s∈S
xsi≤

∑

k∈K
dkgi, ∀ i∈VP, (6)

∑

j∈VQ

yij≤
∑

k∈K
dkgi, ∀ i∈VP, (7)

∑

i∈VP

yij≤
∑

k∈K
dkgj, ∀ j∈VQ, (8)

∑

k∈K
zjk≤

∑

k∈K
dkgj, ∀ j∈VQ, (9)

∑

i′∈VP\{i}
τii′ ≤

∑

k∈K
dkgi, ∀ i∈VP, (10)

∑

i∈VP\{i′}
τii′ ≤

∑

k∈K
dkgi′ , ∀ i′ ∈VP, (11)

∑

s∈S
xsi+

∑

i′∈VP\{i}
τi′i!

∑

j∈VQ

yij+
∑

i′∈VP\{i}
τii′ ∀ i∈VP, (12)

∑

i∈VP

yij!
∑

k∈K
zjk, ∀ j∈VQ, (13)

Figure 4. (Color online) Architecture of Artificial Neural Network
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∑

i′∈VP\{i}
τi′i!ℓ

∑

j∈VQ

yij, ∀ i∈VP, (14)

∑

j∈VQ

zjk!dk, k∈K: (15)

The objective (3) is to minimize the total cost of the
multilevel facility network, including the supplier to
primary facility transportation cost, primary to sec-
ondary facility transportation cost, primary facility
transshipment cost, facility setup cost, and package
processing cost. Constraints (4) and (5) define the total
number of facilities to be selected. Constraints (6)–(11)
are the logic constraints indicating that if a facility is
not selected, no packages will be transited through it.
Constraints (12) and (13) are the package flow conser-
vation constraints. Constraint (14) specifies that a
proportion of the total downstream demand for a pri-
mary facility comes from the transshipment from
other primary facilities because of the urgency of the
requests (see Definition 1 and the paragraph that fol-
lows forQ:13 the detailed explanation of transshipment).
Constraint (15) indicates that the customer demand is
strictly satisfied. Note that the facility location optimi-
zation problem is formulated with multiple suppliers.
In practice, for online retailers with relatively small
annual demand, it is common to have one single sup-
plier for volume discount, which is the case for the
real-world case study tested in Section 6.

The small- and medium-size instances of the
above MILP model can be solved directly using com-
mercial MILP solvers. In our implementation, we use
the Gurobi MILP solver that is one of the industry

standards in terms of computational speed and solu-
tion quality. However, as mentioned in Section 1, the
size of the model can become very large because of the
flexibility of online retailers in choosing facility candi-
dates, rendering the model intractable using Gurobi
for large-scale instances (e.g., it could take more than
one week to solve a sample case with |VP | ! 100 and
|VQ | ! 1, 000; see Section 6 for detailed examples). In
addition, the mutual interdependence between the
predicted demand and the distribution network re-
quires the facility location optimization problem to be
solved iteratively, calling for a much more efficient so-
lution method. We also implemented Lagrangian relax-
ation (Fisher 2004, Gendron et al. 2016) and Benders
decomposition (Contreras et al. 2011), two classic math-
ematical programming techniques for facility location
problems. Both methods were implemented in their ge-
neric forms without problem-specific heuristics and
had extremely slow convergence and worse perfor-
mance compared with Gurobi. Therefore, by observing
the properties of the practical problem under study, we
next develop a two-stage heuristic to solve the large-
scale instances of the problem and compare its perfor-
mance to the Gurobi MILP solver as the benchmark.

5.2. Two-stage Facility Location
Optimization Heuristic

In this section, we develop a heuristic to improve the
computational efficiency in solving the facility location
problem under study. The heuristic has two stages: (1)
an agglomerative hierarchical clustering algorithm for
optimizing the secondary facility locations and (2) a

Table 1. Table of NotationsQ:23

Sets

VP Set of primary facility candidates
VQ Set of secondary facility candidates
K Set of customers
S Set of suppliers
E Set of edges connecting two nodes in the facility network

Parameters

dk k ∈K Demand of the kth customer
δij (i, j) ∈ E Traveling distance between node i and node j in the facility network
ηPi ,η

Q
j i ∈ VP, j ∈ VQ Fixed annual rental cost for primary facility i and secondary facility j, respectively

γP
i ,γ

Q
j i ∈ VP, j ∈ VQ Unit package processing cost at primary facility i and secondary facility j, respectively

ℓ Transshipment amount in proportion of total downstream package number
rP Number of primary facilities to setup
rQ Number of secondary facilities to setup
CS Unit transportation cost (per package per mile) initiated from a supplier
CP Unit transportation cost (per package per mile) initiated from a primary facility
CK Unit delivery cost (per package per mile) to a customer

Variables

xsi ∈ R≥0 s ∈ S, i ∈ VP Number of packages transited from supplier s to primary facility i
yij ∈ R≥0 i ∈ VP, j ∈ VQ Number of packages transited from primary facility i to secondary facility j
zjk ∈ R≥0 j ∈ VQ,k ∈K Number of packages delivered from secondary facility j to customer k
τii′ ∈ R≥0 i ∈ VP, ∀ i′ ∈ VP\{i} Number of packages transshipped from primary facility i to i′

gi ∈ {0, 1} i ∈ VP⋃VQ Binary variable gi equals 1 if facility i is selected and 0 otherwise
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distance-weighted expectation and maximization algo-
rithm for optimizing the primary facility locations.

The heuristic scales very well with the size of the
problem because (1) the clustering-based algorithm in
the first stage has been widely used in data mining
problems to group instances with similar patterns and
can handle large sets of data efficiently and (2) the
E&M algorithm in the second stage operates in a con-
tinuous coordinate space to speed up the search for
the optimal primary facility locations. We next intro-
duce the two algorithms in sequence to solve the dis-
tribution network redesign problem described in
Section 3.1. Note that the real-life e-logistics design
problem studied in this paper has identical facility set-
up costs and unit packaging processing costs, so the
objective function (3) can be simplified by adding up
the last four terms to constants.

5.2.1. Optimizing Secondary Facility Locations. The
secondary facilities are built for fast delivery services
and thus should be selected near the center of a group
of customers. The basic idea of the clustering-based
heuristic is that customers with large demands and
close geographical locations are more likely to be in
the same group of customers served by the same sec-
ondary facility.

We first define a similarity measure to quantify
how likely two customers belong to the same group
served by the same secondary facility. Specifically,
given two customers i and j with demands (di and dj)
and location coordinates (w→i and w→j), the similarity
measure is defined as follows:

S(i, j) ! (di + dj)
2

exp −
‖w→i −w→j‖2

σ2

( )

,

∀i ∈K, ∀j ∈K \ i{ },
(16)

where σ is the standard deviation of intercustomer
distance within a state/province. For example, we
set σ ! 100 miles for the real-world case study in Sec-
tion 6. From Equation (16), the similarity measure in-
creases when the demands become larger and two
locations become closer. The similarity decreases sig-
nificantly as the distance between two customers be-
comes greater than σ, and thus these two customers
are less likely to be served by the same secondary fa-
cility regardless of their demand volume.

Next, we describe the clustering-based heuristic in
determining secondary facility locations in Algorithm 1.
First, we calculate a similarity matrix S whose ele-
ments are computed by (16) (step 1–2 in Algorithm 1).
Then, targeting on the fourth term in the objective (3)
of minimizing the delivery cost from secondary facili-
ties to customers, two customers with the highest
similarity are identified and merged into one (steps
3–6), which replaces the two identified customers

(steps 7–9). The aforementioned process will iterate
until the number of selected secondary facilities
reaches the specified number, that is, | NQ | ! rQ. The
set of centers WQ ! {w→i|i ∈NQ} indicates the locations
of selected secondary facilities, and the set of demand
DQ ! {di|i ∈NQ} indicates the total number of down-
stream packages sent from the secondary facilities. Fi-
nally, each coordinate in WQ is mapped to its closest
location in set VQ for the final location choice.

Algorithm 1 Agglomerative Hierarchical Clustering
(W,D, rQ)

Input:
W ! {w→k|k ∈K}: a set of customer coordinates;
D ! {dk|k ∈K}: a set of customer demands;
rQ (≤ | K | ): target number of secondary facilities
Output:
V̂

Q ⊆ VQ: a set of selected secondary facilities where

|V̂Q| ! rQ

Initialization:NQ !K, WQ !W, DQ !D, V̂
Q ! ∅

While | NQ | > rQ:
1: Calculate (update) the similarity matrix S using

Equation (16):
2: Sij ! S(i, j), ∀ i ∈NQ, j ∈NQ\{i}
3: Identify and merge two nodes with the maximum

similarity:
4: Find (i∗, j∗) ! arg max(i,j){Sij : i ∈NQ, j ∈NQ, i < j}
5: w→new ! di∗→wi∗+dj∗→wj∗

di∗+dj∗
6: dnew ! di∗ + dj∗
7: Replace the two nodes with the merged node:
8: N

Q ←N
Q\{i∗, j∗},WQ ←WQ\{→wi∗ ,→wj∗},DQ ←DQ\

{di∗ ,dj∗}
9: WQ ←WQ⋃{w→new}, DQ ←DQ⋃{dnew}
Mapping: For each coordinate w→ ∈WQ, find its

closet location v ∈ VQ\V̂Q
and set V̂

Q ← V̂
Q⋃{v} .

To illustrate the output of Algorithm 1, Figure 5
presents the optimal secondary facility locations using
the demand data shown in Figure 1. Specifically, we
implemented Algorithm 1 for two cases with rQ ! 200
and rQ ! 50. It can be seen from Figure 5 that the
agglomerative hierarchical clustering algorithm can
aggregate the customers into a localized, small-
ranged secondary facility network, where each se-
lected secondary facility will be located in the cen-
ter of a group of closely located customers with
high demand. In general, a smaller secondary facili-
ty network results in a larger delivery service area,
a higher number of delivery requests, and a longer
delivery time.

5.2.2. Optimizing Primary Facility Locations. Given
the secondary facility locations, we propose an expec-
tation and maximization algorithm to optimize the
primary facility locations. The E&M algorithm is an
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iterative optimization method to estimate unknown
parameters (Do and Batzoglou 2008). Because the
proof of the E&M method’s convergence has been es-
tablished (Wu 1983), the algorithm and its variants
have been widely deployed in machine learning
(Zhang and Suganthan 2016), psychometrics (Bohl-
meijer et al. 2011), medical image reconstruction (Ma-
sood et al. 2015), and structural engineering (Mataraz-
zo and Pakzad 2016). However, the E&M algorithm
has not been fully investigated for facility location
problems. Here, we develop an E&M algorithm with
closed-form expressions for its E-step and M-step, so

as to efficiently optimize the primary facility locations
and the resulting network flows.

In a nutshell, starting from an initial set of primary fa-
cility locations, the E-step searches for the optimal path
from suppliers to the secondary facilities identified by
Algorithm 1 and then the M-step reoptimizes the loca-
tions of the primary facilities on a continuous coordi-
nate space such that the total cost related to the primary
facilities in objective (3) is minimized. This process iter-
ates until convergence where the locations of primary
facilities do not change between successive iterations.

To illustrate, Figure 6 provides a simple example
showing the iterative process of the E&M algorithm,

Figure 5. (Color online) Distribution of Selected Secondary Facility Locations

Note. (a) rQ ! 200; and (b) rQ ! 50.

Figure 6. (Color online) Illustrative Example of the Iterative Process of the E&MAlgorithm

Note. (a) Initialization, (b) E-step of iteration 1, (c) M-step of iteration 1, (d) E-step of iteration 2, and (e) M-step of iteration 2.
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where the goal is to decide whereQ:14 to locate the prima-
ry facilities and which supplier and secondary facili-
ties are assigned to each primary facility. Recall that
the locations of suppliers are fixed, and the locations
of secondary facilities have been determined by
Algorithm 1. In Figure 6(a), a set of initial primary fa-
cility locations are randomly selected from the set VP.
We denote the set of selected primary facilities by N P,
where | N P | ! rP. Figure 6, (b) andQ:15 (c) show the first
iteration of the algorithm, where the E-step in
Figure 6(b) decides the optimal paths from suppliers
to secondary facilities that minimize the total trans-
portation costs and the M-step in Figure 6(c) reopti-
mizes the locations of the primary facilities given the
paths decided in the E-step. Then, this process is re-
peated in Figure 6, (d) and (e), where the E-step in
Figure 6(d) reoptimizes the optimal paths given the
primary facilities obtained in Figure 6(c) and the
M-step in Figure 6(e) reoptimizes the locations of the
primary facilities given the new paths. This process
will repeat until the primary facilities and paths stabi-
lize. We now proceed to explain in detail how the
E-step and M-step work.

In the E-step, given the predetermined primary fa-
cilities N P, we search for the optimal paths from the
suppliers to the secondary facilities, such that the sum
of the first two terms in objective (3) is minimized. Be-
cause the set of secondary facilities NQ and their
downstream customers have been determined in
Algorithm 1, the demand at each secondary facility is
known. Therefore, given a secondary facility j ∈NQ,
minimizing the total transportation cost from suppliers
to primary facilities and from primary facilities to j is es-
sential to find the shortest path from a supplier to j going
through one of the primary facilities. That is, for each
j ∈N P, we can construct a shortest path problem, where
the set of nodes is Vj ! S

⋃
N P⋃{j}, the set of edges is

Ej ! S ×N P⋃N P × { j}, and the weight on each edge is

fsi ! CS‖w→s −w→i‖ for s ∈ S, i ∈N P and fij ! CP‖w→i −w→j‖
for i ∈N P. Thus, the optimal path is decided by solving
the following shortest path problem:

(s∗j ∈ S, i∗j ∈N P)← SP(Vj,Ej, f ), ∀j ∈NQ,

where s∗j and i∗j represent the optimal supplier and pri-
mary facility to serve the secondary facility j with the
minimal transportation cost. Each shortest path prob-
lem SP(Vj,Ej, f ) can be solved independently and par-
allelly using an efficient Dijkstra’s algorithm (Rardin
and Rardin 1998, p. 440). Once the path is determined,
we can subsequently calculate the flow on each edge,
denoted by {x̂si|s ∈ S, i ∈N P}, {τ̂ii′ |i ∈N P, i′ ∈N P\{i}},
and {ŷij|i ∈N P, j ∈NQ}. Note that the transshipment

into primary facility i comes from its closely Q:16neighbor
i′, and τ̂i′i ! ℓ

∑
j∈NQ ŷij as specified in Equation (14).

In the M-step, given the predetermined transportation
paths and flow {x̂si}, {τ̂ii′}, {ŷij}, we reoptimize the pri-
mary facility coordinates {w→i |i ∈N P}, such that the sum
of the first three terms in objective (3) is minimized. For a
simpler derivation, we approximate the δ parameter be-
tween two nodes in objective (3) with the square of their
Euclidean distance and rewrite the objective as follows:

min
{w→i |i∈N

P}
G!

∑

s∈S

∑

i∈N P

CSx̂si‖w→i−w→s‖2+
∑

i∈N P

∑

i′∈N P\{i}
CPτ̂ii′ ‖w→i−→wi′ ‖2

+
∑

i∈N P

∑

j∈NQ

CPŷij‖w
→
i−w→j‖2: (17)

The following proposition provides a closed-form ex-
pression for calculating the optimal primary facility
locations {w→i |i ∈N P} that minimize function G.

Proposition 1. Given the flows in the network,
{x̂si|s ∈ S, i ∈N P}, {τ̂ii′ |i ∈N P, i′ ∈N P\{i}}, and {ŷij|i ∈
N P, j ∈NQ}, the coordinates of primary facilities {w→i !
(µi,νi) |i ∈N P} that minimize the total transportation cost
G in Equation (17) are given by

µi !
∑

u∈N P

T−1[ ]iuAu, νi !
∑

u∈N P

T−1[ ]iuBu, ∀i ∈N P,

(18)

where T is an invertible (rP × rP)-matrix with its element
specified by

Tiu!
CS

∑

s∈S
x̂si+CP

∑

i′∈N P\{i}
(τ̂ii′+τ̂i′i)+CP

∑

j∈NQ

ŷij ifu!i

−CP(τ̂iu+τ̂ui) ifu≠i
, ∀i,u∈N P




(19)

and A and B are (rP × 1)-vector with its element specified
respectively by

Ai ! CS
∑

s∈S
x̂siµs +CP

∑

j∈NQ

ŷijµj, ∀i ∈N P, (20)

Bi ! CS
∑

s∈S
x̂siνs +CP

∑

j∈NQ

ŷijνj, ∀i ∈N P
: (21)

Proof of Proposition 1. We first consider the latitude
µi of the coordinate w→i for all primary facility candi-
dates i ∈N P. Because the objective function G in (17) is
a convex function of µi, the optimality of G is achieved
when ∂G=∂µi ! 0 for i ∈N P. Breaking down the ex-
pression of ∂G=∂µi, we have a system of equations as
Tµ !A, where T and A are given by Equations (19)
and (20), respectively, and µ ! [µ1,: : : ,µrP]..

Further, the coefficient matrix T is a strictly dia-
gonally dominant matrix, which satisfies |Tii | >∑

u∈N P\{i} |Tiu | for all i ∈N P. From the Levy-
Desplanques theorem, a strictly diagonally dominant
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matrix is nonsingular (Cheney and Kincaid 2009,
p. 654). Therefore, T is invertible and the optimal solu-
tion µ ! T−1A in Equation (18) exists, where
µi !

∑
u∈N P T−1[ ]iuAu.

The second part of Equation (18) can be obtained
following a similar proof by considering the longitude
νi of the coordinates w→i for all primary facility candi-
dates i ∈N P. w

The E-step and M-step repeat until the algorithm con-
verges when the optimal primary facility locations and
network flows become stable. Algorithm 2 describes the
two-step iterative E&M algorithm by summarizing the
above results. Note that each coordinate inWP is mapped
to its closest location in set VP for the final location choice.

Algorithm 2 E&M Algorithm (WS,WQ, rP)
Input:
WS ! {w→s |s ∈ S}: a set of supplier location

coordinates;
WQ ! {w→j |j ∈NQ}: a set of selected secondary facili-

ty locations;
rP: target number of primary facilities
Output:

1. V̂
P ⊆ VP: a set of selected primary facilities where

|V̂P| ! rP

2. F ! {x̂si|s ∈ S, i ∈N P}⋃ {τ̂ii′ |i ∈N P, i′ ∈N P\{i}}⋃
{ŷij|i ∈N P, j ∈NQ}: flows in the network

Initialization:
Randomly select rP initial primary facilities {w→i |i ∈

N P} from the candidate set VP Repeat Until WP and
F do not change:

1: E-step: optimize paths and determine network
flows:

2: Solve the shortest path problem for each second-
ary facility j ∈N P:

3: (s∗j ∈ S, i∗j ∈N P)← SP(Vj,Ej, f )
4: Based on the optimal paths, aggregate the net-

work flows:

5: F ← {x̂si|s ∈ S, i ∈N P}⋃ {τ̂ii′ |i ∈N P, i′ ∈N P\
{i}}⋃ {ŷij|i ∈N P, j ∈NQ}

6: M-step: optimize primary facility locations
7: Update primary facility coordinates WP ←

{w→i |i ∈N P} using Proposition 1
Mapping: For each coordinate w→ ∈WP, find its clos-

et location v ∈ VP\V̂P
, and set V̂

P ← V̂
P⋃{v}.

Figure 7 presents two examples of the resulting opti-
mal primary facility locations (represented by squares)
and the attendant secondary facilities that they serve
(circles with the same color as the assigned primary fa-
cility). Note that the final locations of primary facilities
are driven by not only the assigned secondary facility lo-
cations but also other primary facility locations and the
supplier locations, which reflect the objective of mini-
mizing transportation cost. Furthermore, Figure 7(c)
plots the convergence progresses for the two examples,
which stop in six and five iterations, respectively.

5.3. Iterative Multilevel Distribution
Network Design

After we optimize the multilevel distribution network,
the quality of logistics services, especially the delivery
time, may change significantly compared with the net-
work before optimization. As a result, the customer
demand distribution will change and, therefore, the
facility locations need to be reoptimized.

To consider the mutual interdependence between
the demand distribution and distribution network
structure, we combine the ANN predictor and the
two-stage heuristic into an iterative distribution net-
work design framework, as shown in Figure 3 in
Section 3. Specifically, Algorithm 3 implements the
workflow in Figure 3. We first leverage the historical
sales transaction data, logistics log files, and demo-
graphics statistics to extract demand influential Q:17fac-
tors. These factors are used to train the ANNmodel in
Section 4, which is later used for demand prediction

Figure 7. (Color online) Examples of Primary Facility Locations and Secondary Facility Assignments

Note. (a) rP!3, rQ!50; (b) rP!4, rQ!50; and (c) convergence progress.
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once a new distribution network is selected. Then, the
agglomerative hierarchical clustering algorithm is
used to optimize the secondary facility locations,
which are then used in the E&M algorithm to opti-
mize the primary facility locations and the attendant
network flows. With the optimized distribution net-
work, the ANN model is used to repredict the de-
mand distribution. If the demand distribution is dif-
ferent from the previous prediction, the distribution
network is reoptimized using Algorithms 1 and 2;
otherwise, the iterative process terminates and the
network is used as the final output for implementa-
tion. We mention that, for small- and medium-size
instances, steps 1–4 can be replaced by solving the
MILP model (3)–(15) using Gurobi directly. Finally,
real-life case studies (see Section 6.2) will show
that the iterative network design process can substan-
tially boost the annual demand and total profit of
online retailers.

Algorithm 3 Iterative Prediction and Optimization
(WS,W,D, rP, rQ)

Input:
WS ! {w→s |s ∈ S}: a set of supplier location
coordinates;
W ! {w→i|i ∈K}: a set of customer coordinates;
D ! {di|i ∈K}: a set of customer demand;
rP, rQ: target numbers of selected primary and sec-
ondary facilities
Output:

1. V̂
P
: optimal primary facility locations;

2. V̂
Q
: optimal secondary facility locations;

3.F : optimal flows in the network
Repeat Until demand distribution D does not
change:
1: Optimize secondary facility locations:
2: V̂

Q ← Agglomerative Hierarchical Clustering
(W,D, rQ)

3: Optimize primary facility locations and network
flows:

4: (V̂P
,F )← E&MAlgorithm (WS,WQ, rP)

5: Predict customer demand:
6: D← ANN(V̂P

, V̂
Q)

6. Numerical Experiments
In this section, we demonstrate the efficiency and ef-
fectiveness of the proposed methods with extensive
experiments using one-year real-world data from
Xiaoye, a leading e-commerce company on Taobao.
Summary statistics of the e-commerce company’s lo-
gistics service data and purchasing power–related de-
mographic data are presented in Table 2. More than
one million customers from 371 big cities in China are
included. All experiments were conducted on a server

with a 2X 10-core Intel Xeon Gold 5215 Processor, 1
TB RAM, and 10X 2080Ti GPUs.

6.1. Numerical Results for Demand Prediction
6.1.1. Baselines and Metrics. To evaluate the demand
prediction accuracy, we compare the ANN demand
predictor with the following commonly used nonlin-
ear predictors:

• Random forest (RF) (Liaw et al. 2002): Random forest
is built upon an ensemble of decision trees and an
equally weighted voting mechanism.

• Gradient boosting trees regressor (GBR) (Friedman
2001): Gradient boosting trees regressor is built in a
stagewise fashion, which combines decision trees
iteratively.

• AdaBoost regressor (AR) (Solomatine and Shrestha
2004): AdaBoost regressor uses sequential and weight-
ed stumps to produce predictive outputs.

• Decision tree regressor (DTR) (Loh 2014): Decision
tree regressor produces continuous predicted values
by dividing the observations at thresholds where the
sum of squared residuals can be minimized for each
decision node.

• K-nearest neighbors regressor (KNR) (Hastie and Tib-
shirani 1996): K-nearest neighbors regressor is applied
to estimate the target based on its similarity to the
neighbors in the feature space.

• Support vector regressor (SVR) (Drucker et al. 1997):
The model of support vector regressor family depends
on a subset of the training data, which ignores any
training data close to the model prediction. The SVR
with radial basis function kernel is chosen as a baseline
algorithm.

We adopt two widely used measures for perfor-
mance comparison, namely, the error rate (ER) and
root mean squared logarithmic error (RMLSE), which
are formally defined as follows:

ER !
∑

k∈Kt
| d̂k − dk |

∑
k∈Kt

dk
,

RMLSE !
+++++++++++++++++++++++++++++++++++++++++++++++
1

|Kt |
∑

k∈Kt

(log(d̂k + 1) − log(dk + 1))2
√

,

where dk is the ground truth value for the demand of
customer k, whereas d̂k is the predicted counterpart.
Kt(⊂K) represents the testing set. The ER metric pro-
vides an overall percentage error, which is a good
evaluation metric when the demand varies significant-
ly among different customers. The RMLSE provides a
small misprediction penalty when there are customers
with extremely large demand. The research data for
the ANN model training and evaluation are provided
in the online supplement.
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6.1.2. Performance Comparison. The original instance
set with 371 cities is randomly divided into three sub-
sets: a training set, a validation set, and a testing set.
The training subset has 260 instances and is used to
optimize the ANN parameters. The second subset has
55 instances that are used to monitor the validation
error in each training epoch. If the validation error
continues to grow for three consecutive epochs, the
training process is stopped and the ANN reaching the
minimum validation error is selected. The rest of
the instances are used as the testing data.

Figure 8 presents the scatter plot of predicted de-
mand against its ground truth value. Ideally, the scat-
tered points should be close to the regression line of
y ! x. From Figure 8(a) and Figure 8(b), we can see that
the ANN achieves a good training result and avoids
overfitting. Moreover, the fitting result of the regression
line in Figure 8(c) achieves an R2 (R-squared, the coeffi-
cient of determination) of 0.96277 and a slope of 0.991, in-
dicating that the predicted values are close to the ground
truth values in the testing set.

Next, we assess the performance of the proposed
ANN model by comparing with the baseline methods
using the same training-testing set. Figure 9(a) sum-
marizes the performance comparison in terms of ER

and RMLSE metrics defined above. As seen, the pro-
posed ANN model achieves the lowest ER of 22.24%
and RMLSE of 0.7149, which outperforms the second
best baseline random forest regressor with an ER of
26.27% and an RMLSE of 1.0670. The proposed ANN
model outperforms the boosting and ensemble meth-
ods, such as RF, GBR, and AR, which shows its ability
to implicitly discover complex nonlinear relationships
between demand and the influential factors by detect-
ing all possible interactions between predictor varia-
bles. The well-trained ANNmodel with a high predic-
tion accuracy can be further implemented as an
influential factor sensitivity analyzer and a demand
distribution simulator, which are used in the follow-
ing sensitivity analysis and iterative distribution net-
work optimization process.

6.1.3. Sensitivity Analysis. Because the motivation of
an interconnected distribution network is to offer fast
shipping and delivery services, we analyze how these
two factors affect the customer demand based on our
optimized ANNmodel. By keeping other factors fixed
at their average values, we vary the delivery time
from 1–72 hours and the shipping time from 6–120
hours. Figure 9(b) illustrates the sensitivity of the

Table 2. Summary Statistics of the Data Sets

Data source Min Max Average

Logistics service Shipping time <1 hour 3 days 10.8 hours
Delivery time <1 hour 18 days 51 hours
Damage ratio 0.13% 2.15% 0.33%

Purchasing power Population 0.573 million 14.269 million 4.786 million
Average wage $437 $5,121 $3,514
Employment rate 68.30% 98.52% 91.86%

Figure 8. (Color online) Scatter Plots of Predicted Results fromANN vs. Ground Truth Values

Note. (a) Training, (b) validation, and (c) testing.
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simulated customer demand with respect to these two
factors. With varying delivery time in hours as the
horizontal axis, we use different colors to represent
varying shipping time periods, namely, six-hour ship-
ping (black), one-day shipping (red), three-day ship-
ping (blue), and five-day shipping (green). As seen
from the simulated results in Figure 9(b), for a fixed
shipping time, the customer demand decreases with a
longer delivery time. Similarly, for a fixed delivery
time, the demand decreases with a longer shipping
time. The green line in Figure 9(b) indicates that if it
takes 120 hours for the retailer to ship a product, the
demand will be quite low (mostly lower than 2,000)
regardless of the delivery time. For the fast shipping
(6-hour or 24-hour shipping), the customer demand
remains relatively high regardless of the delivery
time. As the delivery time is mainly decided by the fa-
cility locations, it is important for online sellers to op-
timize the facility locations for fast logistics services
and consequently higher demand. The insights based
on the sensitivity analysis are helpful for the facility
network design: a fast delivery requires a short
facility-customer delivery distance, whereas a quick
shipping time requires a fast supply lead time, which
is achieved by a short supplier-facility shipping dis-
tance and a well-designed interfacility inventory
transshipment distance for a balanced inventory level.
In other words, a well-designed multilevel facility net-
work can boost online customer demand.

6.2. Numerical Results for Facility Location
Optimization

Next, we show the numerical results for the facility lo-
cation optimization. Specifically, we first present the

results showing the efficacy of the proposed two-stage
heuristic for solving the facility location problem un-
der study. Then, we show the benefits of the iterative
facility network design process.

6.2.1. Performance of the Two-stage Heuristic. To test
the performance of the two-stage heuristic developed
in Section 5.2 on the static network design problem
(without considering the iterative process between de-
mand prediction and facility location optimization),
two benchmark algorithms are chosen. The first
benchmark is to solve the MILP Model (3)–(15) to op-
timality using the Gurobi MILP solver version 9.0.2
(Linux 64), with the presolve and heuristics options
turned on. The second benchmark is a genetic algo-
rithm combined with linear programming (LP), which
has been shown effective in solving many large-scale
facility location problems (Alp et al. 2003, Michalewicz
2013, Liu et al. 2015). Specifically, the genetic algorithm
implemented here performs crossover and mutation
operations on chromosomes coded for binary variables
gi in the MILP model and the remaining model with gi
fixed is an LP model and is solved using the Gurobi
LP solver. There are two segments of chromosomes
representing the primary facility selection and second-
ary facility selection, respectively. The population size
is set to be 100. Uniform crossover is used to generate
offsprings. The mutation operation randomly flips 5%
genes coded “0” (indicating nonselection), and the cor-
responding numbers of genes coded “1” (indicating
selection) are flipped for the two segments of chromo-
somes to satisfy Constraints (4) and (5). The algorithm
will terminate if no better individual is generated

Figure 9. (Color online) Performance Comparison of Prediction and Factor Sensitivity Analysis

Note. (a) Overall performance comparison and (b) factor sensitivity analysis.
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within three successive generations or the evolution
reaches 100 generations.

All the test cases were generated based on the real-
life data mentioned in Section 3.1. The computational
data are provided in the online supplement. To this
end, we first generate small- to medium-size instan-
ces, where Gurobi can solve them to optimality within
five hours. Specifically, the sizes of the primary and
secondary facility candidates are set to 50 and 500, re-
spectively, that is, |VP | ! 50 and |VQ | ! 500. We then
vary the numbers of target primary and secondary fa-
cilities, where rP is varied between 2 and 8 in an incre-
ment of 1 and rQ is varied between 50 and 200 in an
increment of 50.

Table 3 shows the numerical results of the heuristic
compared with the two benchmarks for all cases. Re-
call that Gurobi solves the MILP problem to optimali-
ty and the attendant results are the baselines. It is seen
that in general the computational time (CT) of Gurobi
increases as rP and rQ increase. It takes the Gurobi
MILP solver more than three hours to solve the case
with 8 target primary facilities and 200 target second-
ary facilities. Although the genetic algorithm reduces
the computational time for solving each case, it sacrifi-
ces the solution quality with an optimality gap

(compared with the Gurobi baseline) ranging between
13.89% and 49.17%. In contrast, the two-stage heuristic
takes less than 30 seconds to find solutions, with an
optimality gap ranging between 1.21% and 11.31%,
mostly within 6%.

Given that the problem under study is a design
problem, it could be argued that it is worth the wait to
solve the problem to optimality using Gurobi. But we
point out that the value of the heuristic lies in its scal-
ability as the size of the facility candidate pool
becomes larger, which is often the case for online re-
tailers. To this end, we provide several examples
when Gurobi struggled to solve the static MILP model
in days or weeks. Specifically, Table 4 shows how
the computational time of Gurobi (with 0% optimality
gap) increases exponentially as we increase |VP |
from 50 to 80 and 100 and |VQ | from 500 to 800 and
1,000. It is also seen that Gurobi fails to solve the case
with |VP | ! 100, |VQ | ! 1, 000, rP ! 8, and rQ ! 200 to
optimality within eight days. In comparison, the com-
putational times for the heuristic for all cases remain
under 40 seconds with optimality gaps within 7%. To
further test how quickly Gurobi can find a solution as
good as the one found by the heuristic, we use the ob-
jective obtained by the heuristic as a stopping criterion

Table 3. Experimental Results for Small- to Medium-Size Instances

rP rQ

Gurobi MILP static Genetic algorithm static Two-stage heuristic static Two-stage heuristic iterative

Obj
($K) CT (s)

Obj
($K) Gap CT (s)

Obj
($K) Gap CT (s)

Obj
($K)

Setup
($K)

Profit
($K) CT (s)

2 50 2,329 1,101 2,759 18.46% 850 2,528 8.55% 19 4,469 2,186 30,710 233
2 100 2,152 1,469 2,568 19.33% 856 2,314 7.50% 18 3,781 3,439 30,385 198
2 150 2,094 2,030 2,696 28.75% 814 2,119 1.21% 18 3,496 4,699 30,299 211
2 200 2,069 1,624 2,612 26.24% 905 2,157 4.23% 20 3,298 5,965 30,624 183
3 50 2,175 2,841 2,663 22.44% 913 2,303 5.87% 20 4,060 2,436 30,869 221
3 100 1,998 1,563 2,559 28.08% 1,152 2,028 1.49% 18 3,352 3,689 30,564 205
3 150 1,939 4,033 2,727 40.64% 1,332 2,105 8.55% 18 3,062 4,949 30,483 214
3 200 1,915 1,801 2,175 13.58% 1,301 1,980 3.40% 22 2,823 6,215 30,849 186
4 50 2,044 1,687 2,427 18.74% 1,078 2,114 3.46% 22 3,658 2,686 31,021 205
4 100 1,868 2,492 2,406 28.80% 1,059 1,887 4.18% 19 2,994 3,939 30,672 233
4 150 1,810 1,780 2,257 24.70% 1,493 1,860 2.77% 20 2,679 5,199 30,616 232
4 200 1,786 2,058 2,362 32.25% 1,584 1,857 3.99% 23 2,472 6,465 30,950 206
5 50 1,989 5,234 2,734 37.46% 1,608 2,036 2.38% 17 3,448 2,936 30,981 248
5 100 1,812 7,672 2,503 38.13% 1,773 1,887 4.18% 17 2,744 4,189 30,672 243
5 150 1,754 5,654 2,042 16.42% 1,547 1,810 3.17% 19 2,453 5,449 30,592 222
5 200 1,731 5,581 2,465 42.40% 1,334 1,838 6.21% 23 2,213 6,715 30,959 208
6 50 1,941 5,265 2,593 33.59% 1,037 2,003 3.20% 19 3,282 3,186 30,897 216
6 100 1,765 4,641 2,399 35.92% 1,806 1,939 9.84% 16 2,596 4,439 30,570 219
6 150 1,707 6,185 2,525 47.92% 1,330 1,815 6.31% 23 2,284 5,699 30,511 238
6 200 1,684 6,056 2,405 42.81% 1,405 1,850 9.83% 25 2,070 6,965 30,852 322
7 50 1,916 6,681 2,300 20.04% 2,073 2,017 5.28% 22 3,177 3,434 30,557 306
7 100 1,740 6,896 2,238 28.62% 2,214 1,929 10.86% 18 2,481 4,689 30,435 311
7 150 1,682 14,397 2,430 44.47% 3,989 1,814 7.83% 24 2,200 5,949 30,345 284
7 200 1,659 9,471 2,470 48.88% 2,348 1,694 2.10% 24 1,928 7,215 30,744 287
8 50 1,893 10,260 2,597 37.19% 4,011 2,019 6.67% 26 3,016 3,686 30,663 336
8 100 1,718 8,102 2,617 52.33% 3,054 1,912 11.31% 27 2,386 4,939 30,280 343
8 150 1,659 9,179 2,346 41.41% 3,551 1,794 8.18% 27 2,122 6,199 30,173 320
8 200 1,636 10,734 2,324 42.05% 3,098 1,715 4.87% 26 1,830 7,465 30,592 308

Note. CT, computational time.
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for Gurobi. That is, when Gurobi finds an incumbent
that is no worse than the objective obtained by the
heuristic, the solver will stop. The performance of Gur-
obi under such an implementation is reported in col-
umn “Static Gurobi MILP (BestObjStop)” of Table 4.
Although the computational times reduce compared
with Gurobi with 0% optimality gap, the time can still
be quite long and increases dramatically as the prob-
lem size increases. For example, for the case with
|VP | ! 100, |VQ | ! 1, 000, rP ! 4, and rQ ! 50, it takes
more than 10 hours to reach the objective found by the
heuristic within 25 seconds. Note that such computa-
tional time advantage of the heuristic is even more
substantial when we conduct the iterative prediction-
and-optimization process, to be demonstrated next.
Therefore, we claim that the heuristic reaches a good
balance between the solution quality and the computa-
tional time and should be deployed for large-size
instances.

6.2.2. Results for Iterative Prediction-and-Optimiza-
tion. Recall that the demand distribution may change
once the facility network is optimized, rendering the

obtained facility network suboptimal. Therefore, we
need to iteratively reoptimize the facility locations
with the updated demand prediction. To this end, for
each test case in Table 3, we iteratively estimate the
demand distribution and optimize the multilevel facil-
ity network using Algorithm 3 until convergence. The
results are shown in the last column “Two-stage heu-
ristic iterative” of Table 3. It is seen that Algorithm 3
scales very well and most cases converge within six
minutes. In Table 3, we also report the facility setup
and package processing cost (the “Setup ($K)” col-
umn) and the estimated profit (the “Profit ($K)” col-
umn) for each case. The revenue is calculated using an
average price spread (gap between selling price and
purchase price) of $15 per package; the cost consists of
the transportation cost, facility setup cost, and pack-
age processing cost. It is seen that, although more fa-
cilities can reduce the transportation distance and
boost total demand, it may not necessarily increase
the profit as the setup cost becomes higher. In this
case study, the distribution network with 4 primary
facilities and 50 secondary facilities achieves the high-
est total profit, which is shown in Figure 10(a).

Table 4. Experimental Results of the Static Problem for Different Sizes of Instances

rP rQ |VP | |VQ |

Static Gurobi MILP
(0% optimality gap) Static two-stage heuristic

Static Gurobi MILP
(BestObjStop)

Obj
($K) CT (s)

Obj
($K) Gap CT (s)

Incumbents
($K) Gap CT (s)

4 50 50 500 2,044 1,687 2,114 3.46% 22 2,080 1.79% 916
4 50 80 800 1,984 43,354 2,092 5.45% 27 2,083 5.01% 1,017
4 50 100 1,000 1,951 167,511 2,084 6.81% 25 2,062 5.71% 36,448
8 200 50 500 1,636 10,734 1,715 4.87% 26 1,695 3.62% 113
8 200 80 800 1,500 518,414 1,591 6.03% 31 1,565 4.33% 4,301
8 200 100 1,000 – >691,200 1,582 – 38 1,561 – 20,677

Figure 10. (Color online) Experimental Result of the Iterative Multilevel Facility Location Optimization

Note. (a) Optimal facility network (rP ! 4, rQ ! 50) and (b) convergence progress.
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With respect to the convergence of the iterative pro-
cess, Figure 10(b) shows the convergence progress of
Algorithm 3 for the case in Figure 10(a). As a baseline,
the original centralized distribution network has a
transportation cost of $8,225KQ:19 and a total demand
(number of packages) of 1.37 million. Algorithm 3
starts with the initial demand distribution and runs
the two-stage heuristic to find the resulting optimal fa-
cility locations. Within this iteration (epoch 1), the
curve with triangles in light-red color shows the con-
vergence process of the heuristic for optimizing the fa-
cility locations. During epoch 1, the demand distribu-
tion remains as the initial demand of 1.37 million. With
the optimized facility location at the end of epoch 1, the
ANN model repredict the demand with the improved
logistics service. It is seen that, after we set up a multile-
vel distribution network, the demand is boosted to 2.32
million. Then, the facility locations are optimized again
in epoch 2 given the newly predicted demand. This iter-
ative process continues until the demand does not
change between successive epochs. In this particular
case, the algorithm stops at epoch 12. As a final result,
the demand is predicted to increase to 2.49 million, ap-
proximately 81.2% more than the initial demand under
the centralized distribution network.

To further illustrate how the heuristic performs
compared with Gurobi in the iterative network de-
sign, we ran the iterative process using three methods:
Gurobi with 0% optimality gap, Gurobi with 5% opti-
mality gap, and the two-stage heuristic. Table 5 shows
the performance of three methods in terms of the ob-
jective and the computational time. For three out of
six cases, Gurobi with 0% optimality gap achieves a
converged result within 16 days and the correspond-
ing profit serves as the optimality baseline for each
case. For Gurobi with 5% optimality gap, all six cases
converge within 16 days, with the two largest cases
tested ( |VP | ! 100 and |VQ | ! 1, 000) converge in more
than five days. On the other hand, the heuristic solves
all six cases within five minutes. It is worth noting
that, for the three cases with the Gurobi optimality
baseline, the profits achieved by the converged

network using the heuristic are only 1.56%, 2.37%,
and 1.32% from the Gurobi baselines. For the three
cases without Gurobi optimality baselines, the profits
obtained using the heuristic are compared with those
obtained using Gurobi with a 5% optimality gap. The
gaps for these cases are 2.23%, 0.06%, and 0.13%, re-
spectively, all achieved within only a small fraction of
time using Gurobi. Note further that the heuristic
achieves better results than Gurobi with a 5% optimal-
ity gap for the two cases with |VP | ! 50 and
|VQ | ! 500. Given that the values of |VP | and |VQ |
can be even larger in practical problems, the heuristic
is the preferred option for solving those large cases.

In summary, using the heuristic in the iterative pre-
diction-and-optimization framework substantially im-
proves the scalability of the solution approach, with-
out sacrificing the solution quality by much. We
recommend the use of Gurobi when the problem size
(in terms of |VP | and |VQ | ) is small or medium and
recommend the use of the two-stage heuristic when
the problem size becomes large.

7. Conclusion
In this paper, we develop a data-driven iterative opti-
mization framework for the multilevel distribution
network design problem for online retailers. Specifi-
cally, we first propose an artificial neural network
with exogenous demographic factors and logistics
service-related factors for predicting customer de-
mand distribution. The demand distribution is subse-
quently used for the facility location optimization
with the objective of minimizing the total facility set-
up cost, package processing cost, and transportation
cost, including supplier to primary facility transporta-
tion cost, interprimary facility transshipment cost, pri-
mary to secondary facility transportation cost, and
customer delivery cost. To efficiently optimize the
large-scale multilevel facility locations with a given
demand distribution, we further propose a two-stage
heuristic based on an agglomerative hierarchical clus-
tering algorithm and an expectation and maximiza-
tion algorithm. Furthermore, because a new facility

Table 5. Experimental Results of the Iterative Problem for Different Sizes of Instances

rP rQ |VP | |VQ |

Iterative Gurobi MILP
(0% optimality gap)

Iterative Gurobi MILP
(5% optimality gap)

Iterative two-stage
heuristic

Profit
($K) CT (s)

Profit
($K) Gap CT (s)

Profit
($K) Gap CT (s)

4 50 50 500 31,512 9,565 31,012 1.59% 2,004 31,021 1.56% 205
4 50 80 800 32,557 206,589 32,152 1.24% 17,759 31,785 2.37% 211
4 50 100 1,000 – >1,382,400 32,881 – 483,217 32,147 2.23%∗ 208
8 200 50 500 31,002 48,160 30,514 1.57% 4,632 30,592 1.32% 233
8 200 80 800 – >1,382,400 30,619 – 33,204 30,601 0.06%∗ 283
8 200 100 1,000 – >1,382,400 30,924 – 440,350 30,885 0.13%∗ 280

*Indicates that the gap is computed by comparing to the result using Gurobi with 5% optimality gap.
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network may affect demand distribution, we propose
an iterative process to optimize the distribution net-
work considering the mutual interdependence be-
tween demand distribution and facility locations. Ex-
tensive experiments using a real-world data set from a
leading online retailer on Taobao demonstrated the
accuracy of the proposed demand predictor and the
effectiveness of the proposed facility location optimi-
zation heuristic. Finally, the results show that the iter-
ative prediction and optimization process is superior
to the one-off facility location optimization based on
static demand distribution.

This work has some limitations that require future
research. First, this problem is originated from a real-
world case; but some of the problem settings can be
further generalized. We do not consider the transpor-
tation conditions, which may be important factors
for some online retailers, especially for perishable
products with special transportation requirements.
Another study can be performed to examine the col-
laborations of different online sellers that are willing
to share the same facility network. With multiple on-
line sellers sharing one facility network, the demand
predictor and optimization heuristic developed in this
paper need to be revised to consider the collaboration
and competition among these sellers. Further, al-
though the two-stage heuristic has been shown effec-
tive in solving large-scale facility location problems
under study, it may be worthwhile to investigate al-
ternative heuristics under the mathematical program-
ming framework, such as Lagrangian relaxation and
Benders decomposition approaches with problem-
specific heuristics. Finally, the facility location
problem considered in this paper is a deterministic
problem. Its stochastic counterpart can be studied con-
sidering the demand uncertainty and other supply
chain disruptions.
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Endnotes
1 See https://en.wikipedia.org/wiki/Taobao.
2 See https://en.wikipedia.org/wiki/Cainiao.
3 See https://xiaoye.world.tmall.com/.
4 See https://www.sf-express.com.
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