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ABSTRACT. In this paper, the first in a series, we study the deformed
Hermitian-Yang-Mills (dHYM) equation from the variational point of
view as an infinite dimensional GIT problem. The dHYM equation
is mirror to the special Lagrangian equation, and our infinite dimen-
sional GIT problem is mirror to Thomas’ GIT picture for special La-
grangians. This gives rise to infinite dimensional manifold H closely
related to Solomon’s space of positive Lagrangians. In the hypercritical
phase case we prove the existence of smooth approximate geodesics, and
weak geodesics with C1'® regularity. This is accomplished by proving
sharp with respect to scale estimates for the Lagrangian phase opera-
tor on collapsing manifolds with boundary. As an application of our
techniques we give a simplified proof of Chen’s theorem on the exis-
tence of C1'* geodesics in the space of Kihler metrics. In two follow
up papers, these results will be used to examine algebraic obstructions
to the existence of solutions to dHYM [26] and special Lagrangians in
Landau-Ginzburg models [27].

1. INTRODUCTION

Mirror symmetry predicts that Calabi-Yau manifolds come in pairs (X, Q, w),
(X Q. w) with the property that symplectic geometry on X is related to com-
plex geometry on X and vice versa. The physical mechanism underlying
mirror symmetry is a duality between type ITA string theory compactified
on X and type IIB string theory compactified on X. Within this duality
there is a correspondence between the D-branes in each theory; we refer
the reader to [3] for a nice discussion of D-branes on Calabi-Yau manifolds.
In both the type ITA and type IIB theory the physically realistic D-branes
are minimizers of some energy functional, and are referred to as BPS, or
supersymmetric D-branes.

On the A-model the D-branes, often referred to as A-branes, are known to
be Lagrangian submanifolds of (X, ), &) equipped with flat unitary bundles
(as well as certain extended versions of these). On the B-model, the com-
plex geometric side, D-branes, often called B-branes, can be thought of as
holomorphic vector bundles, possibly supported on analytic subsets V C X.
In this language Kontsevich’s homological mirror symmetry proposal [52]
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predicts a correspondence between A-branes on X, and B-branes on X
DYFuk(X) ~ D°Coh(X).

where the left hand side is the derived Fukaya category of X. Mirror sym-
metry furthermore predicts a duality between the supersymmetric branes
on each side of the correspondence. On the symplectic side, the supersym-
metric A-branes are known to be special Lagrangian (sLag) submanifolds
of X, together flat unitary bundles. On the B-model, however, the super-
symmetry constraint is more mysterious. Around 2000, three separate ap-
proaches to understanding supersymmetric B-branes were introduced. One
approach, by Marino-Minasian-Moore-Strominger [59], used the Dirac-Born-
Infeld+Chern-Simons functional to compute the equations of motion in the
case of abelian gauge group. A second approach by Leung-Yau-Zaslow [56]
was to use the Strominger-Yau-Zaslow [70] proposal, and a Fourier-Mukai
transform, to compute the mirror object to a special Lagrangian in the set-
ting of semi-flat mirror symmetry [54]. Each of these found that the equa-
tions of motion corresponded to a holomorphic line bundle L — X with a
hermitian metric h solving the equation

(e V" (w+ F(h)") =0

1.1 R
- Re(e VY (w + F(h))") > 0

where 6 is a constant. This equation became known as the deformed Hermitian-
Yang-Mills (dHYM) equation. A third approach, initiated by Douglas-Fiol-
Romelsberger [40] (see also [39]), was inspired by the Donaldson-Uhlenbeck-
Yau theorem [36, 76]. They bypassed the equations of motion for BPS B-
branes, and instead proposed an algebro-geometric notion called II-stability.
Their proposal can then be summarized as “an object in D?Coh(X) is a su-
persymmetric B-brane if it is II-stable”. This idea was taken up by Bridge-
land [13] who developed the notion of categorical stability conditions in
great generality. Since Bridgeland’s pioneering work the subject of stability
conditions on categories, and particularly DCoh(X) and DFuk(X), has
generated a tremendous amount of interest. However, despite a great deal
of progress (see, for example [1, 4, 5, 58] and the references therein), there
is no general construction of a Bridgeland stability condition on D*Coh(X)
for X Calabi-Yau of dimension larger than 2 [1].

The goal of this series of papers is to begin to unite these three approaches
to supersymmetric B-branes. Indeed, the correspondence between the al-
gebraic notion of supersymmetric A/B- branes, and the geometric notion
of supersymmetric A/B-branes has played an important role in the devel-
opment of mirror symmetry. Even before the introduction of II-stability,
Thomas [72] and Thomas-Yau [73] proposed a notion of stability for La-
grangians and predicted that the Lagrangian L could be deformed by Hamil-
tonian deformations to a special Lagrangian if and only if L is stable. This
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proposal was based in part on a moment map formalism for special La-
grangians discovered by Thomas [72], and in part on the analogy with the
Donaldson-Uhlenbeck-Yau theorem, motivated by mirror symmetry. More
recently Joyce [51] proposed a very broad update to the Thomas-Yau con-
jecture in the framework of Bridgeland stability and the mean curvature
flow. Broadly, the folklore conjecture is

Conjecture 1.1. There is a Bridgeland stability condition on DbFuk(X')
(resp. DCoh(X)) so that the isomorphism class of a Lagrangian L (resp.
holomorphic vector bundle E) is stable if and only if it contains a special
Lagrangian (resp. E admits a metric solving the deformed Hermitian-Yang-
Mills equation).

This conjecture is really two conjectures, the first involving the existence
of a Bridgeland stability condition, and the second relating Bridgeland sta-
bility and the existence of a solution to a certain nonlinear PDE.

On either side of this conjecture there has been little progress. Haiden-
Katzarkov-Kontsevich-Pandit showed that gradient flows of metrics on semi-
stable quiver representations [44], and the Yang-Mills flow on a holomorphic
bundle over a Riemann surface [45], give rise to canonically defined filtra-
tions associated with Bridgeland stability conditions, giving evidence for
Conjecture 1.1. On the symplectic side Joyce [51] has outlined a program
for approaching to Conjecture 1.1, based on understanding the singularity
formation and surgery of the Lagrangian mean curvature flow (LMCF). We
remark that Neves [61] has shown that finite time singularities of the LMCF
are essentially unavoidable, and hence the problem of understanding the
long-time behavior of the LMCF is extremely difficult. At the same time,
Imagi-Joyce-Oliveira dos Santos [48] have shown how ideas from Floer the-
ory and the Fukaya category can be used to study the singularity formation
of the LMCF.

On the holomorphic side, the deformed Hermitian-Yang-Mills equation
has recently been studied by Jacob-Yau [50] and the authors and Jacob [23].
In [23] a necessary and sufficient analytic condition was given for the exis-
tence of solutions to dHYM in the critical phase case. It was observed that
these conditions gave rise to algebraic obstructions of “Bridgeland type”.
However, outside of this result, and for the case of higher rank vector bun-
dles, essentially nothing is known.

This paper is the first in a series taking up the above folklore conjec-
ture, primarily on the B-model. In particular, we will develop the algebro-
geometric obstruction theory for the deformed Hermitian-Yang-Mills equa-
tion on a line bundle in the hypercritical phase case, in this paper and the
sequel [26]. We will compare our results with the “expected” Bridgeland
stability condition, and, in the third paper in the series [27] we will use mir-
ror symmetry to deduce similar results for Lagrangians in Landau-Ginzburg
models mirror to toric Fano varieties.
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Our approach to this problem is to study the mirror of an infinite di-
mensional GIT framework for special Lagrangians due to Thomas [72], and
Solomon [68]. To put things in context, let us briefly recall the basic idea of
finite dimensional GIT; we refer the reader to [74, 60] for a thorough discus-
sion. Suppose (X,w) is a projective Kéahler manifold acted on by a group G,
which is the complexification of compact real Lie group K, acting on (X, w)
by symplectomorphisms. By the Hilbert-Mumford criterion, a point p with
finite stabilizer is GIT stable if and only if the orbit of p is closed under all
1-parameter subgroups, which we think of as infinite geodesics in G. The
Kempf-Ness theorem makes the the connection with symplectic geometry
by associating to G, p a certain K-invariant function f,, called the Kempf-
Ness functional, constructed out of the moment map for the K-action. The
Kempf-Ness functional has the following two properties: (i) f, is convex
along all one-parameter subgroups of G/K, and (ii) p is stable if and only
if f, is proper on G/K. Since f, is convex, the properness can be checked
by evaluating the limit slope of f, along infinite geodesic rays in G/K, a
calculation which gives rise to algebraic invariants of the G-action whose
sign determine the stability of p. Furthermore, the construction of f,, shows
that p is stable if and only if the K-orbit of p contains a zero of the moment
map, which is the usual statement of the Kempf-Ness theorem.

On the A-model, [68] Solomon introduces a Riemannian structure, and
geodesic equation on the infinite dimensional space of positive (or almost
calibrated) Lagrangians. These geodesics are the one parameter subgroups
in the complexified symplectomorphism group in Thomas’ infinite dimen-
sional GIT picture [72, 73]. Solomon also introduces two functionals C, 7,
the latter of which is the the Kempf-Ness functional of the GIT problem,
and is therefore convex along putative smooth geodesics.

The existence problem for geodesics in the space of positive Lagrangians
has recently generated a great deal of interest. Solomon-Yuval [69] demon-
strated the existence of smooth geodesics between positive Lagrangians in
Milnor fibers. Rubinstein-Solomon [66] studied the existence of geodesics
between graphical positive Lagrangians. They prove that if fy, f1 are two
functions defined on a smoothly bounded domain D C R™ so that

x+— (2, Vfi(x)) i=0,1

define positive Lagrangians in R?® = C", then there exists a continuous func-
tion F(x,t) having F(z,0) = fo, F(x,1) = f; and which solves Solomon’s
geodesic equation in the weak sense of Harvey-Lawson’s Dirichlet duality
theory. These weak geodesics were described in terms of envelopes in the hy-
percritical phase case by Darvas-Rubinstein [30]. The Rubinstein-Solomon
approach was extended to compact Riemannian manifolds by Dellatorre
[32], and to the deformed Hermitian-Yang-Mills setting, as developed here,
by Jacob [49].
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In this paper we will develop the mirror of the Thomas-Solomon infi-
nite dimensional GIT picture for the deformed Hermitian-Yang-Mills equa-
tion. We describe an infinite dimensional symplectic manifold, admitting
an action by a group of symplectomorphisms, together with a space H C
C*(X,R) and a Riemannian structure on H, which can be thought of as
analogous to G/K in the finite dimensional GIT. We compute the geodesic
equation, and introduce a notion of e-geodesics, which solve an approximate
version of the geodesic equation. We also introduce the complexified Calabi-
Yau functional (see Definition 2.13), and extract from this functional ana-
logues of the C, and J functionals, as well as a C-valued functional Z. The
J functional is the Kempf-Ness functional for the GIT problem; it has crit-
ical points at solutions of the dHYM equation, and is convex along smooth
geodesics. A fundamental issue in the analogy with finite dimensional GIT is
that smooth geodesics need not exist. Thus, our main analytic contribution
is to prove, in the hypercritical phase case, the existence of weak geodesics
connecting points in H, with C%* regularity. With this much regularity, we
can show that the functionals J,C,Z are well-defined and we prove that
they are convex/concave along these generalized geodesics.

In order to study the existence of regular geodesics we study the manifolds

(X, @)= (X x {t€Cree”! < |t| <e},& = mkw + V—1dt A dt)

where mx : X — X is the natural projection. We consider solutions of the
specified Lagrangian phase equation

(1.2) Ou(mya+ vV —1DDy) := Z arctan(p;) = h
i=0

on X., where pig, . .., i, are eigenvalues of i« + /—1D D¢y with respect to
w. We prove sharp (with respect to scale) estimates for this equation. As a
PDE question, this seems to be of independent interest. Namely, suppose we
have a domain of the form M x [—¢,e] C M x R, where M is a Riemannian
manifold, possible with boundary. Suppose ¢ solves a fully non-linear elliptic
equation F(D?p) = 0. By the mean-value theorem, the gradient of Vi
is of order % in the thin directions, and by the comparison principle we
expect D?p ~ €72 in directions parallel to the R-factor. The question
then is whether this lack of regularity in the “thin” directions propagates
to directions tangent to M. In the present setting we prove that the lack of
regularity does not propagate.

Theorem 1.2. Suppose (z,t) is a smooth S invariant function on (X, o)
solving (1.2), with h : X, — ((n—1)F, (n+1)F), and with 90‘8/’\.’ € H. Then
there is a constant C' independent of € so that following estimates hold

oscx. ¢ + [V plg + |[VEVX |, < C

IViV¥e

o+ ’Vttp

o< —
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[ViViels < 5%

The proof of these estimates depends on exploiting the geometry of (X:, )
together with rather subtle concavity properties of the Lagrangian phase
operator. Altogether, these estimates imply the existence of smooth e-
geodesics connecting any two potentials in H, and the existence of weak
geodesics in H with Cb* regularity for any o € (0,1). We show that these
weak geodesics have enough regularity to define the complexified Calabi-
Yau functional, and prove that C is affine, J is convex, and the real and
imaginary parts of Z are concave along these weak geodesics. Furthermore,
using the existence result for geodesics we show that H has a well-defined
metric structure.

In the sequel to this work [26] we will use ideas from finite dimensional
GIT, with geodesics playing the role of one-parameter subgroups. Using
algebraic geometry we will construct model infinite rays, analogous to one-
parameter subgroups in the space H, and evaluate the limit slope of the
Calabi-Yau functional along these model curves in terms of algebraic data.
Using the existence of regular geodesics these model curves will give rise
to algebro-geometric obstructions to the existence of solutions to dHYM.
Furthermore, we will describe how these obstructions fit into a framework
which is closely related to Bridgeland stability [13]. In the third paper in this
series [27] we will use these techniques to find obstructions to the existence
of special Lagrangians in certain Landau-Ginzburg models.

As suggested by finite dimensional GIT, we expect this theory will have
applications in proving the existence of solutions to dHYM. In the case of
Kéhler-Einstein metrics, Berman-Boucksom-Jonsson [7] recently gave a vari-
ational proof of the Chen-Donaldson-Sun theorem [19, 20, 21] establishing
the existence of Kahler-Einstein metrics on K-stable Fano manifolds. Some
of the key ingredients in the approach of [7] are: (i) the existence of C1®
geodesics in the space of Kéahler metrics [17]. (ii) the relationship between
existence of Kéahler-Einstein metrics and the properness of a certain Kempf-
Ness functional D (in an appropriate sense) [31], using the metric structure
on the space of Kéhler metrics. (iii) the extension of D to a function on
non-Archimedean metrics, which allows one to study the limit slopes along
infinite geodesic rays [7, 11, 12]. One could hope for a similar approach to
proving the existence of solutions to dHYM, using the existence of regular
geodesics we establish, together with the convexity/concavity properties of
the functionals J and Z. However, for the dHYM equation there are signif-
icant new difficulties related to the phase lifting problem, and related Chern
number inequalities, which will be discussed in the sequel [26].

The layout of this paper is as follows. In Section 2 we explain the mirror of
Thomas’ moment map framework and the Thomas-Solomon GIT /variational
framework. We compute the geodesic equation, introduce e-geodesics and
study the complexified Calabi-Yau functional. We also outline the approach
to existence of regular geodesic. In Section 3 we discuss the properties of
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the Lagrangian phase operator, and construct barrier functions which play
an important role in later estimates. In Section 4 we prove a priori C' es-
timates for solutions to (1.2). In Section 5 we prove interior C? estimates
for solutions of (1.2). We also explain how our estimates can be applied to
give a streamlined proof of the existence of geodesics in the space of Kahler
metrics [17]. In Section 6 we prove boundary C? estimates, and combine
our work to prove the existence of smooth e-geodesics, C1® weak geodesics,
and prove various convexity statements for relevant functionals along weak
geodesics.

Acknowledgements: T.C.C would like to thank A. Jacob, J. Ross, and
B. Berndtsson for many helpful conversations, as well as J. Solomon, A. Han-
lon, and P. Seidel for helpful conversations concerning special Lagrangians
and the Fukaya category. T.C.C is grateful to the European Research Coun-
cil, and the Knut and Alice Wallenberg Foundation who supported a visit-
ing semester at Chalmers University, where this work was initiated. T.C.C
would also like to thank R. Berman, D. Persson, D. Witt Nystrom and the
rest of the complex geometry group at Chalmers for providing a stimulating
research environment. The authors are grateful to the referees for helpful
comments and corrections.

2. THE VARIATIONAL FRAMEWORK, GEODESICS, AND APPROXIMATE
GEODESICS

Let (X,w) be a compact Kihler manifold, and fix a class [a] € HV(X, R).
By the d9-lemma, the (1,1) forms o lying in the cohomology class [a]
are parametrized by functions o/ = o + +/—199p. Consider the integral
Jx(w+ v—1a)" € C. We will always assume that this integral lies in C*.

Then we define a unit complex number eV =10 depending only on [w], [a] by
/ (w+vV-1a)" € R>oe‘/jlé.
X

Motivated by mirror symmetry we introduce the deformed Hermitian-Yang-
Mills (dHYM) equation, which seeks a function ¢ € C*°(X,R) so that «a, :=

a + /—100yp satisfies
Im (e’ﬁé(w + \/—10@)") = 0.

We refer the reader to [25] for a brief introduction to the dHYM equation.
Note that with our present convention, if @ = ¢1(L), then we are study-
ing (1.1) on L~!. This convention plays no role, apart from avoiding an
abundance of minus signs. To write the dHYM equation more concretely,
fix a point p € X, and local holomorphic coordinates (z1,..., z,) near p so

that w(p);; = 6j;, and (ay); = Aidj;. Then \; are the eigenvalues of the



8 T. C. COLLINS AND S.-T YAU

Hermitian endomorphism w™'a,, and

W+ V=Tap)" _ ﬁ(l VTN

wn
=1

= r(ag)ev1O()

where

(2.1) (o) = (H(l + Af)) , Ou(y) = Z arctan(\;).
i=1
The function 7 (o) is called the radius function, while ©,,(«,) is called the

Lagrangian phase. The deformed Hermitian-Yang-Mills equation seeks o,
so that

n

Zarctan()\i) =60 mod 2.

i=1
Note that if there is a solution of the deformed Hermitian-Yang-Mills equa-
tion then there is a well-defined lift of 6 to R. Furthermore, with this
formulation it is clear that the dHYM equation is the complex analogue
of the special Lagrangian graph equation. The following lemma is due to
Jacob-Yau [50].

Lemma 2.1 (Jacob-Yau [50]). Solutions of the deformed Hermitian-Yang-
Mills equation minimize the functional

CY(X,R)p — V(p) := /Xr(a@)w".

If ¢ is a solution of the deformed Hermitian- Yang-Mills equation then
0<Vip) = ’/ (w+v-1a)"
X

We define the Lagrangian phase operator by

(2.2) Ou() = Zarctan()\i).
i=1

In our previous work with Jacob [23] we gave necessary and sufficient an-
alytic conditions for the existence of solutions to the deformed Hermitian-
Yang-Mills equation. We proved

Theorem 2.2 (Collins-Jacob-Yau, [23]). For § > (n — 2)5, there exists a
function ¢ satisfying R

Ou(a) =16
if and only if there exists a function ¢ : X — R so that O, (a,) > (n—2)7F,
and, forall1<j<n

(2.3) > arctan();) > 0 —

T
— 2
7]
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where A; are the eigenvalues of w™ .

A primary motivation of this series of papers is to understand the im-
plications of existence of solutions to the dHYM equation with the goal
of replacing (2.3) with an algebro-geometric condition. In the best case
scenario this could give a checkable criterion equivalent to the existence of
solutions to dHYM.

Let us briefly discuss the moment map picture, though our primary in-
terest will be the variational framework of the associated GIT problem. Let
L — (X,w) be a holomorphic line bundle, and fix a hermitian metric h on
L, which induces a unitary structure. We consider the affine space AL of
h-unitary connections inducing integrable complex structures on L. Since
L is a line bundle, this is just the same as the set of unitary connections
V = d+ A such that 9A%! = 0. The group G of gauge transformations acts
on A1 by in the standard way. If ¢ = e¥ is a gauge transformation for
some ¢ : X — C, then

A%t A L9 AN s ALY o5,

We can identify T4 A" = Ker{d : \>' — A%?}, and hence define a hermit-
ian inner product by

TyAY 5 a,b— (a,b) 4 = —\/jl/ aNbARe (eiﬁé(w - F(A»nil) :
X

In general, this inner product is degenerate, but one can check that it is non-
degenerate in an open neighbourhood of a solution to the dHYM equation.
The natural complex structure on T4 A"! acts by a — /—1a, and we get a
symplectic form on A by taking

Qa(a,b) :=Im ((a,b)4) .

Let Gy be the Lie group of unitary gauge transformations of (L, h), and iden-
tify Lie(Gy) = C°(X,v/—1R). Let —1¢ € Lie(Gy). Identify Lie(Gy)*
with the space of imaginary 2n-forms on X by the non-degenerate pairing

(V=T V=I8) — /X 2B,

The infinitesimal action of /—1¢ € Lie(Gy) generates the vector field
v/—=10¢p on A. For any b € Ty AY! we consider

(V=10p,b) 4 = /Xago AbARe (e*ﬁé(w - F(A))”*l)
_ _/ o ARe (e (w — F(A)")
X

and so

01000 = Y1 [ o0 @ o) ARe (¢ T - P



10 T. C. COLLINS AND S.-T YAU

Now, if we consider A%! — A% 4 ¢b, then

d _
—| F(A+1tb) =—(0b— 0b)
dt|—g
and this form is purely imaginary. Therefore
d —/=16 n
ai| I (e (w — F(A + tb)) )

= nlm (e_\/jlé (w— F(A)™ L A (86 — ab))
= n(9b — b) A Re (aﬁé (w— F(A))”*l) .

It follows immediately that the moment map for the Gy action is

A —\éjllm (e*ﬁé(w - F(A))") :

n
and hence solutions of dHYM correspond exactly to zeroes of the moment
map. Despite the fact the the symplectic form is degenerate, we can still
hope to use ideas from GIT to study the existence of zeroes of the moment
map.

Infinite dimensional GIT frameworks have appeared in several contexts in
the study of nonlinear PDE on Kéahler manifolds, including the study of the
Hermitian-Yang-Mills equation on a compact Kéhler manifold [2], certain
nonlinear generalizations thereof [55], and the Kéhler-Einstein and constant
scalar curvature equation [37, 38|, among others [35]. More recently, the
study of the space of Kahler metrics has drawn a great deal of attention.
Since our setting is formally analogous to this latter topic, let us briefly
recall this framework. Following Donaldson [35], Mabuchi [57] and Semmes
[67], we fix a Kahler class [w] on X, and consider

Hpsu = {p € C°(X,R) : wy, := w + V—199¢ > 0}

The tangent space to Hpsy at a function ¢ is C*°(X,R), and we can intro-
duce a Riemannian metric by

(¢17¢2>¢=/X¢1¢2wg-

This makes Hpgy into an infinite dimensional Riemannian manifold. One
can then study the geodesic equation on this manifold, which is equiva-
lent to the homogeneous complex Monge-Ampere equation [35, 57, 67]. For
any ¢1,p2 € H one can find a curve ¢(t) of potentials for which ¢(0) =
w0, (1) = @1, @(t) is CY! in space and time, satisfies w + v/—109p(t) > 0,
and solves the geodesic equation in a weak sense [17] (see also [16, 41, 9, 22,
78] for related work). Furthermore, it is known that ¢(¢) cannot be C? in
general [28, 29, 53]. Even without better regularity, the existence of weak
geodesics plays an important role in linking the existence of solutions to
certain nonlinear PDE, including the Ké&hler-Einstein equation on a Fano
manifold [8, 7], and Donaldson [34] and Chen’s J-equation [18].
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The variational framework studied here is mirror to a variational frame-
work for positive Lagrangians introduced by Solomon [68]. When L is an
ample line bundle, this variational structure can be regarded as interpolating
between the Riemannian structure for the Hermitian-Yang-Mills equation,
and the Donaldson-Mabuchi-Semmes [35, 57, 67] Riemannian structure on
the space of Kéahler metrics, as will be discussed below.

Definition 2.3. Define the space
H = {p € C®(X,R) : Re(e VP (w + v=Tay,)") > 0}

A slightly more concrete definition of the space H in terms of the La-
grangian phase operator (2.2) is

Lemma 2.4. The space H can be defined as

M= {p € CP(X,R) : O, () € (6 — g,é+ g) mod 27}
Remark 2.5. It is clear that if one changes Kahler forms within the class
[w], then the space H will change as well. Thus we should really be writing
‘H., to indicate the dependence on w, but we will refrain from doing so and
hope this causes no confusion.

Recall that the angle g is a priori only defined modulo 27.
Lemma 2.6. Assume that H # (. Then there exists a unique lift of  to R.

This lemma is an application of the maximum principle; we refer the
reader to [50, 25] for a proof.

It is a simple consequence of the Schur-Horn Theorem [47] and Lemma 3.1
(7) that the space H is convex when |0] > (n — 1)5. However, in the lower
branches it is not even clear that H is connected. For our purposes this will
not be a significant issue, since H is embedded in the vector space C*° (X, R).

There is a natural Riemannian structure on H defined in the following
way. The tangent space at a point ¢ € H is T,H = C*°(X,R) and we define
a non-trivial Riemannian structure by

(Y1,1h2) = /X U1aRe (e*ﬁé(w + \/—71%)”) :

The Riemannian metric gives rise to a notion of geodesics.

Proposition 2.7. A smooth curve ¢(t) € H with ¢(0) = o, (1) = @1 is
a geodesic if it solves the equation
(2.4)

»Re <e_\/—71é(w + \/—710490)”> +n\/j13@A5¢AIm (e—ﬁé(w 4 \/—710190)"_1) _0

Proof. Let ¢(t) be a curve in ‘H with constant speed. Suppose that ¢(t,s)
is surface in H such that ¢(0,s) = ¢o, ¢(1,s) = ¢1, and @(t,0) = @(t).
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We may write p(t,s) = o(t) + si(t, s) with (0,s) = ¥(1,s) = 0. We will
compute the variation of arc-length around ¢(t¢). The length is

L(s,t) = /01 dt\//X(gb)QRe (e*ﬁé(w + \/—710550)”)

Taking a derivative gives
d b - 5
— L:/ dt_/ dgRe (V1w + vV=1ay,)"
s | AT S e (T ')
1 R B
+/ 2”@”/ (¢)*Re (m/—le*ﬁe(w—l—\/—law)”*l/\V—l(‘)@d))
0 X

Integration by parts on the second term yields
(2.5)

d
ds

s=0

:/OldtH;H/ ¢¢Re e‘ﬁé(w—i-ma@)")
—/ HM/?#F&P/\&O/\IIH( V(4 Tay,)™ 1)

s=0

- / dt,/ wn,blm e*ﬁe(w +vV—=1ay)" T A \/—16&3)
o el Jx
where we also used that v/—190 is a real operator, and Re(y/—1z) = —Im(z).

We now integrate by parts in time on the first term.
(2.6)

/01 dtH;‘/X@Z}gbRe (e_mé(W—l-\/jla@)n)
:/01 dt% (H;!/XWRG (e—\/?lé(wrﬁ%)”))
s e
/ Tl / dgRe (nv/=TemV " (w+ Vlag)" ™ A V1080)

The last term from (2.6) cancels the last term from (2.5). Furthermore,
since (0, s) = 1(1, s) = 0 the first integral vanishes. Thus

d /1 1 / . _\/Tlé
— — | dt— zpche e (w4 V—1ay,)"
ds = 2l ’ )
—/ =l / Yy — &p/\&p/\lm< Fg(w—i-\/ Lo,)"™ 1)
which is what we wanted to prove. [l

As in the case of geodesics in the space of K&hler metrics, we can re-
formulate this equation as a degenerate elliptic equation over the product
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manifold

X =XxA=Xx{el<t| <1}
where now ¢ is a coordinate on C. We denote the projections for X to X, A
by 7x, 74 respectively, and let v/—1DD denote the 90 operator on the n+ 1
dimensional manifold X, and v/—190 denote the 90 operator on X.

Lemma 2.8. Suppose @o, 1 € H. A solution ¢(z,s) € H of the geodesic
equation with p(x,0) = o, @(x,1) = @1 is equivalent to a function ¢ : X —
R which is S* invariant (ie. p(x,t) = p(x,|t])) and solving

(2.7) Im [e_\/jlé (myw + V-1 (rka + JTIDE¢))”+1] =0

Re [e‘ﬁé (w+vV-1(a+ \/—185@))”} >0
and with o(z,1) = po(x), p(x,e™ 1) = 1.
Proof. Let s = —log [t|, and set p(x,t) = @(x,—log|t|), and let 7 = wx for
simplicity. The second line just expresses that ¢(z,t) = @(z,s) € H, so it
suffices to check (2.7) is equivalent to (2.4). For simplicity denote ¢ = 05¢,
and similarly for higher derivatives. Then

S Opp=—cf, OOpp =
tgoa TP t907 0P mg@

Now it is a matter of linear algebra. We expand
(T'w+ V-1 (7" + V—lDﬁcp))m_1
=vV-1(n+1) (7w + \/—1(77*(oz¢))n AV —10:04p

=P (s VTR (0)) A (@udi + Oy + ODx)’
The third line becomes
—n(n+1)0x0p A 0 dxp A (T w + V=11 (ag))"
=n(n+1)90xp A 0dxp A (T*w + V—11* ()"
After some straightforward algebra we get

(ot D)v—ldtndt ($v=Tn" (w + VTag)" + nv/=10§ A BG A (r*(w + VTap)" )

ik

8tg0:—

Multiplying by e~V=10 and taking the imaginary part yields equivalence
between the geodesic equation and (2.7). O

Equation (2.7) is a degenerate equation, and hence the existence and reg-
ularity of solutions is not guaranteed. In fact, following work of Rubinstein-
Solomon [66], Jacob [49] showed that (2.7) is a degenerate elliptic equation
which fits the Dirichlet duality theory of Harvey-Lawson [46]. Let us briefly
recall how this is done. On X define metrics

(2.8) Qe = Thw + €2V —1dt A dt.
Then,
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Definition 2.9. The (space-time lifted) degenerate Lagrangian phase oper-
ator is defined by

Ou (T +V—=1DDy) = lim ©,, (ko + v/~1DD).

As shown in [66], the operator (:jw() defines a degenerate elliptic operator,
and the geodesic equation can be rewritten as

(2.9) Ou(ay) =0

When |0 > (n — 1)5, Jacob [49] proves existence of continuous geodesics
building on work of Rubinstein-Solomon [66]. In this context, a continuous
geodesic is a viscosity solution of (2.9), in the sense of Harvey-Lawson [46].

Our approach here is different, necessitated by the need for geodesics with
better regularity for geometric applications. We will therefore obtain the
existence of regular geodesics as limits of smooth solutions to a regularized
version of (2.7) which is elliptic.

Definition 2.10. Suppose ¢g, p1 € H. An St invariant function p : X — R
is said to be an e-regqularized geodesic in the space H joining g and p1 if
solves
(2.10)

Im {e_mé (m*w + e?V/=1dt A dt + v/—1 (T o+ \/—lDbgo))nH} =0

Re [e_\/jlé (w +v-1 (a + \/—Ta&p))”} >0

and with ¢(z,1) = @o(x), ¢(z, e~ = 1. Here, as before, /—1DD denotes
the /—100-operator on the n + 1 dimensional manifold X, while /—100
denotes the operator on X

Remark 2.11. To streamline some statements, we will view geodesics as -
regularized geodesics with ¢ = 0. We will also refer to e-regularized geodesics
as e-geodesics.

Note that (2.10) is just the deformed Hermitian-Yang-Mills equation on
the manifold with boundary, defined with respect to the degenerating metric
We.

Lemma 2.12. If o(x,t) is an S invariant solution of the deformed Hermitian-
Yang-Mills equation on (X,&.) with 6 > (n — 1)5, then ¢(x,t) is an e-
geodesic.

Proof. This is almost a tautology, except to show that p(x,t) € H for all
t € A. That is, we need to show that
ng > O, (a + vV—100p(x,t)) > 0 — g

for all t. The upper bound is trivial while the lower bound follows from the
Schur-Horn Theorem [47] together with Lemma 3.1 (7). O
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For our purposes, the most important point of this Riemannian structure
is that there exist real valued functions on & which are convex/concave/linear
along geodesics, and which can be used to study the existence problem for
the dHYM equation on X.

Definition 2.13. The complezified Calabi-Yau functional is defined by its
differential on H as follows. Suppose ¢ € H, and ¢ € T,H, then

dCYe (g /wwﬂf%).

Recall that on the space of Kéhler metrics in the class [w] the Calabi-Yau
functional is defined by its differential at a Kéhler potential ¢ by

dCY (i / Y.

Hence we can view the functional C'Y¢ as the extension of the Calabi-Yau
functional to complezified Kihler forms in H%!(X, C). The next proposition
shows that C'Y¢ integrates to a well-defined function.

Proposition 2.14. The complexified Calabi-Yau functional integrates to a
well-defined functional CYe : H — C. If 0 € H, then we can write CY¢
explicitly as

CYe(p) Z/ (w+ vV—Tay)! A (w+V—1a)"™

Proof. Since the space H may not be connected, we will instead show that
CYc integrates to a well-defined functional on C*°(X,R), which we then
restrict to H. Fix a base point in #H, which, by changing the background
form a we may always take to be 0 € ‘H. Let o1 € C*°(X,R) be another
potential, and suppose that ¢(t), ¢(t) are two paths in C*°(X,R) such that
©(0) = ¢(0) =0and p(1) = (1) = 1. Let ¥(t) = ¢(t) —p(t), and consider
o(t) + sy(t) for s € [0, 1]. We compute

(2 11)

ds dt/ <p+31/1)1m< re(wmﬁaww))

N / dt/ Ylm e—ﬁe(w + ﬁawsu))n)
0 1 X
+ /0 dt /X(Lp + szﬁ)Im (n\/jle_mé(w + \/jlawrw)"_l A ﬁ@&p)

Since ¥(0) = (1) = 0, we can integrate by parts in ¢ in the first term on
the right hand side of (2.11).

DY D
_ /1 dt/ ¢Im (nme_\/jlé(w + V= Tagsy)" T AV=100(p + Sw)
0 X
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Finally, since /—100 is a real operator, integration by parts cancels the
second term on the right in (2.11). To obtain the closed form take ¢ € H,
and consider the path t¢. Then we have

CYc(yp / dt/ (w+ vV ~Tag)"
Writing w + v/ —1ayy = t(w + vV—=1ay) + (1 — t)(w + v/—1a) we get
CYe(p Z/ ( >tﬂ (1—t)" Jdt/ P(w+V—=1ay) ANw+v—1a)"
X

and the t integral is easily evaluated by induction to be n%rl independent of
J- (|
Remark 2.15. The above proof shows that C'Y¢ integrates to a well defined

functional on C*°(X,R), which we can then restrict to H. This avoids obvi-
ous technical difficulties in case H has more than one connected component.

Following Solomon [68] we can extract two particularly useful real valued
functions from C'Yg. Define

J(¢) :=—Im (e‘ﬁéCYC)
C(p):=Re <e_\/jléCYC) .

Clearly the J functional is precisely the Kempf-Ness functional for our in-
finite dimensional GIT problem. We have the following Corollary of Propo-
sition 2.14.

Corollary 2.16. Fiz a base point oo € H and let p(t) be a path in C*°(X,R)
connecting po to w1 € H. Then

J(p1) == — /01 dt/X $Im (e*ﬁé(w + \/?1a¢(t))”>

Clp1) == /01 dt/X ©Re <e*\/jlé(w + \/jlaw(t))")

In particular dJ (@) = 0 at a point ¢ € H if and only if ¢ solves the deformed
Hermitian- Yang-Mills equation.

The next proposition makes the connection with infinite dimensional GIT.

Proposition 2.17. Let p(z,s) be a curve in H, viewed as an S' invariant
function on X by s = —log(|t]). Then we have the following formula for the
second derivatives of J and C;

(2.12)

V=107 (p(1)) = (ma).Re [V (5w + V=T (ria +V=1DDy)) "]
(2.13) )
V=100 (p() = (ma)udm |7V (whw + V=1 (nka + V=1DDy)) """ |
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Furthermore, the functional J is strictly conver along non-trivial, smooth
e-geodesics for all € > 0, and C is affine along e-geodesics for all ¢ > 0.

Proof. Suppose that ¢(s) is a smooth e-regularized geodesic in H. We com-
pute

oveeo) = [ (e) 0+ vFTage)"
+ /X (jsgo) n ((w +V=Taye)"  AV=1- V=100 (js<p>>
= /X <j§290> (w+ V-Tayw)"
- J—T/X nV/=10 <;S90> AT (ig@) A (@ + VT

d

From this expression one can easily check directly using local coordinates
that J is convex along geodesics, and C is affine. However, it is useful to
rewrite this expression on X. Let mx : X — X be the projection to X,
and w4 be the projection to annulus. Recall that s = —log(|t|) where ¢ is a
coordinate on C. We can rewrite the above expression using the computation
in Lemma 2.8 as

(2.14) V=10,0:CYe = —V/—1(ma)s (Tw + V=1 (ta + V=1DDy))"

where (7.4)s denotes the push forward along the fibration X — A (ie. inte-
gration along fibers). Taking the real and imaginary parts of this expression
proves (2.12) and (2.13). In order to establish the convexity of J along
e-regularized geodesics we need to evaluate the sign of

Re /1 (/=T (i + VIDD) "
= Re [e_ﬁé (mxw + e2yV/—=1dt A dt +/—1 (Txa+ v —1Dﬁ<p))n+l}
— (n+1)e2V/=1dt A df A T%Re [e*ﬁé (w+ V=1 (a+ V—lagw))"} :

In particular, it suffices to show that the fibre integral of the right hand side
is positive. By (2.1) we have

Re {e_mé (mxw + e2yV/—=1dt A dt +/—1 (mxa+ \/leﬁgp))n—H]
= (n+ 1)R(ay)e®V—1dt A df Aw"

where we used that ©_(a,) = 0 since ¢ is an e-geodesic. Here R(ay)
denotes the radius function computed on (X,®@.). On the other hand, we
have

Re [6_\/?1@ (w+vV=1(a+ \/—7185@))"} = r(p) cos <0w(a<plx) - é) w"

where (o,)|x denotes the restriction of o, to TX C TX, and 7(¢p) is the
radius function computed on (X,w). Fix a point (pg,t9) € X, and choose



18 T. C. COLLINS AND S.-T YAU

holomorphic normal coordinates (wi, ..., wy) for (X,w) near py so that at
(Po, to) we have wy; = 65;, and (a + +/—=190p) = \;d3. Complete this to a
set of coordinates on X by setting wyg =t — tg. We can then write

aoo | do '

_ Ao 0 1
a++V—1DDyp = o ] , g6—1:< z | 0 )
ao | : P 0|1,
0 - A\

where 1,, is the n x n identity matrix. By definition r(p)? = [T, (1 + A?),
while

1+ g ang ey, = (Lt r% + @l | HaoT + d D
= wde T Gy + Diy | 1n + Zxdodo ' + D?

The function R(¢)? is the determinant of this matrix. Expanding the de-
terminant along the top row we have

1
R(¢)? = 1- det <1n + ol + D2> +det (In +g: " rpdi ')

where, in the second expression have abusively written

010
b= (o)
Clearly 1,, + g 1%@; 1a<p is a non-negative definite matrix, and

1
1p 4+ —dodo " + D? > 1, + D%
3

So R(y) > /det(L, + D?) = r() > r(y)cos (@w(%yx) - é). It follows
that

(ma)-Re [ (riw + V=T (wa + v=TIDDR)) "] 2 0

in the sense of currents, and so J is convex along e-geodesics. Furthermore,
if we have equality in the above computation at some point (po,to) then it
is easy to see that we must have agg = 0 = dp, and 0, (ay,|x) — 6=0. It
follows that if € > 0, and J is not strictly convex along an e-geodesics, then
ag(x,t) = ap(z,0) is the constant e-geodesic emanating from a solution
of dHYM. Finally, when ¢ = 0 one can either compute directly, or take a
limit as € — 0 in the above argument (though this does not give the strict
convexity statement).
Next we show that C is affine along e-geodesics. We need to show that

0= (m4)sIm [efﬁé (myw + V=1 (mxa+ v _1DE‘P))n+1]
— (1.4).Im [e—mé (Tiw + €2/ —1dt A df + /=1 (ra + \/—IDESD))”H]

—(n+ 1)62\/j1dt A dt/ Im [e_ﬁé (w +v-1 (a + \/—7105@)”}

X
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By the definition of an e-geodesic the term on the second line is zero, and
the term on the third line vanishes by the definition of 6. ([l

As a consequence of Proposition 2.17 we get a whole S worth of inter-
esting functionals on the space H; namely eVl CYc. These functionals are
either convex or concave along e-geodesics depending on the choice of €. We
point out one further functional which will be useful later on.

Definition 2.18. Suppose that 6 € ((n — 1)5,n%). We define the Z-
functional for [a], [w] by

(2.15) Z(p) = e V"3 0y,

The variation of Z at ¢ € H is given by
5Z(p) = / (6¢)Re (e*ﬁ%” (w+ \/—1%)")
X
+ \/—1/ (0p)Im (e_\/?l% (w+ \/—1a¢)”) .
b'e

If ¢ € ‘H then

(2.16) Im (e“ﬁ%r (w+ \/—7104@)”) = r(¢) sin (Hw(oz@) — n77r> w"

is a negative measure. Furthermore, if ¢ is a solution of the deformed
Hermitian-Yang-Mills equation, then

Re (e_m%r (w+ \/—710@)")

is a positive measure. Writing Z in terms of C,J and applying Proposi-
tion 2.17 gives

Corollary 2.19. The functionals Re(Z),Im(Z) are concave along smooth
g-geodesics.

From now on we will restrict to the “hypercritical phase” case,
- T

0e€((n— 1)§,n§)

This is used crucially in the analysis in the remainder of the paper. In the
sequel [26] we will comment briefly on the new difficulties and phenomena
in the case of lower phase. We remark that all our results work just as well
under the assumption that 6 € (—ng, —(n—1)3).

As in classical GIT, the way to link existence of solutions of the dHYM
equation with algebraic geometry is via the function 7, which can be re-
garded as a Kempf-Ness type functional. If there is a solution ¢y of the
deformed Hermitian-Yang-Mills equation in H, then for every infinite length

(smooth) (g)-geodesic ¢(s) emanating from ¢ we must have

0 < lim ij(gp(s)).

s—00 (s
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In special cases we can evaluate the right hand side as an algebraic invariant,
and this gives rise to algebraic obstructions for the existence of solutions to
dHYM. The two main difficulties in executing this approach are the lack of
smooth geodesics, and the evaluation of the limit slope in terms of algebraic
data. In this paper we will essentially completely resolve the first issue
when 6 € ((n — 1)%,n%), and in the sequel [26] we will use the existence
of regular geodesics and algebro-geometric techniques to evaluate the slope
of the functional at infinity in a rather general setting. Furthermore, in the
sequel [26] we will explain how the resulting invariants can be interpreted
as Bridgeland stability type obstructions. In dimension 3 this will give a
relatively complete picture relating the existence of solutions to dHYM and
Bridgeland type stability conditions.

Before explaining the plan of attack, let us make a few formal remarks
about the Riemannian structure and functionals considered here. Suppose
that [o] is a K&hler class, and rescale w — tw for ¢ > 0. Then we get a family
of infinite dimensional Riemannian manifolds (H, g;), and functionals J;, C;.
It is not hard to show that, as ¢ — 0, we have 9(1‘) — ng, and so in the
“small radius limit” we have

(1, 2y ~ /X bribaals 4 O(t)

which is precisely the Donaldson-Mabuchi-Semmes Riemmanian structure
on the space of Kédhler metrics in the class [a]. Similarly we have

ACYeD)(p) = (V1) [ Gl +tV=1)" [ Gpnal™ neo+O(#)
and so C; approaches the classical Calabi-Yau functional, while J; approaches
the J functional of Donaldson [34] and Chen [18].

R On the other hand, in the “large radius limit”, as ¢t — 400 we have that
# — 0, and so

Frlwntah ~ [ v +0(3)

and so the Riemannian structure converges to the flat metric, while
1 1 1
FACYe@)() = [ Be)a+ V7T [ (ot ay +0().
X X

If [a] = c1(L), the large radius limit yields the Riemannian metric on the
space of hermitian metrics on L, and J; converges to the Donaldson func-
tional, which is the Kempf-Ness functional for the infinite dimensional GIT
framework related to the Hermitian-Yang-Mills equation (albeit on a line
bundle).

The next four sections of the paper will be devoted to proving the ex-
istence of smooth e-geodesics, and Ch* geodesic segments in the space H.
Our plan of attack is the following; rescale C by t — et. The e-geodesic
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equation becomes

(2.17) Im [e—ﬁé (mxw + vV —1dt A dE + V=1 (o + \/—wﬁp))"] ~0
(2.18) on X, =X x A =X x {ee”! < |t| < e}

(2.19) with pg = ¢ , pr=9

[t|=¢ [t|=e—1le
where g, ¢1 € H. In particular, rather than work on a fixed manifold with a
degenerating metric, we choose to work with a non-degenerate metric at the
expense of working on a very “thin” manifold. In order solve the geodesic
equation we need to pass to the limit as € — 0. This will be possible if we
can prove that the solution of (2.17) satisfies estimates of the form

C

o< —

IV¥pls < C, Ve

IVXVX |, < C, AR

C C
o <= |[ViVigl< 5
15 15

where VX, VX denote the covariant derivative along the fibers of X. — A.,
and C' is a uniform constant independent of . If this is possible, then the
rescaled solutions ¢ = ¢(x,et) will solve the e-geodesic equation on (X, ;)
and be uniformly bounded with respect to the non-degenerate metric (X, ).
We can then pass to the limit to obtain weak solutions of the geodesic
equation with C1® regularity.

Before beginning the proof we need a few easy lemmas regarding the
geometry of the manifolds (X.,®). Throughout the paper we will use the
following terminology.

Definition 2.20. A set of space-time adapted coordinates for (X., &), o,
centered at (po,to) is the following.
e A set of holomorphic normal coordinates (w1, . .., wy,) for (X,w) cen-
tered at po making wy; = 63;, and (ay)z; = A\idj;-
o The coordinate wg =t — tg
Note that space-time adapted coordinates are, in particular, holomorphic
normal coordinates for (X.,w).

Lemma 2.21. The manifold (X.,®) satisfies the following properties

(1) The Riemann curvature tensor satisfies R(0,-,-,-) = 0. In particu-
lar, in space-time adapted coordinates we have

Gikp — 0

whenever one of i, j,k,p = 0.
(2) The vector fields Oy, 0f are parallel.

Proof. The proof is trivial. Pick (pg,t9) and choose space-time adapted
coordinates (wy,...,wy) on an open ball B. Both statements follow from
the fact that ggo =1 on B, g5; =0 if j # 0. O
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3. ANALYTIC PRELIMINARIES

Following the discussion in the previous section, the construction of geo-
desic segments in the space H will rely on solving the deformed Hermitian-
Yang-Mills equation on thin manifolds with boundary. Let M be a (n+1) x
(n 4+ 1) Hermitian matrix. In order to simplify the notation, and to avoid
confusion with the Lagrangian phase operator on X, we will denote

F(M) =) arctan(u;)
=0

where p; are the eigenvalues of M. On A we will write o, = a++/ —1DDe.
Over the next four sections we will prove a priori estimates for functions
¢ : X: = R such that

F (@) () = h(z, [t])

with oo = ¢ ; p1 =

[t|=e [t|=e—1le

(3.1)

where h(z, [t|) : X — R is some given S! invariant function, and ¢g, ¢1 € H.
We remark that, since the boundary data is clearly S' invariant it follows
from the maximum principle that the solution to (3.1) is S' invariant as
well. We will impose three extra mild structural conditions that the data
must satisfy:

(C1) There is a constant 77 > 0 such that
(3.2) (n—l)%—l—m < 0u(ap,) <ng, i=0,1.
(C2) There is a constant 72 > 0 such that

heXe > [(n—1D2 +m, (n+ 1) — ]

2 2
where h is an S' invariant function satisfying
T
(3.3) Ou((ay;)) = h(z, [t) — 5 +m

2
for : =0, 1.

Condition (C1) is automatic, since the boundary data ¢; € ‘H. Condition
(C2) is also automatically satisfied when h = 0, but in order to use the
method of continuity we need to consider the Lagrangian phase equation
with non-constant right hand side. The estimates will exploit several prop-
erties of F', the most basic of which are its first and second derivatives. It is

straightforward to compute that, at a diagonal matrix M, the linearization
DF, and the Hessian D?F are given by

DFODA) =Y 5p i DFODAA) = Y Gt a2

i i,j=0
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where A is a Hermitian matrix. The next lemma summarizes the properties
of ' we will need.

Lemma 3.1. Suppose pio > pi1 = -+ = py, are such that y ;- arctan(p;) >
(n —1)% +m for some m > 0. The following properties hold,
(1) po=>p1 =+ = pn—1>0 and |pn| < pin1.
(2) If pp < 0, then py, + pn—1 = tan(n), and if p, = 0, then p,—1 >
tan().
(3) 2lizomi > 0.
(4) pn = —C(m)-
(5) If Yoy arctan(u;) < (n+1)5 —n2 then jin, < C(na).
(6)
(7)

I :={M € Herm(n+1): F(M) > o}

18 conver with boundary a smooth, convex hypersurface.
(8) There ezists a constant A depending on 1m1 such that the function

M _e—A >, arctan(u;)
is concave on the set ToTM,

Proof. We refer the reader to [79, 77| for properties (1), (3), (4), (6), (7),
while property (8) was observed by the first author with Picard and Wu in
[24]. Property (2) is implicit in [79]. First note that
n
(n— 1)% + arctan(p,—1) + arctan(py,) = Z arctan(p;) > (n — 1)% +m
i=0
and hence arctan(u,—1) + arctan(py,) = n1. Now if u,, < 0, the sum on the
left hand side of the inequality lies in [n1, §), and so by the arctan addition

formula we get
arctan <Mn1+'un> =m
1 — ptn—1ptn
Now 1 — pip—1ptn, > 1, so we obtain pi,—1 + i, = tan(np). On the other hand,
if p, = 0, then we have 2arctan(u,—1) > 71, which is the desired estimate.
Property (5) is trivial. O

Fix the following notation. Let I'y11 = R’;gl be the positive orthant, and
let I' € R™! be the cone over the set {y € R**: F(u) > (n—1)5} and
through the origin. By Lemma 3.1 (3) and (6), I" is an open convex cone
contained in

{n eR™ Y " >0}
i=0
The following definition is due to Székelyhidi [71], building on work of Guan
[42].
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Definition 3.2. A smooth function ¢ : X: — R is a C-subsolution of (3.1)

if, at each point p the following holds: Define §§ = (d;)“_“(a@),;j. Then the
set

{MefrijmﬁwWQZh@% GMH/—MﬂM)EDH%

=0
is bounded. Here p(E(p)) denotes the eigenvalues of E(p).

The following lemma from [23] gives a simple criterion for a function ¢
to be a C-subsolution.

Lemma 3.3. A function ¢ is a C-subsolution of the equation (3.1) if the
following holds; at each point p € &L, if o, ..., un denote the eigenvalues of

d)_laﬁ, then, for any 7 =0,...,n we have
Zarctan(,ug) > h(p) — g
£

Remark 3.4. Trivially, if ¢ is a subsolution satisfying F((d})_laf) > h(x),
then ¢ is a C-subsolution.

The main property of C-subsolutions that we will need is the following

Lemma 3.5 (Székelyhidi [71], Proposition 6). Let [a,b] C ((n —1)%,(n +
1)3), and 6,R > 0. There exists a constant ko > 0, depending only on
a,b, R,§ with the following property. Suppose that o € [a,b] and A is a
Hermitian matriz such that

(w(A) — 201 + T 41) NOT7 C BRr(0).
Then for any Hermitian matriz M with u(M) € 0I'7, and |u(M)| > R we

either have

7 FPIM) (Agy — My) > 1o FPP(M)

Py P
or FiE(M) > kg 2o FPP(M) for all 0 < i < n. Here FP1 are the coefficients
of the linearized operator of F'.

Note that if ¢ is a given subsolution, then it is a C-subsolution, and for
each point p € A, we can choose § = §(p) > 0, and R = R(p) > 0 depending
only on |[v/—1DDy(p)|w, a,b so that we have

[M@f%@—&H+RH1HM”CBmm

for all o € [a,b]. In particular, the constants kg = ko(p), R(p) depend only
on [v/=1DDy(p)|w, a,b.

In order to solve (3.1) on manifolds with boundary, it is essential to con-
struct a subsolution of the equation with given boundary data. In the case
of domains in C™ this was explained by the first author, Picard and Wu [24],
building on work of Guan [43]. We prove the following
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Lemma 3.6. Fix two functions g, 01 € H, and a function h : X, — R.
Suppose that this data satisfies structural conditions (C1) and (C2) (see (3.2)
and (3.3)). Then there exists a smooth, S*-invariant function ¢ such that
ai=Tya+ m@gg satisfies

() F(a) > h(p) + % for all p € X..

(i) @lfj=e) = ¥o
(111; Pl{jt|=e—1e} = ¥1

(iv) On 0X. we have
0 g 0? o c
S & alPE| S 22

for a constant C dependmg only on m1 and ||vo — 1L (x)-

Before proving the lemma, we prove a fairly general result which we hope
will be of use elsewhere. Let us first recall Demailly’s regularized maximum
construction [33]. Fix § : R — R a smooth, even, positive function with
support in [—1,1] and such that

/ O(x)dx = 1.
[_171]

For § > 0, and (tg,t1) € R? define

Mj(to, t1) / max{to + ho, t1 + hl} 0 @0) 5t <f;1) dhodh,.

The function My has the following properties [33]

My is non-decreasing in t; for ¢ = 0,1, smooth and convex.
max{to, tl} < M(s(to, tl) < HlaX{to +6,t1 + 5}
if t1 +0 < tg — d then Ms(to,t1) = to, and vice versa.
Ms(to + a,t; + a) = Ms(to,t1) + a. In particular

OMs  OMs

Ms=——+——=1.
V(l’l) 0 Oto + oty

Let v, 11 be two C? functions. We are going to compute two derivatives
of M(vg,11). We compute

OMsoh, 1) = 200 (o, )30 + S o, 1)
and so
(3.4)
DOMs(tho, 1) = aaM(S 9o + 83M6 00y + (9o, 1) DM (0o, O ).

We now make two observations. First, by the convexity of M, the second
term on the right hand side is non-negative. Secondly, by combining the
first and last properties of Ms the first term on the right hand of (3.4) is
a convex combination of 9y, and 9dy. We conclude the following very
general lemma.
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Lemma 3.7. Suppose F' : Herm(n) — R is an elliptic operator such that
{F > 0} is convex. Suppose g, 1 are two functions satisfying F(00;) > 0
fori=20,1. Then

F (00M;5(1o, 1)) =0
Proof. By the above computation, using the ellipticity of ' we have
F (00Ms(ho,11)) = F(t00g + (1 — t)0011)

for some 0 < t < 1. Now F(99v;) > 0 and {F > 0} convex implies the
result. g

Remark 3.8. The result also holds for real functions, with 99v; replaced
by D?1);, provided F is elliptic on the symmetric matrices and {F >0} is
convex.

We can now give the proof of Lemma 3.6.

Proof of Lemma 3.6. Consider the function

e2

£2
na,t) = polo) + Ao~ ) + Cotos ()
Observe that 1g(x,t) = @o(z) whenever |t| = . Furthermore we have
V—1DD1)y = v/—100pg + Ao/ —1dt A dt
and so
F(oy,) = Oy (ay,) + arctan(Ap)
and so if we choose A sufficiently large so that arctan(Ag) > § — -, then

n T m m
Plag) > b, |t) = 2 +m+ 2 = 2 = he, ) + 2.

Similarly define

21412
aest) = rlo) + Al — %)~ Crlog ().

Note that 11 (x,t) = ¢1(z) whenever [t| = e7'e. A similar computation
shows that we can choose A; large depending only on 1y so that F'(aw,) >
h(x,|t]) + 4. Now we have

$o(x, 1) |{jpj=e-1c} = Po(@) — Aoe®(1 — %) — 2Cy
Choose Co = [[¢o — @1l z(x) + 1, so that
Yo (@, 1) [{jtj=e—1e) < p1(2) — 1 = ¥1(2)|{tj=e—1) — 1.
Similarly
1@, )=y = p1(z) + Are?(1 — e %) — 204
Choosing C1 large depending on [|po — @1/ o< (x), and A; we can ensure that

Y1(z, )| (1=ey < 9o — 1 =vo(2)|{j1j=) — 1
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Now set ¢ = Ms(1pg, 1) for 0 < § < 1. Since the sublevel sets of the angle
operator I'? are convex when o > (n —1)%, we can apply the above con-
struction using Demailly’s regularized maximum to conclude that ¢ satisfies
(1). Furthermore, o satisfies properties (i7), (i44) and the first part of (iv) of
the lemma by construction. It remains only to prove the estimates in (iv).
For this, note that for § < 1, we have that

¢ = 1)p in an open neighbourhood of [t| = ¢

@ = 1 in an open neighbourhood of [t| = e le

and so we only need to check the claimed estimates for ¢g, 1. The estimates
are automatic from the formulas for 1);, and the choice of the constants A;, C;
above. O

Remark 3.9. A word of caution is in order here. By (3.4) and the construc-
tion of p it is easy to see that v—lDEg is not bounded above independent
of € on the whole of A.

Because of this remark it is often more convenient to work with the func-
tions g, Y1 constructed above. In particular, we note the following corollary.

Corollary 3.10. Fiz functions ¢, 1 € H, and a function h : X. — R.
Suppose that this data satisfies structural conditions (C1) and (C2) (see (3.2)
and (3.3)). Then there exist smooth, gl—mvam'ant functions ¢; for i =0,1
such that ¢;, and ¢&; == o ++/—1DD@; have the following properties;
(0) [@illpee(x.y is bounded by a constant depending only on m, o, p1-

(i) $o = o on the set |t| = ¢, and $o < p1 on |t| = e le.
(ii) @1 = 1 on the set [t| = e te, and $1 < @y on |t| = €.
(#ii) F(&;) = h(x,t) + 4 fori=0,1
(iv) For each i = 0,1, Vi&; = Via; =0, and |V&,|, < C for a constant

C depending only on ||¢illcs(x w)-
(v) For each i = 0,1, |V/—1DDp;ls is controlled uniformly in terms of
M, |V —=100¢i| Lo (x w)
(vi) For eachi=0,1, supy, ]VX@]Q =supy ]VX%]Q
(vii) (Gi)ix = (&) g, = 0.
(viti) Near 0X. we have
9 .,0<€ K
e S e |oppt
for a constant C' depending only on m and |[¢o — @1 1o (x)-
Proof. Take ¢; = 1); in proof of Lemma 3.6. Then (0), (¢), (i7), (i), (v), (vi), (viii)
hold automatically, and we have

a=a+ v —185(,00 + AgV—1dt N dt

which implies property (vii). Property (iv) follows from the fact that (X, @)
is the product of (X,w) with a flat factor. O

C
S 3

3
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Remark 3.11. The advantage of the subsolutions ¢; is that the constants
R, ko appearing in Lemma 3.5 can be chosen depending only on the data 1,
and the C? norm of the boundary data.

We finish with the following simple estimate.

Proposition 3.12. Suppose ¢ : X — R solves (3.1), and suppose ¢ is a
subsolution of (3.1). Then we have

¢ < ¢ < max{[|@oll=(x), o1l Lo (x)} + Ce®

for a constant C' depending only on w, a.

Proof. The bound ¢ > ¢ follows from the comparison principle. On the
other hand, by Lemma 3.1 (3), we have

Agp > —Trya = —C.

It follows that the function ¢ + C|t|? is subharmonic and hence achieves its
maximum on the boundary. The estimate follows. ([

In order to prove the desired estimates, we need to proceed with extreme
care, ensuring at every step that constants appearing in the estimate are
independent of €. To ease the presentation we introduce the following ter-
minology.

Definition 3.13. A constant C is uniform if it is independent of €, and is
invariant after rescaling t — e~ 1t.

For example, constants depending only on the boundary data ¢;, (X, w),
the constants 71,72 in (3.2) (3.3), and the norms of spatial derivatives
(VX)R(VX)h|g are uniform. On the other hand, constants depending on
|VXV;h|g, and |V, Vih|g are not uniform, since the norms (measured with
respect to @) rescale (unless h is a constant).

4. THE C! ESTIMATES

The goal of this section is to prove an a priori gradient estimate for solu-
tions of (3.1). We begin with a uniform spatial gradient estimate. In fact,
this estimate can be deduced from the interior spatial C? estimate proved
in Section 5. However, we include it since it may be independent interest,
and we expect it to be applicable to the study of geodesic rays in H.

Proposition 4.1. Suppose ¢ solves (3.1) for boundary data p; € H fori =
0,1, and with g, 1, h satisfying (3.2), (3.3). Then there exists a uniform
constant C' so that

V¥l < C

Proof. In order to estimate the spatial gradient we adapt ideas of Blocki [9,
10] and Phong-Sturm [63, 64] used to obtain gradient estimates for solutions
of the complex Monge-Ampere equation. Before beginning the proof, we
choose an appropriate background form « on X.. For this section we choose
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as our background reference form o = w5, o+ V/=100¢; for i = 0 or 1, where
; is one of the subsolutions constructed in Corollary 3.10. To ease notation,
we will drop the subscript ¢ in the notation. If we write the solution to (3.1)
as T a++/—1DDyp, then mha++—1DDy = i a++/—1DD(p — ¢). Our
goal is to prove
V¥ (-l <C

for a uniform constant C. This implies that |[VX¢|; < C’ with C’ depending
in addition on the spatial C* norm of ¢, which by Corollary 3.10 is uniformly
controlled in terms of the boundary data.

With this understood, in order to lighten notation we still write the so-
lution to the equation as o + /—1DDg, and estimate |V* ¢|y. Following
[63, 64, 9, 10] (see also [62]), we apply the maximum principle to the quantity

Q =1log (IV¥el*) = ()

where 7 : R — R is a function to be determined. Fix a point (po,to) € Xe,
and a space-time adapted coordinate system (wy, . .., w;,) centered a (pg, to)-
We compute

VilVEeP = 3 3 (V5VieVip + VipV;Vip)
1<k d<n
ViViIVYel = Y g (ViViVieVie + Vi VieViVip)
1<k d<n

> 9" (ViVieViVip + VipViV; Vi)

1<k, 0<n
To deal with the first and last terms, we differentiate the equation to get
FUV,VVsp = Vih — Vias;
FiIV;V;Vip = Vih — Vs,
Commuting derivatives gives
ViViVio =V ViV =V,;V;Vip
ViViVip = —Ry5 PV + ViV; Vi
Combining these formulae we get

FONV5VYGP = Y F (V5 VieViVip + ViVieV; Vi)

1<k l<n

+2Re | > M(Vih — FUV0a5,) Vi
1<k <n
+F7 Y MRy PV eV

1<k d<n
0<p<n
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By Lemma 2.21 we have that R@-;ﬁ = 0 if any of 4, j, ¢, or p are 0, so we can
choose a constant C, depending only on (X, w) such that

F9 3" MR PVeVee = —C1 VX 0f2,
1<k, ,p<n

~

where we also used that F < gﬁ . Similarly, by Corollary 3.10 we can
choose a constant Cs depending only on the boundary data, and the spatial
derivative of h, so that

2Re | Y §FU(Vih — FiVLa5)Vip | = —CoVEgl;.

1<k <n

Summarizing we have
1

FIV;V;log (V¥ ol}) > DA Y. FIG(ViVieeViVie + ViVieV; Vi)
1<k f<n
1 - Co
— rexoEpE ViV eV Vel - O - o
(IVXpl2)? 97 g VX ol

for uniform constants C1,C>. Abusing notation, define a norm on 1-forms
by (0,0')p = F 00}, and write

D FIGH(ViVeeViVip + ViVieV; Vi) = [VV X 0lhe+HVV Y 0lhg,
1<k l<n
Define 1-forms

Si = (ViV¥p, V¥0)g, Ty = (VX V5V¥0)g
so that V|VX <p|§ = S+ T. By the Cauchy-Schwarz inequality we have
IS+ |T1E < V¥l (IVV¥plhgg + VYV pligy) -

It follows that
VIV 21 —2Re ((VIVEG, T) ) < IV¥0l2 (99 plbgg + 19V 0lhgg)

Plugging this into the estimate yields

X A2
2) 5 _ope (VY # T o O
“o [VXelz " IVXelZ ) IVXols

Let us examine the term 7. In our coordinate system we have

Tj= > Vied (o) — o) -

1<k l<n

Fiv;Vslog (V¥

If we let £, &y denote that endomorphisms gkz (ap)g, and gkzagj respectively,

then we can write 1" invariantly as

T = (£ —E&)V¥p.

7B
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Suppose @ achieves an interior maximum at the point (po,to). At this point
we have V@ = 0, and FijViVEQ < 0. Writing out the first of these gives
VIV¥el?

TRz PV
g

and so at (po,to) we get

VIV o|2 1 7' (¢) X
Re g, = Re ((Vip, (E = &)V o) p
<< \VX%?\?; \VXgo]g ‘vx(p‘g (< ( 0) ) )

For one moment, let us choose another system of holomorphic normal coor-
dinates for g, (zo,...,2n) centered at (po,to) so that ¢ is the identity, and
& is diagonal, with eigenvalues po, ..., i, Write VX¢ = b;0,, for some
complex numbers b;. Then

_ 1/2
pipibi H2|bi|2 2
Vo, EV¥@)p| = | < :
‘ (1+ p2) —~ 1+ 47 Zl+/z]
< V¥l Vel r
Similarly, if we write VX ¢ = ¢i0,, then we have
1/2

1
Z \Cz'|2 2 Z \SOJ
— 1+ 4 L+ 43

’<V90750V ©F

-z
1+u
<&V 0l Vol r

By Corollary 3.10 we have §TX C TX. Since VXp € TX C TA. we get
€0V ply < C3|VH ol

for a uniform constant C'3 depending on the boundary data. Putting every-
thing together gives

Csy / Volr / ij " 2
41) 0>2-Ci— —=——-C — FYps — \Y
(4.1) LR, (SO)‘VX‘PL? V() FY 5 — 7 (0 Vel
Following Phong-Sturm [63, 64, 62] we choose
1
— By —
Y(p) = Be P
where Cy = —infx_ ¢+1, and B is a large positive constant to be determined.
Note that
1
By —1< < By, B<AY(p)<B+1, 4'(p)=-2———<0.
@ v(p) < By 7' (¢) 7 (p) CEYAE

We may assume that |VX ¢|g > 1 at the maximum point of @, for otherwise
we’re done. We need to consider several cases.
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First, suppose that
(4.2) elVrel? > [Velh

for some 0 < gy < 1 to be determined. Let R, ko be the constants appearing
in Lemma 3.5 for the subsolution ¢ and recall that they are uniformly con-
trolled (see Remark 3.11). If every eigenvalue of £ is smaller than R, then
we have

1
2 2 X 2
Vol > 1_|_7R2|V80’g 2 1 +R2|V ©l5-

If we take g9 small so that 100e2 < ﬁ, then under the assumption (4.2)
some eigenvalue of £ at (po,to) must be larger than R. In particular, by

Lemma 3.5 we get

1

n
- . Z 1
FUS"ji =r (aﬂ")ii — Qi S o p=0 T,M% < _KOWW

where C(n) := C(m,n2) is the bound for |uy| in Lemma 3.1. Thus, assum-
ing (4.2) implies
1 2
5 T
1+Cm)?  ¢+Cy

We now choose B large depending only on C7, Cy, Cs so that

1
Bry—F——52C1+ 2+ C3+1
ﬁ01+0(n)2 1+C2+ 03+

and choose ¢y small depending on B so that £o(B + 1) < 1. Clearly ¢g, B
can be chosen to be uniform constants. With these choices we conclude that

@ cannot attain an interior maximum at which (4.2) holds.
We may therefore assume that if () achieves an interior maximum at

(po, to) then
(4.3) gl V¥ o < |Volh

0>-C; _02_03(B+1)50+BK/0 |Vg0’%-v

at (po,to). We may also assume that |Ve|p > 1 at (pg,to), for otherwise
|VXp|? < 5% and we are done. Rearranging (4.1) we get

2 IVelr
€ g
where we used that
Jt 1 +/L12 X

i
for a uniform constant Cs by Corollary 3.10. Let us simplify the notation
by writing

2 ~

b=——— . B=(B+1 A= B +1)Cs.
(1T oscn )’ (B+1)Cs, Ci1+Co+ (B+1)Cs
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so that A, B,$ are uniform constants and

W90|F
4.4 B\ <A+B
(44) Volk < A+ Biey
There are now two cases. First, observe that if 6 < \V ‘ then we are done.

So we may assume that 6 > Upon rearranging (4.4) we obtain

2B
Vxoplg

S

VX opls

\]

. 8 B
Aé?(ﬂvwb>lvﬂp2ilvwb

where we used our assumption that |[Ve|p > 1. We now use (4.3) to obtain

V¥l < Vel < 22

80(5
which is the desired estimate. Since the constants &, § , A, B are uniform, we
have shown that, if () attains an interior maximum it is bounded uniformly.
Since ¢ is bounded uniformly it follows that |VX |2 @3 is uniformly bounded.
Thus we are finished unless () attains its maximum on the boundary. But
on the boundary @ is clearly bounded from above by a constant depending
only on the boundary data. ([

It only remains to estimate the temporal derivative |Vpls. The first
step is to reduce the estimate for 4 to a boundary estimate. Write the
solution to (3.1) as m*a + v/—1DDep, write t = u + v/—1v and compute

FUV;V:Vup = FIV,V,V;p > —C

where C' = — sup x. |Vih|g. A similar estimate holds for v. In this compu-
tation we've used that the curvature vanishes along any 0; direction, and
that Vymiya = 0 by Lemma 2.21. Note that C is not a uniform constant.
Consider the quantity

Q= 0dup + Alt]* — B(o - @),
where ¢ is either one of the subsolutions constructed in Corollary 3.10.
Suppose @ has an interior maximum at (pg, tg). Then
~C + AF™ + BFU((ay)s; — (ay)3)
Suppose that || > R at the point (po,tp). Then by Lemma 3.5 we have
1

02—6’+B —— >0
T Om)?

where C'(n) = C(n1,n2) is the bound for |u,| (see Lemma 3.1), and we have
chosen B = B'C for B’ large depending only on kg, 71, 2. If || < R at the
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point (p, to) then Ff > 1+1R2’ and so
—C A
+ R2 +B Z 1+M1
C+A1—|—R2 B|O¢¢|g—B(n+1)>0

provided we choose A = A'C for A’ large depending only on R, n, B’ and ap.
In particular, by Corollary 3.10 the constant A’ can be chosen uniformly.
Similar arguments using —3d,p, 0, prove

Lemma 4.2. There exists a uniform constant C so that

[Vils < C( hlg)

It remains only to estimate |V1¢| on the boundary. Since ¢ is S! invariant,
it suffices to consider the boundary derivative with respect to the coordinate
r = |t|. Consider the boundary |t| = e. Then ¢ > ¢ in X, and ¢ = @¢ on
0X. we have

0 0 R C
orl, P S o] 05
by Corollary 3.10. Similarly,
9 59 5> _C
or r:e‘lsso ~or r:e—le(pl Toe

For the remaining estimates we construct barriers from above. To estimate
near {r = e} consider

2
s = o = Aot = ) = Cotog ().
Clearly 1o = ¢o = ¢ on {r = ¢}. Furthermore we have

Agpo = Ao — A

and so we can choose Ag large depending only on |[[¢olc2(x) so that
Agtpo < 0. We next choose Co large depending only on Ay, [0 — @1]| e (x)
so that on {r = e~'e} we have

o = o + Ap(1 — e He? +2C) = ¢y

[t|=e—1
By Lemma 3.1 we have
Agtho <0< Agy
and 1o > ¢ on the boundary, with equality when |¢t| = £. By the maximum
principle we obtain
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for a uniform constant C. Similar estimates work near {r = e~!¢} to prove
estimates near {r = e"'c}. We have therefore proved

Theorem 4.3. Suppose ¢ solves (3.1) for boundary data ¢; € H for i =
0,1, and with ¢o, 1, h satisfying (3.2), (3.3). Then there exists a uniform
constant C so that
1
)+ 5)

This section comprises the heart of the analysis towards proving the exis-
tence of geodesics in the space H. The goal is to prove the following theorem

V¥

s <C, Vip

g <C (1+s}1{1p|vth

5. INTERIOR C? ESTIMATES

Theorem 5.1. Suppose ¢ solves (3.1) for boundary data ¢; € H for i =
0,1, and with g, 1, h satisfying (3.2), (3.3). Then there exists a uniform
constant C so that

(5.1) VYTl < ©

%
(52) IVXVEQD‘ <C <1 + ||h‘ftHL°°(X5) + ”htH%oo(XE) + %ljvp |(P[t §>
(5.3)  [ViVigly < C (1 il + ey + 510 mt\g)

The uniform estimate for the spatial C? norm, (5.1), is the most difficult
of the three estimates. Let us briefly recall what is known in this direction.
In joint work with Jacob [23] the authors proved a C? estimate for solutions
of F'=h, when h: X — ((n—1)%,(n+1)5) on compact manifolds without
boundary, provided a subsolution exists. In the current setting the same
estimate works to prove an interior C? estimate of the form

[VVel; <C(1+ sup IVel2) + sup IVVelg

Ignoring the troublesome boundary term, Theorem 4.3 gives the bound
\V(pg < 6%, and this bound is saturated if ¢g # 1. Nevertheless, the
above estimate would be good enough to prove the existence of solutions
to (3.1) on X, but not good enough to deduce regularity of the rescaled
solutions as € — 0.

In order to prove a uniform estimate for the spatial C? norm, we will apply
the maximum principle to a quantity involving the largest spatial eigenvalue.
That is, for each point (p,t) € X. define \1(p,t) to be the largest eigenvalue
of (o ++v/—1DDy)|x with respect to w. We will bound this quantity from
above. As a first step, we need to compute two derivatives of Aj.
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Proposition 5.2. Suppose & is a smooth section of End(TX.) which is her-
mitian with respect to §. Define x = E|rx = w&€m, where 7 is the orthogonal
projection to TX C TX. defined by §. Suppose A\ > Ao > --- > X\, are the
eigenvalues of x at (p,t) € X, and let ey, ..., e, be the corresponding unit
length, orthonormal eigenvectors. Let (z;) be holomorphic coordinates on X
centered at (po,to). Then at (po,ty) we have

VZ-AQ = <(vi5)€a, €a>, V;)\a«V;é’)ea, €a>
and,

Vivj)\a = ((ving)eav €a)

<(V¢5)6a, 65><(Vj5)6a, €5> <(V‘-5)6a, €5><(V55)6a, €B>
" Z Ao — Ag * : Aa — A8

B#a
where we view ey, as vectors in T'X. by the inclusion TX — TX..
Proof. First note that, by assumption the eigenvalues A\, are smooth func-

tions near (po,tp), and we can find smooth spatial vector fields denoted e,
which are sections of TX C TAX,, so that

Xea(p:t) = Aa(p,t)ea,  lealpt)lly =1
and clearly we have e, (po,to) = eo. Now, since e, = me,, we can write
(5.4) Eeq = xea + (1 —7)€e,

and so Ay = (Eeq, €q). We now differentiate this equation to get
Vida = (Vi€)ea,ea) + (E(Viea), ea) + (E€a, Viea)

(Vi€)ea, eq) + {(Viea), Eea) + Aalea, Vieq)

(Vi€)ea,ea) + 22a((Viea), €a)

((Vi€)ea; €q)

where we used that & is hermitian, and ||eq|| = 1, so that (V;eq,eq) = 0.
Similarly we have

Vida = (V;€)eq, €q).
Before proceeding, let us remark that since £ is hermitian, for any vectors
V,W € T X, there holds

(5.5) (V&)V, W) = (V, (Vi&)W)
and similarly for barred indices. Next we compute
(5.6) ViVida = ((ViV;€)ea, ea) + ((V;E)(Viea), ea) + ((Vi€)ea, Viea)-
At the point (po, tg) we claim that
Vi€a = Z a;zes, Vieq = Z af‘ﬁeg.
B#a B#a
Let us explain how to see this for the first expression, with the second expres-

sion being treated in the same way. Let 0; denote the vector field generated
by the time direction. Since ey, ..., e, span the orthogonal complement of
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span{d;} C TA., it suffices to show that (V;eq,d;) = 0. To do this we
differentiate the equation (e,, d;) = 0 to get

0= (Vieq,Or) + (€a, Vi0r)
and use that by Lemma 2.21, d; is parallel. In fact, in this case one can use
that 0; is a holomorphic vector field, but this does not work to prove the
analogous claim for V;e,. A similar computation shows that (V;e,, 9;) = 0.
Finally, the fact that e; does not appear in the sum follows from |e;|| = 1.
Now we can solve for the afz. We differentiate (5.4) to get
(Vié’)ea + 8(Vz»ea) = Vida€a + AaViea + Vi(<1 — W)Sea).
Taking the inner product with eg for 5 # «, and using that £ is hermitian
gives
(Vi€)ea,ep) + )\ga% = Aa(Viea,eg) + (Vi((1 —m)€eq), e5)
= Xaags + (1 —m)€ea), Vieg)
= )\aaiaﬂ
where in the last two lines we used that eg, V;eg are orthogonal to span{d;}
(1 —m)€eq. So
(Ao = Ag)ais = ((Vi€)ea, e3).
Similarly, we have
(Aa = Ag)ajy = ((Vi€)ea, ep).
Plugging this into (5.6), using (5.5) and doing some algebra we obtain
VZ'VE)\Q = <(V¢ng)€a,€a>

((Vi€)ea,ep)((Vi€)easep) | ((Vi€)ea, ep)((Vi€)ea, es)
T2 Ao — Mg + Ao — As

B#a

By noting that A; is a smooth function provided A1 > Ay we have
Vi)er,ep)” + [(Vi€)er, ep)|?
Al — Ag ’

ViVidi = (ViVi€)er,er) + > I
B#1
O

Next we compute the linearized operator applied to the largest spatial
eigenvalue \; of £ := &~ (r*a +/—1DDy). First, we have to perturb this
endomorphism to ensure that the largest spatial eigenvalue is smooth. Fix a
point (po,to) € Xz, and choose holomorphic normal coordinates (zo, ..., z5)
for @ centered at (po,to) so that £(po,to) is diagonal with eigenvalues pg >
U1 =+ 2 up, and we may assume that pg > p,. Consider a matrix B =
(Bj’) = Biicsé defined near (po, tg) with the property that Byy = 0 = By, <
By 1n—1 <-+- < Bi1. Let eg be an @ orthonormal frame of eigenvectors for
Elrx at (po,to), with corresponding eigenvalues \; > Ao > --- > \,, and
assume that A\; > \,. As usual, we regard the e; as vectors in (T'A%)p, ¢, -
Furthermore, we make the following stipulation; if A\; = pg, then e; is in the
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span of the vectors with eigenvalue pg. After possibly rotating our original
coordinate system, we choose e; = 0,,. We choose the B;; in the following
way. We require that

B61 =0.

If ey = 0, this is redundant, otherwise we have gained a single linear equa-
tion, and hence we can choose B € R“‘H in the complement of at most 3
hyperplanes. On the orthogonal complement of span{0,,, 0., , e1} we clearly
have that B is positive definite. Extending B to be constant in our local co-
ordinate patch, we can view it as a local holomorphic section of End(TX ).
Consider the endomorphism € := & — B. Clearly the eigenvalues of € are
less or equal the eigenvalues of £. Let jo > pin > -+ > pin, denote the
eigenvalues of & at (po,to), and M = Ao > --- > )\, denote the eigenvalues
of 5|TX. Then we have

fin = ftn, fio = po, A1 =X\ at (po, to)-

Furthermore, we have )\5 < )\5 for all B # 1,n. Since A\, < A1, by assump-
tion, this implies that A o> Ao > > Ap. Thus s < A1 < \j near (po, to),

with Ay = \; at (po, to). This is the des1red perturbation. We now compute
(5.7)

ij \ - 1 \
FUVM =3 1 2Vividi
i=0 i

L oo et o [(Tien, ) + [(Vi)er, e
R 1”;/; (= Ag)(1+ 122)

Now at (po, to)
vzgzlf = vi(aw)fepv
ViVl = Viv; (9 (ap)g — BY) = (0)ViVilap)g,

since B is a local holomorphic section. At (pg,tp) write eg = Vg 0y, for

complex numbers Vﬁj ,and 1 < 8 < n. For simplicity we denote
Vs = VB] 0z,

regarded as vector fields defined in an open neighbourhood of (pg, ty). Then
at (po,to) we have

1 ~ — 1
(5.8) Z m((vivﬁ)eh e1) = VYVf Z mvivi(%)m
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Using that V; has constant coefficients, and «, is closed we compute
Vi Vi (o) = VIV ViVi(ag)j
= VEVPVVi(ap)s,
= VIV (ViVr(og)zy + Bri " plog)s — R “(p)sp)

(5.9) L 7

= Vlkvlp (Vivj(acp)/}p + Ry, Sp(a@)js - R/}ij 8(04@)‘12)

n —_— . _
= D VIVI (ViVj(op)sy + By pity — R i) -
k,p=0
We combine equations (5.8) (5.9) to obtain at (po, to)
(5.10)
1 < ~ 1
ViV-Eley,er) = — Vo Vv ()
Zi:l"i_:uzz((ZZ)l 1> ;1_’_'[}3 \%] Vl( SO)M
o 1 — 1 —
— Y Ry VPV ) Ry P, VPV,
2+Yki pHn 2+ Vkii 4
i,k,p=0 L ik,p L+
Differentiate the equation F(£) = h in the V; direction to get
n
= 1
Vvh=F9Vy, (ap)5 =Y —5 Vi (@)
o Lt

(5.11)

Vi, Vinh = FIN; Vv, (ap)j; + F7™N v, (0) 5,V (04)

n

n
1 Wi+ 1 2
=Y ——=Vy V()i — (Vs ()54 °
;Hu? S gz:o(lJru?)(lJru?) e

Before substituting (5.10) into (5.11), we note the following easy, but useful
lemma.

Lemma 5.3. In the above notation, at (po,ty) we have

n n

M= ViPm Y IViE=1

i=0 i=0
In particular, A1 is a convex combination of the u;, A1 < o, with equality
if and only if V1 is in the span of the eigenvectors with eigenvalue L.

Proof. The proof is just a consequence of writing the equations \; = (Eey, e1),
and |le1]|> = 1 in our local coordinate system, and using the definition of
V1. O

We note the following simple corollary
Corollary 5.4. For all j # n we have
VY Py < M+ max{0, —pn} < A1+ C(m)
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Proof. Just observe that, by Lemma 3.1 the ¢ = n term is the only term is
the only possible negative contribution to the sum

n
AL = Z ‘Vli’2ﬂi~
i=0

Since >, |V4|*> = 1 we can rearrange, and apply Lemma 3.1 to conclude.
U

Let C1 > 0 be a two-sided bound for the sectional curvature of @, which by
Lemma 2.21 depends only on a bound for the sectional curvature of (X, w),
and is therefore a uniform constant. Then we have

(5.12)
D BriupVPVE > O ) il [VPP = =Cv Y VPP = Ca|pn| = o) [V

where we used Lemma 5.3 and that u,, > —C(n1) by Lemma 3.1. For the

remaining curvature term we use that |5 J‘:LQ | <1 together with >, Vi[> =1

to get

n

1 A _
(5.13) > ﬁJ;I,Ifm.zp/mmvk < Ci(n+1).
i,k,p=0 Hi

Returning to equation (5.10), substituting the bounds (5.12),(5.13), and
equation (5.11) we obtain

n

1 3 Hi + Hj 9
> T Vi) > 3 T Vel - - ¢

i i,j=0

for a constant C' depending only on n,7, and bound for Vy, Vy; h and (X, w).
Note that, since V; is spatial, the constant C' is uniform. Finally, by noting
that A\ = A1 > Ag for B # 1 we arrive at

Proposition 5.5. In the above notation, at the point (po,ty) we have

i N 1 O Hi + g
FivVilog(h) = — > i \V 2
jlog(M) = + = (1+u?)(1+u§)‘ (e
(5.14) 7

I 1
R L AR e
)‘%izol"i_:“’? e
for a uniform constant C.

In order to apply the maximum principle, we need a lower bound for the
quantity appearing on the right hand side of (5.14). Note that V;(ay,)y, v, =
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Vi (o) v since oy, is closed and V1 has constant coefficients. Thus, all the
negative terms appearing in

n
1 _
5.15 -y —— | Vila,)ViVA[?
(515) > 5 alvie
have partners appearing in the sum

L~ Mt )
5.16 L )
o A1 g::o (1+u?)(1+u§)’ vi ()il

There are three significant difficulties in attaining the estimate we want.
The first is that the i = j = n term appear in (5.16) will be non-positive
when u, < 0, and even when pu, > 0, the contribution can be arbitrarily
small. Of course, by Lemma 3.1, we know that —e~4¥ is concave. However,
this only implies that the bad term ¢ = j = n term appearing in (5.16)
can be controlled at the expense of all the terms with ¢ = j # n appearing
in (5.16). Unfortunately, terms like [V, a;]? evidently appear in [Viay, v, |
Thus, invoking concavity of —e~4 leaves us with no way to control (5.15).
This is in stark contrast to the case of concave elliptic operators [71, 42],
where the terms in (5.16) for ¢ # j are not used.

The second significant difficulty occurs when trying to invoke that the
gradient vanishes at the maximum point. More precisely, a natural approach
to controlling (5.15), is to apply the fact that the gradient of our test function
vanishes at the maximum. Our test function will be of the form

Q == log(A1) + H(¢)
for a specially chosen function H. Thus, at a maximum we will have

vi(a@)V1V1
A1

Such an argument is essentially doomed, since we do not control \Vig0|§
uniformly. In particular, the vector 0,, could have a component pointing
in the time direction, and by Theorem 4.3, such a component would con-
tribute a term of order 2 to the estimate. Again, this is in contrast to the
case of concave elliptic operators on compact manifolds [71, 42], where this
argument is used repeatedly to obtain a C? estimate [71, 42].

To see the final significant problem, note that (5.15) contains a term like
m|vvla00|2, and the corresponding term in (5.16) is @%W% agol?.
Since A is the largest spatial eigenvalue, it can (and indeed must) happen
that po > A1, so that

= —H'(¢)Vip.

2/1,0 < 1
(4320 (L+pd)A
Again, when studying concave elliptic operators on compact manifolds [71,
42] we have the pp = A1, and the two terms above are easily comparable.
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There are two key points in the arguments that follow. The first is to split
the eigenvalues p; according to whether they are large, or small, compared
to A1. Roughly speaking, if p; is small relative to A; we expect that 0., can
contain at most a very small component pointing in the temporal direction.
On the other hand, if u; is very large relative to A\; the we must make efficient
use of the coefficients V{ that appear in (5.15), together with the following
trivial observation from Lemma 5.3: if p1; > A1, then |[V{|? < 1.

Before beginning the estimate, let us fix a suitable background form,
and some notation. Let ¢ be one of the subsolutions constructed in Corol-
lary 3.10, and write

= XO( + vV — DDSD

Q
Then we can write o, = &+ +/—1DD(p — ¢). To simplify the notation, let
us denote a = a,,.
As a first step, we are going to address the first issue outlined above
by estimating the term Vy,app, assuming p, < 0. We first observe that
n = ln at (po,to), and so by differentiating the equation we have

1
Vv, aan = Vi h — V
1 +U% ViQnn = V1) % Vi O

By Cauchy-Schwarz we have

‘V%O‘fmp ?

G10 Tae

<A+ 67V h2 4+ (1 +61)

1
— VvV -

k<n

for a constant 67 to be determined. Fix a constant % > 09 > 0. This
constants will be determined in the course of the proof. We say that g is
big if g = dpA1, and small if pug < dpA1. Define

BZ{kE{O,l, TL} Ui = 50)\1} S:{kE{O,l,...,n}:,uk<(50/\1}.

Clearly u, € S if u, < 0 and also if A\ is sufficiently large, depending on dy.
We write

1
S Vi
2 1“kk
k<n 1+ o

? Z Vv ag |2 Z Vv ag |2
2 2
keB (1+ “k’) k€S, k<n (1+ “k)

VV (6% VV Qp,

2R E 1“kk 1400
¢ (1 +M2)(1 +M2)
keB, LeS, t<n k ¢

Each sum needs to be estimated differently. Starting with the last sum over
S, using Cauchy-Schwarz we estimate

3 Vvi 0 2< 3 #k’vvl%k’ S 1
(T+p)| 14 p3) ;

k€S, k<n k€S, k<n jes,j<n Hj
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where we used that p; > 0 for j # n by Lemma 3.1. Since ;" , arctan(u;) >
(n —1)% +mn1, and p, < 0 we have

1 1
(5.18) > —+— < —tan(m)
jeS,j<n /‘L] Hn

by Lemma 3.1, together with u, > 0 if £ € B. This estimate is clearly not
accurate if |uy,| is small. In that case we instead have the estimate

1 1 n+l 1
(5.19) > —t— <t —
icsTen i Hno tan(m) - opm

where we used that p; > tan(n;) for all i < n by Lemma 3.1. Estimate (5.19)

. . t
is more precise when |u,| < %,

considering each case separately it follows that

and less precise otherwise. By

JES,j<n Hj (n+1) + (tan(n))?

The final estimate we obtain is

(5.20)
2 - (n+1) _ /‘k’VVlakkP
> < (n+1)+ (tan(m))g) keszgaz

Un

Z Vv, agg
2
keS, k<n (1+ “k)

Next we estimate the cross terms.

‘Re > Vvla;;kw ‘ < ¥ IVvlaEQkIIVvlagel
kEB,LES, £<n (L4 )+ 4p) kEB, (ES, {<n (L4 pie) (L + 1)
< Z (n+ 1)’VV102¢121J2 Z e1tue| Vv gl
kep b en SR e (i DL+ pg)?
(n+1)? Z Vv, kk\ S W’V%O‘ze’
T ertan(m) & (14 p3)? ’

KES l<n

where €1 > 0 is a constant to be determined, and we have again used the

lower bound gy > tan(n;) > 0 for £ < n. Finally, we estimate the big terms

using the Cauchy-Schwarz inequality

3 Vviag | 1) Z ’VVI%M
2

keB(1+“k) keB 1+“
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We now combine these estimates to estimate (5.16) from below when p,, < 0.
We have

n n—1
i + 'U'J 2 2%} + ,LL]
> 2 = Vvagl? > Y Vv, a5
50 Ut m) (L + 15) L, W )
_(n+ 1) )> Y 9
+ 1+ (149 + 20, /| v A
< ( 1) <(n —+ 1) —+ (tan('r/l))Q H 1 éeszl;<n (1 + H§)2| i £Z|
2| Vi ol < <2(n+ 1)2 >>
+ 3 SR (e (U4 S (= (1
,; (1+ Hk) et Vitn e1 tan(n) ( )
+2(1 4 87 | Vv ).
For ease of notation set
(tan(n))*

R1 =

2[(n +1) + (tan(n1))?]

Examining the coefficient in front of the small terms yields

—(n+1)
(1401 ((n +1) + (tan

Take 61 = k1, then

1+(1+51)<(

4+ 2unper | = 261 —01(1—2kK1)+2(1+01) in 1.
e T 1> 1=01( 1)+2(1+61) e

—(n+1)
n+ 1) + (tan(n))?

+ 2un51) =K+ 2/@% +2(1 + K1) ner

= K1

2
provided we take g1 = (1-5-%?%’ where p, > —C(m) is a lower bound for
ln. Since K1,01,€1 are universal we have

2(n +1)?

uk+(1+51)un< )+(n+1)> > — 201,

1 tan(m
2(1 407 Hpn| Vi b* = —Co

for universal constants C7, Cy. We have proved

Proposition 5.6. We have the following lower bound for (5.16).

n
Hi + 127 2 ,LLZ ‘|' ,LL]
Z 2 2 ‘Vvl()éﬁ| 02+ Z |VV1 ]2|

ity

241 2
th Y | Viyog)
teS i<n (1 + p7)

i Z (2ur — C1) ’VVloé/}kP
232
ey (1+Nk)
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where C1 = Co =0 and k1 =1 if up = 0, and if uy, <0, then

(tan(1))

"7 20+ 1) + (tan(m))?]

and C1,Cs > 0 are uniform constants.

We now turn our focus to estimating the gradient term (5.15). Fix 0 <
7 < n and write

|V2'04VIV1|2

n 2
o
> ViV
=0

11/
< Z VI IIVE Vv a5l Vv ag|
j,eB
1
+2 > [V IIVYIVvazVviagl
jEBLES

j A
+ ) VIV IVl Vv ol
JLES

For the big terms, we use Cauchy-Schwarz in the following way

(5.21)
1/2 1/2
11174 He L
S VIV IVuasllViagl < | Y IV P=IViag > VPP Vyag )
jleB jleB Hi jleB fe
e
= Z |V1 2 ‘VV1 jl|2
jLeB
1
= (Al -> |V1£|2W> > —IVwagl
Les jEB H

where in the last line we used Lemma 5.3. For the small terms we apply
Cauchy-Schwarz to get

(5.22)

1/2 1/2
Z |V1jHV1€|WV1043¢||VV1QZ¢| < Z |V1£‘2|VV10451"2 Z |V1]‘2|VV16%|2
JLES Jles jles

¢
= Z Vi ’2|VV1043i|2 < Z |VV1043¢|2

Jtes jes
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where in the last line we used Lemma 5.3 again. Finally we estimate the
cross terms.

(5.23)
¢ 4
2 ) MIVIIVveslVvag <e D> WPWPIVvag P+ — > [Vvogl
jEBLES jEBLES JEBLES
i n+1
S €o Z |V1]|2|VV10431‘|2 + 5 Z Vv ag |
jeB O tes
1
)2 2
< € (Al - Z ’V1 ‘ /M) Z ;‘v%aﬁ‘
les jeB ™
n+1 2
+ - Z Vv, o]
0 Yes

for a constant €y > 0 to be determined. In the final inequality we used the
following estimate. If j € B, we have u; > 0, so Lemma 5.3 shows

VP Py < D0 VP = M =D IV Pae.
keB tes

Combining estimates (5.21) (5.22) and (5.23) we arrive at
1
Wil €0 0) (0= 3P 3 v
Les jeB ™

n+1
+(1+ ) E |VV10431-|2.
€0 -
JjeS

Every term appearing on the right hand side of this estimate has a partner
appearing on the right hand side of the estimate in Proposition 5.6 except the
term ¢ = j = n. For this term we return to (5.17) and apply Cauchy-Schwarz
to get

|VV1 O‘l7£|2

2 2
|Vvlozfm| <2|VV1h’ +2nz(1+/$%)2.

<n
Summarizing we have proved
Proposition 5.7. For any constant €g € (0,1) we have the following esti-
mates.
(1) For0<i<mn

1
Viapy, [2 < (1+¢0) ()\1 - |V1€\2w) > ;\Vvlajf

Les jeB "™

n+1
+(1+ ) [ Vag).
€0 -
JES
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(2) Fori=n we have

1
‘VHQVIVI‘Q < (1 -+ E()) ()\1 — Z “/1€|2M5> Z ;|VV1a3n‘2

tes jeB I

n-+1
+(1+ ) > Vv,

9
0 JES,j<n

+1 ”+1 ’VV Oéa\
RRTRRELY) it
€0

n
+2(1 +
K<n

for a uniform constant Cs.
We are now ready to combine Propositions 5.6 and 5.7 to obtain the key

estimate towards the interior C? estimate. Recall that we need to estimate
the following quantity from below;

1 ¢ Hi + p » 1 ¢ 1 2
(5.24) L Vvl — 5 Y ——Viapy, -
A ;0 I+ p)(T+p5) 7 /\%;HM? s

In order to do this, we will estimate a related quantity. Let us define
L= [V
Les

and note that, by definition of S we have I" < jpA; < %)\ Consider

n

(1—coAi ) 1
T := .
/\1()\1 —F)(l—i-Eo) Z 1_|_'u2|v V1V1‘

Where ¢ is a positive constant to be determined, and we assume that

(5.25) A1 > cg.

From now on, in order to ensure that our constants can be chosen consis-
tently, we will note each constraint as a separate equation. By Proposi-
tion 5.7 we have

T < (1-— Co)\fl) |VV1a3i’2
Mo S ()
JjEB
2(n + 1)(1 — C())\II) Z ‘VV1aji|2
MM =T)(1+eo)eo 4 s 1T ©?
('J)?ﬁ( n)
dn(n+1)(1 — COA Z |Vvlaze|
A1+ p2) (M — 1+€0 €0 7 (1+p2)
4n+1)(1 — oA}
R R v N

A1+ p3) (A = T)(1 + eo0)eo
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We are going to estimate

1 O Hi + [ 2
— Vo =T
TP DN

from below, by making use of Proposition 5.6, and comparing the coefficients
of |Vy, a3i|2 term by term. There are four cases depending on (3, j).
Case 1: 0 <t < n,j€ B, and i # j.
Case 2: i=j€ B.
Case 3: 0<i<n,j€Sandi+#j.
Case4d: 0<i<n,andi=j€S.

Bt i (1—coX] ) .
M) (1) and SWET Ignoring the
common factors it suffices to estimate

Case 1. We we have to compare

pituy (L—coAph) A+ papg + e — 1

(1+p3) 11 (1 + p3)

We now use that j € B, so j;A]* > do. Since p1; > p, = —C(1) we get the
estimate

CoNy i+ patty + oM =1 (codo — Clm))y — 1

11 (1 4 ) - pi (14 1) >0
as long as we have
(5.26) co> 6, (Cm)+1), and X >d;"
where the latter condition guarantees p; > 1 since j € B.
Case 2 In this case we need to estimate
pon Gr=C) (-aX) D0
14 5 1 (14 p2) (1 + p3)(M = T) (1 +e0)eo

Observe that, from the definition of I' we have

1
/\1 I = )\1 — Z ‘V1£|2/u 2 (1 — 50)/\1 2 5)\1
les
Therefore we can estimate (5.27) from below by

1 2 Hj
—_— - — Chip;—1—8n(n+1 J>>O
pi(1+43) (M] H e

provided p; > Cy + 1+ %;gl). Since j € B this is guaranteed as soon as

1
(5.28) AL > 650 <01 +1+ 8"("+)>
/\180
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Case 3 We have to estimate

pitpy 2+ D —cA)  opitp 4+l

(1+ /LJQ) (M —T)(1 4 €0)eo - (1+ /,sz) A€o

We now consider three subcases separately, according to whether p; is rel-
atively large or relatively small compared to u,, or j = n.

Case 3a First suppose j < n, and that u; + pu; > %,uj (which is always
the case if j1,, > 0). Then we have

4(n+1)(1+ p2) _3m A1) (1+ p3)

Mi =+ fj —

AI&‘O - 4 €0 Al
< 3u;  4(n+1)  4(n+1)dopy
- 4 60)\1 €1
1+p7

where we used that o < /\% + 6o by the definition of S. Using that

j # n, if we choose

€0
5.29 )

(5:29) 0= 16(n+1)

we get

An+1)A+p5) 1 An+1)
:U’z"i',uj— J 25,“4]‘_7

Al€1 €01
S tan(n) 4(n+1) >0
4 50)\1
provided
(5.30) }EKZEQEQEZ_
€0 tan (1)

Case 3b In this case we still assume j < n, but that p; + pu; < %Nj-
Then necessarily ¢ = n, p, < 0, and we get that u; < 4C(n) for a constant
depending only on 7. Since pj + pn, > tan(n;) by Lemma 3.1 we conclude

(5.31) pit+ i 4n+1) < tan(n)  4(n+1) 50
' (1 + u?) A1€0 1 + 160(771)2 A€o

provided

(5.32) . 4(n + 1)(1 4+ 16C(m)?)

g0 tan(ny)

Case 3c If j = n, and 0 < i < n, then (5.31) also holds, and the same
estimate works.
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Case 4 Finally, we consider the fourth case. We need to estimate from
below the quantity

L2 A1) - coAi') a4+ 1)(1—cor
") M (1 +eo)eo (14 p2) A1 (1 + o) (1 + p3)eg
2,uj C1 C1
Z K - -
A+ ud) dee M+ e

where ¢; > 0 depends only on n,n1,n2, and where k1 is the constant ap-
pearing in Proposition 5.6. We therefore need to determine the sign of

2k1g0Mpj — (1 + u?) —c1 = pi(2k160M1 — c1p) — 2¢;.
Since j € S we have p; < dpA1 and so
,uj(2/<;150)\1 — cl,uj) — 201 2 ,uj/\1(2/<;150 — 0150) — 201 >0
provided
K1€ 4c
1€0 > 1
c1 tan(ny)k1€0
We can now choose the constants dg,eg,co consistently. From (5.29)
and (5.33) we see that it suffices to choose §y < max{cricg, 5} for 0 < c <1
a positive, uniform constant depending only on n,71,72. Recall that k; is
the uniform constant appearing in Proposition 5.6. From (5.26) we choose

co = Koeg ! for a positive uniform constant Ky depending only on n,7;.
Finally, from (5.28) we conclude

(5.33) 8o <

Proposition 5.8. For every constant €9 > 0, there exists a uniform con-
stant Cy depending only on n,n1,m2 so that if A\y > 04552 we have

n

1 Hi + Ky s 1 ¢ 1 2
_ V O - - V‘Oé7
A Z (1 +,U'12)(1 + MJQ)‘ |1 ]z‘ )\% g 1 +M12‘ 7 V1V1’

ZJZO
250 " 1 2 CQ 05
> —— 7|V'O¢ - - £ _
I L L TS

For uniform constants Ca, Cs.

Proof. By combining Propositions 5.6 and 5.7 we have shown that

(1— oY)
£13

1 < 1i + 1 Cs
> L VnasP =T = -2 = C(nm, )

= Cs.
A A (L p?) (1 + p3) A1 s

4,j=0
We only need to compare T with the negative term containing |V;ay,y, K
Choose Cy = 100K, where Kj is the constant defining ¢y above. If A\; >

04662, then coAfl < go9 and we have

(1—cr) 1 l—gp 1
M -D)(1+e) M~ M(l+e) M
S —260

A1
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The result follows. U

We can now prove the interior, spatial C? estimate. Recall that we have
written a = a, = & + v/ —1DD¢p. Normalize ¢ so that infx_¢ = 0. Define
H: [07supX5 SO] by

H(t) = —2At + %tz

for constants A > 0,7 > 0 to be determined. By Proposition 3.12, and
Corollary 3.10 we have a uniform bound for ||¢|/z~, and so we can choose
T < min{m, 1} so that

—2A<H <-A H'"=Ar>0.
We apply the maximum principle to the test function

Q :=log(\1) + H(p).

If this quantity achieves its maximum on X, then it is uniformly bounded
in terms of the boundary data, and we obtain

—A
AL < CemAosexey,

which is the desired estimate. Otherwise, suppose @} attains an interior
maximum at (pg,tp). Fix holomorphic normal coordinates (zo,...,z,) for
@ in a neighborhood of (py, o) so that « is diagonal at (pg,tp) with eigen-
values ug = p1 = -+ = . We perform the perturbation described at the
beginning of the section, and consider the quantity

Q = log(\1) + H(yp).

By construction we have Q < Q near (pg,tg), and Q(po,to) = Q(po,to)-
Thus @ achieves an interior maximum at (pg,t9). Applying the linearized
operator at (po,tp) we have

0> F9v;V;Q.
The linearized operator applied to the H(y) term gives

1
——ViVip+ H'(9) >

FUV:ViH(p) = H'(9) ) 5 T e

%

=-—H'(p)y —“—5 +Ar Vil
2 1+ pf zl:lﬂi? '

)
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Thus, at (po, to) we have

n

5o 1 i + 2
0> FIVV;Q > + Vs,
Q25 L Gt e

i,j=0
1 — 1

— 5> ——IViapyP-C
)‘%izol"i_:“zz o

Qi — i 1 2
—H'(p) ) 5 + A1) ——[Vigl
2 1+ pf z; Lt

i
Combining Proposition 5.5 and Proposition 5.8 there is a uniform constant
C4 so that if A1 > C4€62, then we have

2e0 Cy Cs
0>— i -+ —-—3
S Vel -o- 2 &

Qg — i 1 2
—H'(p) Y - +ATY  —— |Vl
() — 1+ p? —~ 14+

1

for uniform constants C, Cy, C5. At the maximum of Q we have VZQ =0,
which gives

Viay
= H Vi

So

1 - 1 2 "2 1 2
EZW!VMVIM = () T2Vl
=0 v i i

Choose €9 = max{2+, 1}, then 25¢(H')? < 8¢9A% < 7A and so we get
104

We may assume that A\; > R, where R is the uniform constant appearing
in Lemma 3.5 for the subsolution & (see Remark 3.11). Since pog > A\ we
can apply Lemma 3.5. Since |uy,| is bounded by Lemma 3.1 we can always
assume we are in the first case of Lemma 3.5 and so we get

Zl+2 OZ

)

for Ky a uniform constant. Finally, choose A so that Akg = C + Cy + 1,
which is a uniform constant. Then we obtain

10(C+Ca+1)
7150)\% '

0=21-
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In particular, A\; < Cg for a uniform constant Cg. This implies
A < C6eA(90—ianE ®)

finishing the proof of (5.1).

We next move on to estimating the size of ag. This is easily done by
the maximum principle. Recall that by Lemma 3.1 there is a constant A
depending only on 7; so that G = —e~4¥ is concave. Consider the quantity

Q = Oy —CQO,

and recall that & = & ++/—1DD. Differentiating the equation G = —e~4"
twice, using that G is concave, « is closed, and the curvature vanishes in
any temporal direction yields

GV, Vs (ap)n = A(ViVih + A|Vih|})e™
o AHthHL‘X’(XE)'FA2HhtHQLOO(XE)"'l K
Choose C = o W,
uniform constant appearing in Lemma 3.5 for &, while C'(n) is a bound for
|ttn| (see Lemma 3.1). Suppose that @) achieves an interior maximum on X;

at the point (po,tp). Choose holomorphic normal coordinates near (po, to)
such that « is diagonal with eigenvalues pug, ..., tn. We get

where kg = and kg is the

0> A(V:Vih + A|Vh|?)e Ah+021+u

If ay > R, then by Lemma 3.5 and our choice of C' we obtain
0> A(ViVih + AVih[* e + A(||hg| oo (x.) + AHhtH%w(XE) +1)
a contradiction. Thus, (o, ) < R, and so

Allhgll oo (x) + Al 7o x.) +1

Ko

Q < Q(po,to) < R+

el oo (x.)

unless () attains its maximum on the boundary. Summarizing we have

Proposition 5.9. There is a uniform constant C so that

(@p)irly < (14 Ihallz ey + el ey ) +sup gl

€

To estimate the off diagonal terms we use that o, > —C(n)w. Pick
any point (po,tg) € Xz, and choose space-time adapted coordinates so that

(ap)|Tx is diagonal with entries A1,..., A,. At po we have
(O‘go)tt(‘}' C)'(Ul) +1 (O‘sz)lt) T (O‘so)ﬁt
Q)i M+Cm)+1 - 0
ap+H(Cm)+1)w = - . , .

(ap)at 0 o A+ C(m) +1
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Let D be the nxn matrix with D;; = (A +C(n)+1)d3,;. Since \i+C'(n1)+1 >
1 for all ¢ we can compute the determinant as

. |(ap)ail?
< 1 = D 7 1- — .
0 < det(a,+(Cm)+1)3) da<><mwu+cmn+ T
Now since 1 < A\; + C(m1) + 1 < C for a uniform constant C' by the spatial
C? estimate we obtain

(ap)al < C ((ep)al + Cm) + 1)
which finishes the proof of Theorem 5.1.

Remark 5.10. Note that the spatial C? estimate is independent of the
estimate for the spatial gradient. In particular, Proposition 4.1 can be ob-
tained directly from the C? estimate by applying the elliptic theory along
the fibers of X. — A.. Nevertheless, we have decided to include the estimate
as it may have applications to the existence of geodesic rays in H; see for
example [62, 63, 64].

6. BOUNDARY C? ESTIMATES AND EXISTENCE OF SOLUTIONS TO THE
DECENERATE LAGRANGIAN PHASE EQUATION

It remains only to prove the boundary estimates. The boundary esti-
mates are based on estimates of Guan [42, 43] which are in turn inspired
by estimates of Trudinger [75]. Similar ideas were used by the first author,
Picard and Wu to solve the Dirichlet problem for the Lagrangian phase
operator [24]. In fact, the proof here is much simpler than the boundary
estimates for the Lagrangian phase operator established in [24] due to the
special structure of the boundary.

Without loss of generality, we work near {|t| = e}. Consider the function

v= (¢ — o) +cole — [t]) = N(e — [t])?

for constants IV, cg > 0 to be determined. For simplicity, let us write g = ¢.
Our goal is to choose uniform constants co, N so that F% ViV;v < —gg near
|t| = e for a uniform constant gg, and so that v > 0 on a neighboourhood
of {r = €}. We compute at a point (pg,tg) in coordinates where @ is the
identity and a, is diagonal.

Pi — & coFtt_i _ Eth+N(€ - ’t’)th.

Fiv,Vo =Y =i
iviv 1+ 22 alt] 2 ol

i
Suppose |u| < R, where R is the constant in Lemma 3.5 for ¢g. Then we
have 1 > F% > (1+ R?)~!. Also, a3 > —C(n1). Combining these estimates
gives
Ft N (e -1t

- N
O 204 R T 2

(6.1) FIV;Viu < (n+1)+C(m) —
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If instead |p| > R the we apply Lemma 3.5 and conclude

= Ftt N . (e—t])
6.2 FV,Vzv < —cg— — —F"+ N

(6:2) VU S T = o T R N T
for a uniform constant kg. We consider v on the domain

Q=X x{(1—-0)e<|t|<e}
where 0 < § < 1 — e~ ! is to be determined. On Qs we have

e—ft) _ 9
0< < 1.
] 1-5°
Choose N so that N
S 2
sa R RO,
and note that N is uniform. Then when |u| < R we have
) 1
Fii 14N -
ViVio < =1+ ) < 5

provided § < ﬁ When |u] > R we have

- 1) )
FIV,V- N
ViViv < —ko + (1_5) < 5

provided § < 2N+;~; . We choose § = min{ 5w 2N+17 2NH+0K0
constant. It remains only to determine ¢g. On the |t| = ¢ component of 925
we have v = 0, while on the [t| = (1 — §)e component we have

v > 0 — N(0¢)? > de <co—;€) >0

provided we take ¢y = 1. Summarizing we have

}, which is a uniform

Lemma 6.1. There exist uniform constants §, N so that the function

vi=(p— o) + (e — |t]) = N(e — [t])°

satisfies
Ko

FiV,Vsu < —

on Qs :=X x {(1—0)e < |t| <e}.

We are going to estimate the tangent-normal derivatives of ¢ near the
boundary {|t| = €}. Fix a point (po,to) € 0X., and space-time adapted

coordinates (wo, . .., w,) = (wp,w’). For 1 < ¢ < n we compute
FIV ViV —¢) =Veh— > FiVyg
1<i,j<n

where in the last line we used that V,;V,» = ViV = 0 (see Corollary 3.10).
Next we compute

FINVVilp— @) =Veih— F7 3" Rys*Vip— Y FiIvVV;v5

1<k<n 1<i,j<n
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where we used that R, = 0if & = 0. Write wy = 2¢ + v—1yp. Then
combining the spatial gradient bound from Theorem 4.3 with Corollary 3.10
we have

~C < FIV;V;Vs, (¢ —¢) < C

for a uniform constant C. Clearly the same estimate holds for d,,. We now
consider the quantity

- D 1t
1=1
for positive constants A, B, D to be determined, which is defined on the set
n
Qs = {Z lw;|? < (5’)2} x {(1—-0)e<|t| <e}
i=1

where ¢’ is a constant depending only on (X,w) (namely, the size of the
coordinate chart on which holomorphic normal coordinates are defined).
On |t| = & we have Q1 > 0 with equality at w’ = 0. On w’ = ¢’ we have

Q+ = —sup [V¥pl; + B(d)%
X

By Proposition 4.1 we can therefore choose a uniform constant B large
enough so that Q@+ > 0 on |w'| = ¢'. Finally, when [¢t| = (1 — §)e we have

D 1
Z - Xolg+ = log | ——5
Q+ s)lg)\v elg + 5 Og((1—6)2>

Since § > 0 is uniform, by Proposition 4.1 we can choose D large and uniform
so that Q@+ > 0 on |t| = (1 — d)e. Finally, we compute

Fiig A% sup |V¥¢l; + B Z Filg—A% 4 sup |V¥ |5 + Bn
2 X . 2 X
€ 1<i<n €
Therefore, another application of Proposition 4.1 shows that we can cpoose
A uniform, sufficiently large so that F¥Q4 < 0. Since Q+ > 0 on 9825 we
have Q+ > 0 = Q+(po,to). We conclude that 9,Q+ < 0. Now at (po,to) we
have 0,0,,¢ = 0 and 0,v = 0, — 0,¢p — 1. Thus by Theorem 4.3 we obtain

10,050 < &
£

Repeating the argument with y, yields

Proposition 6.2. There is a uniform constant C' so that

__ c
sup <|VtVXI,0|g n |v,;vao!g) <=
0Xe g

Finally, we estimate V;Vgp on the boundary. In fact the estimate we
need follows from a lemma of Caffarelli-Nirenberg-Spruck [15], which we
now recall
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Lemma 6.3. Consider the n X n hermitian matriz

a b1 bg e bn
E d 0 - 0
M:=]bba 0 do 0
E 0 0 --- d,
where we assume a > 1. Let pg, pi1, - . ., fin, be the eigenvalues of M. For all

0 < g9 < 1, there exists 6(eg) > 0 depending only on dy, ..., dy,e such that,
12
if Yoy i o d(eo) then

a

| — di| < eo.
fori=1,...,n. Furthermore, we have
. (1 e (Z 'b‘))
Mo = 2 g
with tmplied constants depending only on di, ..., d,.

Proof. We give the proof, since the statement in [15] is not exactly what we
need. Just as in [15], the eigenvalues are given by the zeroes of

1 & b1 b2 bn
__a a a a
bi dl—,u 0 0
det | b2 0 do — p 0 =0.
by, 0 0 - dp—p

Expanding the determinant gives

n

n ) 2
0=(1- §> (H(di - u)) + Z(—l)f'b;' [T = w.

i=1 j=1 i#j

_ 1bil?

-—, and write this equation as

Introduce parameters tg = % and t;
P(to,t1...,tn,A) =0

for a polynomial P. When (¢1,...,t,) = 0 we have that y = d; is a zero.
Since the roots of P(tg,...,t,) depend continuously on the coefficients we
get that, for all g > 0, there exists § > 0 depending only on dy,...,ds, &g
such that if |¢| < d, then

|,U«i — di’ < €p.
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For the last eigenvalue we set = ay and consider

-y 2 2 n

ooy 0

b dy _ _
det | 7 0 22— 0 =0

b ds

o 0 0 e

which we write as

0=(1-1v) (H(todl — ’Y)) + Z(—l)jtotj H(todz’ - 7).
7=1

i=1 i#j
When t = 0,y = 1 is a simple zero, and hence the implicit function theorem

gives that for |t| < d, there is a constant C' depending on dy,...,d, such
that

[1=~(8)] < CJtf
whence
po(t) = a(1+ O(|t]))
with constants depending only on di,...,d,. O

This lemma, together with the boundary tangent-normal estimates in
Proposition 6.2 immediately implies the normal-normal estimate. Suppose
there is a point (po,tp) € 0X. where (o,)g > 552 for some constant K to
be determined (note that the lower bound is automatic from Lemma 3.1).
Fix space-time adapted coordinates at (pg,to), and let p; 0 < @ < n be the
eigenvalues of a,. By the tangent-normal estimates we have

|(« )£i|2 C
zi: (O:D)ft <E

where C' is a uniform constant. Fixing ey > 0, if C'/K is sufficiently small
depending only on the bound for the spatial C? norm and g, then we have

’MO_O‘B’ < €0, \aa—ml < €0-

It follows that
n n
Z arctan(p;) — <Z arctan((oy);) + arctan((ag,)tt)> ‘ < (n+ 1)eo,
i=0 i=1

since the derivative of arctan is bounded by 1. On the boundary we have
¢ = ¢ and ¢ is a subsolution, satisfying

n
Z arctan(p,) > h+ %
=0
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where 1, are the eigenvalues of a = 7%a + v—lDﬁf. By the Schur-
Horn theorem [47] and the convexity of the super-level sets {F' > o} for
o > (n—1)% we have

n n
Z arctan(ag;) > Z arctan(p,) — arctan(ag).
=1 1=0

So, we have
n n
h(z) + % < Z arctan(p,) < Z arctan(ag;) + arctan(ay)
i=0 i=1
n
< (n+1)eg + Z arctan(u;) — arctan((ay,)g) + arctan(ag)
i=0
= (n+ 1)eg + h(x) — arctan((av,)z) + arctan(ag).
This implies
% + arctan((aw)g) < (n+ 1)eg + arctan(ag).

By Lemma 3.6 we have

Cy

€2

for a uniform constant Cy. Choose ¢ sufficiently small so that (n+1)eo < 4,
we conclude that K < Cy. Thus we conclude

O X

Proposition 6.4. There exists a uniform constant C' so that
C
sup |V Vo] < =
OX. €
Combining this with Theorem 5.1, and Theorem 4.3 we conclude

Theorem 6.5. Suppose ¢(z,t) is a smooth St invariant function on (X., )
with o, = a ++/—1DDyp(x,t) solving the Lagrangian phase equation

F(o " ay) = h(z, |t).

with p(x,€) = o and p(x,ce 1) = 1, and p; € H. Suppose in addition that
0,1, h satisfy the structural conditions (C1),(C2) with constants ny,ns.
The following estimates hold

oscx.p + ‘VXQO‘@ + |VXW<,0| <C

1
\Viplo < C <1 + sup |Vih|g + )
Xe €

1
ViV¥p| < C (1 + - + \/sup |ViVih|g + \/sup ]VJL@)

X, Xe

1
|VtV{g0| < C <]. + ) + sup ‘vtV{h
9 X.

§ +sup |Vth§>
Xe
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where C is a uniform constant depending only on <p0,<p1,VXV7Xh, (X,w)
and the structural constants ny,n2.

First we apply these estimates to solve the Dirichlet problem for the
Lagrangian phase operator on X.

Theorem 6.6. Suppose po, 1 € H, and h(x,|t]) : Xo — R is a smooth
function satisfying structural constraints (C1),(C2). Then, on X, there
exists a smooth, S invariant solution of the equation

F(o  ay) = h(z, |t]).

with boundary values g, 1. In particular, for any @o,p1 € H there is a
unique, smooth € geodesic joining g, p1.

Proof. The corollary follows easily from Theorem 6.5. Let h(z) = F(ay)
where ¢ is the function constructed in Lemma 3.6 and consider the equation

F(oay,) = (1 —u)h+ uh

where u € [0, 1], and ¢, has boundary values ¢g, 1. Note that structural
constraints (C1), (C2) hold uniform for the functions (1 —u)h + uh. Let I
be the set of u € [0,1] for which this equation admits a solution. By the
implicit function theorem [ is open. Suppose I > u; — u, Combining the
estimates in Theorem 6.5 with the Evans-Krylov theorem, and arguing as
in [24] we conclude that I is closed. O

Since we have obtained estimates that scale appropriately we can pass to
the limit as ¢ — 0 to get weak solutions to the space-time lifted degenerate
Lagrangian phase equation, see Definition 2.9. Before explaining how this
is done, let us explain how to make sense of the limiting equation weakly.
First note that if ¢ : X — R is bounded and satisfies /—1DDy > —C,
then we can define

(mka+vV—1DDy)k
as a (k, k) current for all k using the Bedford-Taylor theory [6]. In particular,
for such functions ¢

(mhw + V—1(r%a +V/—1DDyp))" !

defines a complex measure on X and hence the equation
(6.3)  Im (aﬁh(%'t‘)(w}}w VI (nha+ \/—1DE¢))"+1) —0
can be interpreted as an equality of measures. With this in mind we have

Theorem 6.7. Suppose @o, 01 € H, and h(z,|t|) : X — R is a smooth
function satisfying structural constraints (C1),(C2). Then there exists an
St invariant function ¢ so that ¢ € CY®, for all o € (0,1), v/—1DDy €
L>(X.,w), and ¢ solves

(6.4) Im <€_ﬁh(m’|t|)(w +vV-1(a+ \/leEcp))”'H) =0.
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pointwise a.e., and in the sense of pluripotential theory, with boundary values
o, 1. Equivalently, ¢ solves

Ou (@™ ap) = h(z, [t])

in the sense of Harvey-Lawson’s Dirichlet Duality. In particular, for any
w0, w1 € H there is a unique weak geodesic joining @g, p1.

Proof. Given h(zx,|t|) : X — R, we consider

he(z,t) =h (x, z> X — R
Clearly we have
VAVihe = éVXVt-h V,Vihe = gizvtvt—h.
By Theorem 6.6 we have functions 1. : X — R solving
F(o ay,) = he.
Let oo = ¥e(x,et) : X — R. Then ¢, solve the Lagrangian phase equation
F((@:) ey, ) = h, or equivalently
Im (e*ﬁh (71'}}(,{) + e/ =1dt Adt + v/ —1 (W}k(oz + \/leﬁgp))nH) =0
on X. By Theorem 6.5, (. satisfies
[[pell oo + Sup Veelo + |[V=1DDgel|poo () < C

for a uniform constant C independent of . We can therefore take a limit as
e — 0 and get ¢. — ¢ where the convergence is uniform in C1®. Clearly

Co>rya+V-1DDp > —Cw

and so by the continuity of the Monge-Ampere operator along uniformly
convergent sequences [6] we conclude that ¢ is a weak solution of (6.4).
Next we argue that ¢ is also a solution of the space-time lifted degenerate
Lagrangian phase equation in the sense of Harvey-Lawson. We refer the
reader to the work of Rubinstein-Solomon [66] for the construction of the
degenerate Lagrangian phase operator. The two key properties we need are

F((@e)ray) = O(ay) ase—0
by [66, Theorem A.3], and that C:)() is upper-semi continuous on the space
of hermitian matrices [66]. By the Harvey-Lawson theory, and [66, Theorem

5.1] we need to show that if u is a C? function defined on a ball B C X,
with u > ¢, and u(p) = ¢(p), then

(6.5) 6(a + V=1DDu)(p) > h(p)
and similarly, that if u touches ¢ from below, then

(6.6) O (— (a +v=1DDuw)) (p) = —h(p)
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Our proof of this result is based on the proof of the analogous elementary
result in the viscosity theory [14, Proposition 2.9], with the added compli-
cation that the background metric used to construct the elliptic operator is
not constant.

Everything is local, so we may assume that we’re working in By C C",
and that p = 0. Let B, denote a ball of radius r centered at 0. Suppose
u > ¢ on By. Fix § > 0. Since ¢. — ¢ uniformly on By, for any n > 0 we
can choose € < g¢(7, ) sufficiently small so that

uy :=u+nlz*>p. on dBs.

Since u(p) = ¢(p), it follows that for e sufficiently small depending on 7,4,
Uy — e has an interior minimum at some point p(. ) € Bs (p). For now, let
us suppress the dependence on 7, and write p( ) = p.. At this point we
have

(6.7) au(pe) + 1Y V=1dz AdZ > g (pe)
=0

Up to taking a subsequence we can assume that p. — p. € Bs(p) C Bas(p)
as € — 0. For ¢ sufficiently small we have

au(ps) +20 Y V=1dz Adz > au(pe) +1 Y V=Tdz; A dZ;
=0 =0

as (1,1) forms on C". Now, since & = Thw + £2y/—1dt A df is a product,
there is a constant C' independent of ¢ so that

—Cla—y| < @e(2) ' =@e(y) ' < Cla—yl, &' (x) > C1Y) V-1dzindz
=0

for any points x,y € By C C"!, where @, is regarded as a Kihler metric
on C"*!. Thus, for ¢ < 7 sufficiently small we have

ws(p*)_l <au(p*) + (477 i \/jldzl A dz@))

=0

= ws(ps)_l (au(p*) + 2772 vV —=1dz; A le)

1=0
= wa(pa)il <au(pa) + TIZ \/—7le2~ VAN dz,)
=0

Combining this inequality with (6.7) and applying the elliptic operator F'
gives

F ((‘i’s)_l (au(P*) + 4772 V—1dz; A d21>> > F(dja_la%)(pa) = h(p:),
=0
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for all ¢ sufficiently small. We now take a limit as € — 0 to get

(6.8) ) <<au(p*) +4n z”: V—1dz; A dEZ-)) > h(p.)
i=0

We now reinstate the dependence on 7, and write p, = p,. Since (6.8) holds
for all n > 0, we can take a limit as n — 0. Up to taking a subsequence we
can assume p, — Poo € Bs(p). By the upper-semi continuity of © we get

0 (u(poo)) 2 M(poo)-
This holds for all § > 0, and so we may finally take a limit as § — 0, applying
the upper semi-continuity again to conclude

© (aw(p)) = h(p).

The same argument works to prove (6.6). O
The next corollary is essential for infinite dimensional GIT.

Corollary 6.8. Let ¢o,p1 € H, and let p(x,s) be a weak geodesic with
o(z,0) = o, p(x,1) = p1. Then the functional CYg is well-defined along
the curve o(x,s). Furthermore C is affine, J is convex, and Re(Z),Im(Z)
are concave.

Proof. That CY¢ is well defined follows from the Bedford-Taylor theory
[6], together with the bounds [¢(z, s)||1=(x) < C, and —Cw < V=100,
as discussed above. Next, let ¢.(z,s) be e-geodesics joining g, p1. Since
e — ¢ the Bedford-Taylor theory [6] implies that

CYc(pe) = CYc(p)

as ¢ — 0. The properties of C,J,Re(Z),Im(Z) along ¢(x,s) follow from
the corresponding properties along ¢.(z, s); see Proposition 2.17, and Corol-
lary 2.19 ]

6.1. Applications to Homogeneous Monge-Ampeére. Our techniques
can be used to give a simplified proof of the existence of geodesics in the
space of Kéhler metrics [17], in particular avoiding Blocki’s gradient estimate
[9, 10]. We briefly describe how this is done.

Let (X,w) be a Kahler manifold, and

H={peC®X,R):w,=w++V~-100¢ > 0}
be the space of Kéhler metrics. A geodesic in this space with respect to
the Donaldson-Mabuchi-Semmes metric is equivalent to a solution of the
homogeneous complex Monge-Ampere equation on X = X x A. That is, a
solution of
(m%w +V—1DDp)""' =0  on X

with boundary values g, 01 € H. As above, we approximate this equation
by the degenerating Monge-Ampere equations

mhew +e*V/—1dt A dt +/—1DD. = (n+ De*v/—=1dt A dt A Thw™.
(7% 2V/=1dt ANdt +/—1DDp)" " = (n + 1)e?V/—1dt A dt A Tiw"
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Rescaling t — et, we can view this as the non-degenerate Monge-Ampere
equation

((Z) + /—1DE(,0)H+1 — d)n—&-l
on X, with boundary values g, 1 € H. Here, as before

& = mhw + V—1dt A dE

is a product metric on X.. The C? estimate follows from the maximum prin-
ciple, comparing with sub and supersolutions as in Section 3. For the spatial
C? estimate, we argue as in Section 5, applying the maximum principle to
A1, the largest eigenvalue of

(@ +vV—1DDy) |TX

measured with respect to w. Let F(M) = log(det(M)). Fix a point (po, to)
and local holomorphic normal coordinates (zo,...,2,) so that &; = 45
and w, = (© + v—1DDy) is diagonal with entries pg < -+ < pp. Let
Vi € T,,X be the unit spatial eigenvector achieving A\;. Let F i be the
linearized operator of F'. Then following the computation in Section 5 we
compute
1 n

2 2

Fiiy, Vilog(Ar) > C—i—)\fl Z " ]Vv1 o)5il"— )\2 Z (W) vy, |-
4,7=0

for a uniform constant C. Using Cauchy-Schwarz we now estimate

1 _—
Vi = \ S VIV (wp);:

i -
J

2

= Z Vlgvljvvl (w@)iiv‘ﬁ (%9)22‘

0<j . l<n

e
< Z |‘/1|2'u |VV1(WSO)jz‘2

0<j,0<n J
1 2
=\ Z f|VV1(Wso)ji| .
o<j<n

Thus we have that Fﬁvi% log(A\1) > —C, and arguing as in the second
author’s proof of the Calabi conjecture [78] we get

Try (@ + V—1DDey) ‘TX CeClo—infx @)

In other words, for every t € A we have an L™ bound for Trgv/—100p(t)
on X. By the elliptic theory applied on (X,w) we conclude that |V x¢(t)|.
is uniformly bounded. The estimate for V,p is easily obtained from the
maximum principle, as in Section 4. The remainder of the argument is the
same, applying the boundary estimates for complex Monge-Ampere [17, 41].
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