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ABSTRACT

Discrete spatial patterns and their continuous transformations are two important
regularities contained in natural signals. Lie groups and representation theory are
mathematical tools that have been used in previous works to model continuous
image transformations. On the other hand, sparse coding is an important tool
for learning dictionaries of patterns in natural signals. In this paper, we combine
these ideas in a Bayesian generative model that learns to disentangle spatial pat-
terns and their continuous transformations in a completely unsupervised manner.
Images are modeled as a sparse superposition of shape components followed by a
transformation that is parameterized by n continuous variables. The shape com-
ponents and transformations are not predefined, but are instead adapted to learn
the symmetries in the data, with the constraint that the transformations form a
representation of an n-dimensional torus. Training the model on a dataset con-
sisting of controlled geometric transformations of specific MNIST digits shows
that it can recover these transformations along with the digits. Training on the full
MNIST dataset shows that it can learn both the basic digit shapes and the natural
transformations such as shearing and stretching that are contained in this data.

1 INTRODUCTION

A major challenge for both models of perception and unsupervised learning is to form disentangled
representations of image data, in which variations along the latent dimensions explicitly reflect fac-
tors of variation in the visual world. An important dichotomy among these factors of variation is
the distinction between discrete patterns vs. continuous transformations (Mumford & Desolneux,
2010), the former referring to factors such as local shape features or objects and the latter typically
referring to geometric transformations such as translation, scaling and rotation. Importantly, these
factors are not overtly measurable but rather entangled in the pixel values of an image. Learning
to disentangle the shapes and transformations inherent in image data is an important task that many
previous works have attempted to address using architectures such as bilinear models, manifold
models and modified VAEs (Tenenbaum & Freeman, 2000; Grimes & Rao, 2005; Olshausen et al.,
2007; DiCarlo & Cox, 2007; Cadieu & Olshausen, 2011; Bengio et al., 2013; Cheung et al., 2014;
Dupont, 2018).

One class of previous approaches has used Lie groups to model image transformations to varying
degrees of generality (Rao & Ruderman, 1999; Miao & Rao, 2007; Culpepper & Olshausen, 2009;
Sohl-Dickstein et al., 2010; Cohen & Welling, 2014; 2015; Gklezakos & Rao, 2017). A Lie group
can be thought of as a parametric family of continuous transformations, and is a natural tool for mod-
elling image transformations. However, all of these previous approaches focus solely on learning
transformations but not the discrete patterns in the dataset.

On the other hand, sparse coding is a widely known unsupervised algorithm for learning a dictionary
of discrete spatial patterns from which images are composed (Olshausen & Field, 1997). Neurons
in its hidden layer have been shown to recapitulate receptive field properties of V1 neurons after
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training on natural images, suggesting that the early human visual system may be employing the
computational strategies of sparse coding. However, sparse coding does not model image transfor-
mations explicitly, and as a result, information about both shape and transformations are entangled
in its representations.

Here we propose a novel unsupervised algorithm, Lie Group Sparse Coding (LSC), that combines
the advantages of sparse coding and Lie group learning. In particular, our work is much inspired
by the work of Cohen & Welling (2014), which introduces the mathematical framework of rep-
resentation theory to disentanglement learning. We build on this framework by including a latent
representation of shape via sparse coding. The proposed algorithm infers both the sparse represen-
tation of shape and its transformation from an image, and it learns the shape dictionary and transfor-
mation operators from the data through an iterative process akin to expectation-maximization. We
demonstrate the capacity of our model to disentangle representations of shape and transformation
from controlled datasets where the ground truth is known, and from the full MNIST dataset where
both the underlying shape categories and factors of variation due to style are unknown and must be
learned from the data.

2 PRELIMINARIES

Sparse coding seeks to learn a dictionary of templates {®;}, such that each image I can be de-
scribed by a sparse linear combination of these templates I = ). ®; ;. However, as mentioned
in the introduction, sparse coding does not model image transformations explicitly. Transform-
ing an image changes its sparse code @ = [ay,- -+, ax]? in a non-equivariant manner, meaning
form and transformations are entangled in the sparse code representation. To address this problem,
we add an operator T'(s) that explicitly models the transformations, so that images are now repre-
sented as transformations of patterns generated from the sparse coding model, I = T'(s)®c«, where
P =[Py, -, Dk

Inspired by the work of Cohen & Welling (2014), we choose to model the transformations T'(s) as
actions of compact, connected, commutative Lie groups on images. Such groups are equivalent to
n-dimensional tori (Dwyer & Wilkerson, 1998). By the Peter-Weyl theorem, these transformations
can be decomposed as T'(s) = W R(s)WT, where

oS (wlTs) —sin (wlTs)
sin(w{'s)  cos(w{'s)
R(s) = ; (1
cos (w{s) —sin (wgs)

sin (w}-:s) cos (wfs)

W is an orthogonal matrix, and w; € Z". In practice, as we shall show in section 5, this param-
eterization supports the learning of various common transformations such as translation, rotation,
shearing, stretching etc. This parameterization is nice in the sense that the dependence on the pa-
rameter s takes a simple form, namely a block diagonal matrix consisting of 2x2 rotation blocks,
which allows for efficient inference and learning.

At this point, the reader may skip ahead to the next section, as the remainder of this section will
give a more in-depth explanation of the theory behind the parameterization T'(s) = W R(s)W 7.
A large number of transformations - including rotations, rigid motion, and translations - can be
understood as Lie groups, or more informally a group of continuous symmetries of a space. Some
examples include the groups of n-dimensional rotations SO(n) and rigid motions SE(n). When
a Lie group deforms data, such as rotating an image, this constitutes the action of that Lie group
G on the vector space of data. If this action is linear, this amounts to a representation of G - an
instantiation of G as a set of linear operators. More formally, a representation of G on a vector
space V is a group homomorphism p : G — G L(V') which maps each element of G to an invertible
linear transformation on V.

In this paper we consider the representation of compact, connected, commutative (CCC) Lie
groups. We choose CCC Lie groups because they have very simple representations. The Peter-Weyl
theorem states that any unitary representation of a compact Lie group can be written as a direct
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sum of its irreducible representations; informally, a representation decomposes into its atomic parts
- the irreducibles - which cannot be further decomposed. Since all irreducible representations
of an n-dimensional torus (hence of CCC Lie groups, as they are equivalent) are of the form
p(e®) = e™s for any w € Z" (Kamnitzer, 2011), where €’ = [¢?*1 e?s2 ... =] is a point on
T™, any unitary representation a CCC Lie group is diagonal up to a unitary change of basis:
eiw?s
eiwg s
p(e®) =V ) Vi =y yH )
eiwg /28

Since the data lives in the real vector space R”, we restrict p to be real by choosing the iw; in the
diagonal matrix to come in purely imaginary conjugate pairs. After some simplification, this leads
to the form W R(s)W T (see Appendix A for details). In fact, any orthogonal representation of T"
can be written as W R(s)W T (see Theorem A.1 in Appendix A for details). In practice, we reduce

the dimensionality of the model and improve efficiency by reducing the number of columns of W
to 2L < D.

A minor downside of restricting our attention to CCC Lie groups is that it imposes several theoreti-
cal constraints on the class of learnable transformations: Compactness enforces the transformations
to be periodic; connectedness precludes discrete transformations like reflections; commutativity
excludes non-commutative transformations such as 3D rotations. Fortunately while many trans-
formations violate these constraints in theory, we demonstrate in section 5 that they can still be
approximately learned in practice.

3 ALGORITHM

3.1 PROBABILISTIC MODEL

Let I € RP be the input image, where D is even, and let L < D /2. We model I as

I=WR(sW da + € (3)
where W € RP*2L ig a matrix with orthonormal columns (i.e. WTW = 1), & ¢ RP*K
is the dictionary with each column having unit L2 norm, and R(s) is the matrix defined in Eq.
1. The random variables in the model are s, «, and €, which are all independent of each other.
The transformation parameter s € R" is a random vector whose components s; are i.i.d. with
s; ~ Unif(0,2). The sparse code @ € R¥ is also a random vector whose components o, are
i.id. with oy ~ Exp(\), the exponential distribution. The random noise € is i.i.d. Gaussian with
variance o2 and zero mean. Given an image I, our goal is to infer the transformation parameters s
and sparse code o according to their posterior distribution. Given a large ensemble of images, our
goal is to learn the parameters @ = {W, @} by maximizing their log-likelihood. The procedures
for inference and learning are presented in section 3.2 below.

The weights w; € Z", which appear in the block diagonal rotational matrix R(s), are chosen such
that if w; is chosen then —wy is omitted. This is because, as shown in the derivation of T'(s) =
W R(s)W in Appendix A, each 2x2 block in R(s) is obtained by combining w; terms with opposite
signs in Eq. 2. A multiplicity m > 1 is then assigned to the weights, meaning each wy is repeated
m times. Finally, we select the first L w; sorted by ascending frequency ||w;||2.

This model combines aspects of sparse coding (Olshausen & Field, 1997) and the work by Cohen
& Welling (2014) on learning irreducible representations of commutative Lie groups. If the term
W R(s)W T is replaced by the identity matrix, the model is identical to the sparse coding model of
Olshausen & Field (1997). If @« is replaced by a transformed image I’, and n = 1 (scalar s), the
model is identical to the one-parameter transformation model by Cohen & Welling (2014).

3.2 INFERENCE AND LEARNING

The inference and learning procedure is outlined in Algorithm 1. The general idea is as follows: to
learn the model parameters 8 = {W, ®}, we perform gradient ascent on their log-likelihood using
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Algorithm 1 Lie Group Sparse Coding Algorithm

1. 0={W,®} + {W;, Py} > Initialize model parameters
2: while W, ® not converged do

3 Get normalized image batch I
4: a+— o > Initialize sparse coefficients &
5: forie {1,---,T} do > Compute & = arg max,, Pp(ca|I)
6: Compute Py(s|I, )
7 A Egopy(sita) [Va In Po(I]s, )] + Vo In Py(cx) > Compute gradient for o
8 o < FISTA update(a, Aax) > Update « using FISTA
9: &+«
10: Compute Py(s|I, &)
11: AP < Eg p,(si1,a)[Vae In Po(I]s, &) > Compute approximate gradient for &
12: P + Normalize(® + AP) > Update ® and normalize columns
13: AW — Eg p,(sin,a) [Vw In Py(I]s, &)] > Compute approximate gradient for W
14: W < RiemannianAdam(W ,AW) > Update W with RiemannianAdam optimizer

the approximate gradient
VQ In Pg(I) ~ Esng(s|I,é¢) [Vg In Pg (IlS7 @)] (4)

where & = arg max,, Pp(c|I) is the MAP estimate of the hidden variable ¢ (see Appendix C for
derivation details). Notice moreover that

Voln Po(I|&) = Egpy(sir,a) [ Vo In Po(Is, &)] ®)

and that the right hand side Eq. 5 is just our approximate gradient in Eq. 4. Hence, another inter-
pretation is that we replaced the original objective function In Py(I) by the approximate objective
function In Py (I|&), which is much more computationally tractable than the original (see Appendix
B for an explicit formula for In Pg(I|cx), and Appendix C for derivation details). The approxi-
mation step assumes that the posterior distribution P(c|I) is sharply peaked around ¢&, meaning
P(a|l) = 6(ax — &), where 6(x) is the Dirac delta function. This is the same approximation used
in the sparse coding algorithm by Olshausen & Field (1997). Also note the similarity between this
approach and the EM algorithm, as each gradient step partially maximizes the expectation of the log
likelihood with respect to the posterior distribution of the hidden variable given the current param-
eters. On the other hand, the MAP estimate & is computed by gradient ascent on the log-posterior,
whose gradient is computed via

Valn PQ(OL|I) = Esng(s|I7a) [Va In Py (I|S7 Oé)] 4+ Vealn Py (O{) (6)

(see Appendix C for derivation details). Note that both Eq. 4 and 6 require inferring the posterior
distribution of the transformation variable Py(s|I, o). We show how this posterior distribution can
be computed in Appendix B.

One may wonder whether the posterior distribution P(s|I, &) can be approximated by d(s — §), just
as we did for Eq. 4. This would allow us to avoid computing the full distribution and use the point
estimate § = arg max, Pp(s|I, &) (optimized using gradient descent) in order to update the model
parameters. We find empirically that using this approach leads to worse convergence of the model
parameters, and we believe there are two reasons for this: first, during the initial stages of training,
the posterior distribution of s has many local extrema, and hence using a single point estimate §
is a bad approximation; second, the presence of many local extrema during initial stages means it
is easy to get stuck in a local minimum using gradient descent. Furthermore, when the number of
transformation parameters is small (which is the case for the experiments in this paper), it is faster
to simply compute the full distribution of s than performing gradient descent to find 8, as the full
distribution can be computed in a highly parallelized manner but gradient descent cannot.

Computation of the gradients involves the expectation term R = Eq.. p, (s1,«) [R(s)] (see Appendix
C for details), which is obtained by numerically integrating [ Pg(s|I, o) R(s) with N samples
along each dimension. An efficient way of computing this quantity using Fast Fourier Transform is
detailed in Cohen & Welling (2015), although numerical integration is adequate for our purposes.

We used FISTA to greatly speed up the inference of o by around a factor of 10 (Beck & Teboulle,
2009). While the objective In Py(cx|I) is not guaranteed to be convex in «, which violates one of
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the theoretical assumptions of FISTA, we find that in practice a always converges well. Details of
the usage of FISTA in LSC is provided in Appendix D.

As mentioned in section 3.1, there are two hard constraints on the model parameters W, ®: the
columns of W must be orthonormal, and the columns of @ must have unit norm. The constraint
on W comes from the fact that we only want to learn orthogonal representations, while the unit
norm constraint on ¢ prevents ® from growing without bound (see Olshausen & Field (1997)).
We optimized ® by performing projected gradient descent, normalizing each column of ® after
each gradient step. For W, we used the Riemannian ADAM optimizer to optimize W on the
Stiefel manifold (the manifold of matrices with orthogonal columns). We used the Riemmanian
ADAM implementation from the python package geoopt (Kochurov et al., 2020). Using Riemannian
ADAM instead of a simple projected gradient descent, as is done in Cohen & Welling (2014), was
empirically found to speed up convergence by around 3-4 times.

4 RELATED WORKS

Gklezakos & Rao (2017) proposed the Transformational Sparse Coding algorithm (TSC) that, like
LSC, combines ideas from Lie group theory with sparse coding. A significant difference, however,
is that in TSC the group representation is fixed manually rather than learned; more concretely, the
transformations in the generative model are fixed to be the family of 2D affine transformations,
whereas LSC allows for the learning of any transformations as long as they form a representation of a
CCC Lie group. This limits the ability of TSC to adapt to the transformations in image data. Another
difference is that in TSC images are modelled as being a combination of transformed variants of
root templates, whereas in LSC images are modelled as transformed versions of a combination of
templates. In other words, TSC focuses on the transformations of local features, whereas LSC
focuses on the global image transformations.

The inference and learning of transformations in our algorithm is based on the TSA algorithm
(Toroidal Subgroup Analysis) by Cohen & Welling (2014) which learns the representation of a one-
parameter subgroup of the maximal torus. There are two main differences: first, TSA learns image
transformations given pairs of images with the same shape, whereas LSC learns both form and
transformation together without being given any information about the shape of the images; second,
LSC generalizes the one-parameter subgroup representation learned in TSA to the representation of
an arbitrary N-dimensional torus, allowing for the learning of a wider variety of transformations.
Cohen & Welling (2015) later extended their work to learning 3D object rotations using the group
representation of SO(3), although it again only learns the transformations but not the discrete spatial
patterns.

A large body of work has appeared in recent years that modifies existing deep neural network ar-
chitectures such as GAN and VAE to learn disentangled representations in an unsupervised manner
(Cheung et al., 2014; Chen et al., 2016; Higgins et al., 2017; Dupont, 2018; Kim & Mnih, 2018;
Chen et al., 2018). While these models are more general and potentially more powerful than LSC
due to their many convolutional layers, they are also substantially more complex (in terms of num-
ber of layers) than LSC which requires only one layer for transformation and one layer for sparse
coding. The compactness of LSC is due to the fact that we explicitly designed a layer to model Lie
group transformations. We speculate that a model with multiple such transformation layers could
capture a broader range of image transformations than a generic multilayer convnet.

There are also important works in supervised deep learning that include a specialized module to
handle image transformation. Spatial Transformer Networks by Jaderberg et al. (2015) uses a dif-
ferentiable transformer module that models affine transformations. Capsules use a group of neurons
to collectively encode the probability of an object’s presence and the pose/transformation of such an
object (Hinton et al., 2011; Sabour et al., 2017; Hinton et al., 2018). Representation theory is used to
develop new neural network layers that are equivariant to input transformations (Cohen & Welling,
2016; Cohen & Welling; Cohen et al., 2018; 2019).

LSC grew out of works on separating form and transformation using bilinear models. Bilinear
models assume a generative process in which two vectors, one encoding form and the other encoding
transformation, combine bilinearly, meaning the output is linear with respect to both vectors (Rao
& Ballard, 1998; Tenenbaum & Freeman, 2000; Grimes & Rao, 2005; Olshausen et al., 2007).
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Some bilinear models do not explicitly learn a transformation operator, but instead learn transformed
versions of shape templates, and as a result the transformations learned will not easily generalize to
new shapes (Tenenbaum & Freeman, 2000; Grimes & Rao, 2005). Other bilinear models do learn
an explicit transformation operator, but because of the difficulty of inferring and learning large
transformations, only local transformations are learned (Rao & Ballard, 1998; Olshausen et al.,
2007).

Attempts to learn larger transformations led to works on learning Lie group transformations. Typi-
cally, these transformations are learned from pairs of transformed images or a sequence/set of trans-
forming images (Rao & Ruderman, 1999; Miao & Rao, 2007; Culpepper & Olshausen, 2009; Sohl-
Dickstein et al., 2010). Early works learn the generator, or the Lie algebra, directly, but because
of the computational intractability of gradient descent with respect to the matrix exponential, first-
order Taylor expansion of the matrix exponential is used during learning, which limits the ability to
learn from images with large transformations (Rao & Ruderman, 1999; Miao & Rao, 2007). An im-
portant technique discovered by Sohl-Dickstein et al. (2010) is to diagonalize the generator, which
allows for tractable Lie group learning from large transformations. This idea was formalized and
generalized by Cohen & Welling (2014) using representation theory, allowing for the learning of
complex, large transformations such as 3D rotation in a later paper (Cohen & Welling, 2015). This
was an important generalization, since describing the set of transformations on images as a repre-
sentation of a Lie group rather than a Lie group itself, as is done in previous work, allows for the
use of representation theory to simplify computations. For instance, the representation theory of the
N-dimensional torus is used in deriving the simple parameterization of the transformation operator
in this paper.

5 EXPERIMENTS

To demonstrate that our algorithm can successfully disentangle different form and transformation
factors, we first train the model on two synthetic datasets in which the generative models are fully
known. We set K = 10 and n = 2, meaning there are 10 dictionary templates and 2 latent dimen-
sions for the transformation parameter s. In the first dataset, we select one image from each of the
10 digit classes in 28x28 MNIST, then apply 6000 random 2D translations to each of the 10 selected
images, totalling 60000 images. Both vertical and horizontal translations are drawn uniformly be-
tween —7 and 7 pixels. In the second dataset, instead of 2D translations, we apply 6000 random
rotations and scaling to the 10 images. Rotation is drawn uniformly between —75° and 75°, while
scaling is drawn uniformly between 0.5 and 1.0. Figure 1 shows 80 images from each dataset.

2D Translation Dataset Rotation + Scaling Dataset
3 AIH 02051/ S [g]2] @]y [0]n]=|&]2]¢[3[=]S[0] ] 7][r]A[<]A
71238 HA Y72 Hs 7 | 6lglyB | U~ 7| ]a|s|\|5]2|2]2]|3]<|7]|3
7 3plo0x[N ez 01 P lal3 [1[3[oPli[=]7][+[>]>]=[+[4]0m[c
211817/t gqa |3 /g7 3 /g0 [3Nalble]v|/][v]whe[» YN >]=
71736045+ 464 63| [ol7+=]0]>s][<[a]als]<]0]]1]7

Figure 1: 80 example images from each of the two synthetic datasets

For each dataset, LSC is able to learn the 10 digits as well as the two operators that generated it
(training details in Appendix E). Figure 2 shows the learned W matrices, while the learned dictionary
@ can be found in the middle of figure 3. Notice that each of the learned dictionary template ®;
corresponds to one of the digits. Latent traversals of the two operators are shown at the bottom
of figure 3, in which we select 5 random images from the test set and apply the learned operator
T(s) with varying s to those images. It is clear from the figure that the learned transformations are
exactly the 2D translation operators and the rotation + scaling operators respectively. Strikingly,
even though the rotation + scaling dataset contains only rotations between —75° and 75°, the model
learns the full 360° rotation. This ability to generalize and extrapolate correctly the transformation
present in the dataset is a feature of the Lie group structure that is built into LSC.

One might notice that there is a slight mixture of rotation and scaling in the latent traversal plots
in figure 3, which may seem to suggest that the algorithm failed to disentangle rotation and scaling
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completely. However, we note that there is no reason to require s; and ss to learn to parameterize
pure rotation and pure scaling respectively, since learning to parameterize a linear combination of
rotation and scaling also allows the network to perform arbitrary rotations and scalings perfectly.

2D Translation Rotation + Scaling Full MNIST

N==

\
NN

Figure 2: The first 100 columns of W learned on the three different datasets. Each image shows a
column of W, and are ordered by increasing values of ||w||3

The inference process is demonstrated at the top of figure 3. An image I is given to the network,
which then performs the inference procedure given in section 3.2 to yield the MAP estimate of the
sparse coefficients ¢ and the posterior distribution of the transformation parameter P(s|I, &). A

reconstruction of the input is then computed as T = T'(8)®¢, where § = arg max, P(s|I, &) is the
MAP estimate of the s. It can be seen from the figure that the inferred c is essentially 1-sparse, and
that the posterior distribution of s is sharply peaked.

2D Translation Dataset Rotation + Scaling Dataset
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Figure 3: Top: Inference and image reconstruction for five inputs I from each dataset. Bottom:
Latent traversals of the transformation parameters s; and so, obtained by applying T'(s) with varying
values of s to five images from each test set. Orange figure shows latent traversal of s; from —7 to
m, while green figure shows latent traversal of so from —7 to w. The network has been trained on
the respective datasets for 20 epochs.

We also trained our model on MNIST to demonstrate its capacity to disentangle shape and transfor-
mations on a more natural dataset Where the correct answer is less clear and difficult to ascertain
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from first principles (see Appendix E for training details). The left side of figure 4 are analogous to
figure 3. We see that LSC learns 9 out of the 10 digits with its dictionary ®, while the latent traversal
plots show that the model has learned horizontal stretching and shearing transformations. Figure 2
also shows the columns of the learned W matrix. The reason that the dictionary did not learn the
digit “1” is because during inference it always uses the learned horizontal stretching transform to
“squeeze” a “0” into a “1”, so that a separate “1” template is not necessary. In our experiments we
found that one could learn the “1” template if a prior on s with a narrow peak near 0 is used instead
of a uniform prior, with the intuition being that the narrow prior prevents large horizontal stretching
transformations from being used to squeeze a “0” into a “1”.

We compare LSC to sparse coding alone by training it on MNIST as well with the same number of
dictionary elements. The learned dictionary ® as well as the inference process is shown on the right
of figure 4. For comparison, the same five inputs I were used in inference for both LSC and sparse

coding. As can be seen, the reconstruction 1 is much blurrier without a transformation model. The
inferred sparse coefficients & are also less sparse than LSC. Also note that the dictionary ® learned
by sparse coding requires more than one template to capture the different poses of a digit, such as
the slanted ‘1’ in the 4th dictionary element and the upright ‘1’ in the 7th element.

LSC trained on MNIST Sparse Codmg tramed on MNIST
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Figure 4: Top left: Inference and image reconstruction for five inputs I from MNIST using LSC.
Bottom left: Latent traversals of the transformation parameters s; and sy using LSC. Orange figure
shows latent traversal of s; from —1.5 to 1, while green figure shows latent traversal of sy from
—1.5 to 1. Top right: Inference and image reconstruction for the same five inputs I using sparse
coding. Both LSC and sparse coding has been trained on MNIST for 20 epochs.

We demonstrate the improvement of LSC over sparse coding quantitatively in table 1. We train both
algorithms on the same datasets while ensuring that both models are using the same dictionary size
and sparsity cost. After training for 20 epochs we evaluate the two algorithms on a test set and
calculate the SNR (signal-to-noise ratio) of the reconstructioned images. LSC outperforms sparse
coding in all settings, and the improvement in SNR is over 10 times on the 2D translation datset. This
is particularly remarkable considering that we set the dimension of the transformation parameter s
in LSC to be n = 2, meaning LSC only has two more degrees of freedom than sparse coding during
the inference process.

6 DISCUSSION

In this work, we study the problem of disentangling factors of variation in images, specifically
discrete patterns vs. continuous transformations, which remains an open theoretical problem. To
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Dataset Hyperparamters LSC Sparse Coding
2D Translation Dataset Dictionary size 10, sparsity cost A = 10.0 28.5 2.2
Rotation + Scaling Dataset  Dictionary size 10, sparsity cost A = 10.0 20.5 2.6
MNIST dataset Dictionary size 10, sparsity cost A = 10.0 4.8 3.0
MNIST dataset Dictionary size 100, sparsity cost A = 1.0 16.7 15.3

Table 1: Comparison of LSC and sparse coding using SNR (signal-to-noise ratio) of reconstructed
images. Each row shows the average SNR of reconstructed images (T'(8)®& for LSC and @&
for sparse coding) after training both LSC and sparse coding on the same dataset with the same
hyperparameters listed for 20 epochs (more training details in Appendix E)

approach the problem, we combine Lie Group transformation learning and sparse coding within
a Bayesian model. We show how spatial patterns and transformations can be learned as separate
generative factors and inferred simultaneously. We would like to emphasize that the contribution
is primarily in theory rather than a specific application. When the model is trained on synthetic
MNIST datasets containing known geometric transformations, the digits are learned by the dictio-
nary templates and the applied transformations are learned by the transformation operator, providing
a proof of concept demonstration of the feasibility of combining Lie Group transformation learning
and sparse coding.

We would like to emphasize two main points about this work. Firstly, building on the foundational
work of Cohen & Welling (2014), we show that incorporating the appropriate mathematical struc-
ture for describing transformations (Lie groups) enables a model to learn to disentangle shape and
transformations in a network with computationally simple structure. The generative model (equa-
tion 3) is bilinear in the sparse code a and block diagonal matrix J2 whose elements in turn are sines
and cosines of the transformation variable s (equation 1). Although in principle a generic multilayer
neural network could learn to approximate the inferential computations in this model, we conjecture
that it would lead to a more complicated structure (when evaluated in terms of number of weights
and layers) and less robust performance in terms of its ability to generalize outside the training set.
The representation theory of Lie groups leads us to a parameterization of the transformation op-
erator that is both computationally efficient and effective at learning a variety of transformations.
Secondly, our Bayesian framework provides an advantage for learning a joint form and transforma-
tion model. While the usual approach is to jointly optimize the form and transformation parameters
using gradient descent, a Bayesian approach reveals that it is better to integrate out the transforma-
tions parameters when optimizing the sparse coefficients. Empirically, we found that this approach
achieves better convergence than the joint optimization approach, allowing the algorithm to reliably
learn the correct transformations and shape dictionary.

There are two main limitations to our model. First, our current way of computing the gradient of
« is not scalable to a large number of transformation parameters, as it involves the expectation
fs Py(s|I, @) R(s), in which the number of samples of s needed to compute the integral scales
exponentially with n, the dimension of s. A possible future direction of our work is to address this
issue by finding a simple distribution approximating Py(s|I, ) that can be used for importance
sampling. Another possibility is to use MCMC methods to compute the expectation.

The second limitation to our model is the various constraints on the transformations that can be
learned, which includes orthogonality, compactness, connectedness, and commutativity. Though we
showed in our experiments that some of these theoretical constraints are not quite problematic, there
are still important transformations which cannot be learned as a result, such as global variations
in contrast or a combination of rotation and translation. One possibility is to extend our current
method and learn representations of a larger class of Lie groups, but it is unclear whether simple pa-
rameterizations exist for such groups. To address this issue, one possible future direction is to learn
the representation of an arbitrary Lie group by learning the corresponding Lie algebra. Finally, the
key idea of using a trainable Lie Group transformer module instead of a predefined transformation
module like the spatial transformer (Jaderberg et al., 2015) may be highly useful for separating the
transformation in deep neural networks. We would like to point out this as another interesting future
direction.
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APPENDIX

A  ORTHOGONAL REPRESENTATIONS OF T"

Theorem A.1. Any D-dimensional real, orthogonal representation of T" can be written in the form
W R(s)WT where:

1. R(s) is a D x D block-diagonal matrix with J + 1 blocks for some J < D /2

11



Preprint

2. The first J blocks of R(s) are in SO(2) and correspond to the non-trivial irreducibles.

3. The last block of R(s) is the (D — 2J) x (D — 2.J) identity matrix and corresponds to the
trivial representation.

4. Wisa D x D orthogonal matrix.

If D is even, then R(s) takes the form of Eq. 1, since in that case D — 2J is even, so the last identity
matrix block can be written as a direct sum of SO(2) rotation blocks with w; = 0 for each rotation
block.

Proof. Any unitary representation p of T™ in CP takes the form p(e®®) = Ve*®)VH from Eq. 2,
where 3(s) is a diagonal matrix with diagonal (—iw{'s, - , —iwZLs).

We will show that for every w; # O there is a wy such that w, = —w;. First, we assume
that w; # 0 for all j. Our first step is to show that there exists some open ball B C R™ such that

7 T . . . . .
e~ "“i % have non-zero imaginary component for all j and for all s € B. Consider the function:

s) = HLog(e_%""fTs) = H[—%ijs]
J J
where Log is the principal branch of the complex logarithm. The second equality follows if we
restrict the domain of f(s) to a suitably small open subset U C R™ such that —7 < —2ijs < for

all j. From the right hand side, we see f(s) is a non-zero function on U since w;’s are all non-zero by
assumption, which implies there must be some open ball B C U such that f(s) # 0 for all s 6 B @f
not, then the support of £, U \ f~1({0}), has an empty interior, which means the zero set f~ ({0})

is dense in U. But by continuity of f, f~1({0}) is a closed set, so f~*({0}) = f {0} =
meaning f is a zero function, contradiction). Since Log(e’zi“’fT ) =0 < (e’“" P =1 <
e s ¢ {1,-1}, f(s) # O for all s € B implies eiw; s ¢ {1,—1} for all j and for all s € B,
and so e ~"J S have non-zero imaginary component for all j and for all s € B.

Now we show that for every w; # 0 there is a wy, such that wj, = —w;. Consider the function:
TS
J
. T
=TT vos(Sr) =TT (ites + e
Jik:g<k Jikij<k

where we continue to assume that w; # 0 for all j. Again, Log is the principal branch of the
complex logarithm, and the second equality follows if we restrict the domain of g(s) to a suitably
small open subset of B’ C B so that —7 < —i(w; +wy,)T's < m. By Lemma A.2, every eigenvalue
e~;s of p(e®) has a conjugate eigenvalue. Since ¢~"J'S has non-zero imaginary part if s € B’,
for every j there must be a k& # j such that e~Iwi's = ¢S gince e~ S cannot be conjugate to
itself. Therefore, for all s € B’ at least one of the log factors is 0, so g(s) = O for all s € B’.
Lemma A.3 implies that the polynomial p,(s) = Ilj<y[(w; + wy)T's] is the zero polynomial and
hence w;- = —wy- for some j* # k*. Since conjugate eigenvalues have the same multiplicity

—iwT, s
by Lemma A.2, we may remove the term log(emT]S> from ¢(s) without changing the fact that
e k*

g(s) = 0. Then, we repeat the above procedure until all w’s have been paired. Relaxing the
assumption that w; # O for all j, we may apply the above argument by restricting our attention to
only the set of non-zero w’s. We conclude that for every w; # 0 there is a k such that w; = —wy,

Therefore, the non-zero w’s come in pairs (w, —w). If there are J such pairs, WLOG we as-
sume wg; = —wgj_1 for 1 < j < Jand wy = 0 for k > 2J. Since the columns of V in
p(e®) = VeZEVH are the eigenvectors of p(e’s) and the eigenvalues ¢“s come in conjugate
pairs, Lemma A.2 implies that WLOG we can assume the first 2.J columns of V' come in conju-
gate pairs. Moreover, we may also assume the last D — 2.J columns also come in conjugate pairs
since eigenvectors of real eigenvalues also come in conjugate pairs by Lemma A.2. Hence, WLOG
sz = VQj_l for allj.

12
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Next, we show that the representation takes the form W R(s)W 7. Construct a block diagonal
matrix U such that the first J blocks are 2 x 2 blocks of the form

ino

V2 |1t
and the last block is just a (D — 2.J) x (D — 2.J) identity matrix. Using the fact that U is a unitary
matrix, we can expand p(e'®) to get

p(e) = VEEOVHE — v (U )EO(UUT)\VE = (VU)V 2OV (v )H

For the first J blocks, we restrict our attention to a single 2 x 2 block of U7 3(s)U. Using wa; =
—waj_1, we simplify:

(S D )G -y, ]

The exponential of this block is the 2 x 2 rotation matrix:

ol 5. )-8 )

—w,,;8 sm(w2js cos (wzjs

and hence the first .J 2 x 2 blocks of eV Z(®)U are just 2 x 2 rotation matrices. On the other hand, the
(D—2J) x (D —2J) block of U¥2(s)U is a zero matrix, so eV U jg the (D —2.J) x (D —2.J)
identity matrix. Thus, eV =)V = R(s).

Next we show that VU is a real orthogonal matrix and hence if we let W = VU then p(e's) =
W R(s)WT as desired. Since U is block-diagonal, when computing the matrix product UV #
we can individually consider each block of U/ multiplying its corresponding rows in V. Recall
that the columns of V' come in conjugate pairs. Hence, restricting our attention to one pair of rows
in(VU)! =UHVH, we get

(L 1 1 ) o] (i 2Re(v) )

Vo =il ) [P T e [2Im(vH)

so all columns of V'U are real. Because V'U is a product of unitary matrices, it is also unitary, and
VU must be real orthogonal Thus we have p(e’s) = W R(s)WT.

O

Remark. The converse to the theorem is also true, namely that if p is a map from T"™ to GL(D,R)
such that p(e’®) = W R(s)W7, then it is a D-dimensional real orthogonal representation of T".
This follows from the fact that W R(s)WT is orthogonal and R(s1)R(s2) = R(sy + s2). Finally,
we note that all orthogonal representations of T™ are actually special orthogonal representations of
T™. This is also easy to see, since we know det(p(1)) = det(1) = 1, so that if there exists some
e’ € T" such that det (p(eis)) = —1, then due to continuity of det and p (p is smooth by definition

of representations of Lie groups), there must exist some '’ such that det (p(eisl)) = 0, which is
impossible.

Lemma A.2. If A is a real matrix and X is a complex eigenvalue of A with eigenvector v, then X
is also an eigenvalue with eigenvector v. If X is an eigenvalue with multiplicity n, then X is also an
eigenvalue with multiplicity n.

Proof. Since the eigenvalues of A are the roots of its characteristic polynomial char(A) =
det(A — AI), if A is real then char(A) is a real polynomial. Factorizing over C:

char(A)(z) = cl(z — ;)
Suppose r; is a complex root with multiplicity n > 1. As p(Z) = p(z) for a real polynomial,
0 = char(A)(r1) = char(A)(r), so 77 is also a root and hence an eigenvalue. Removing the

factors (z — 71)(z — 71), we repeat the same argument n times to conclude that 77 is also an
eigenvalue with multiplicity n.

13



Preprint

If A is a complex eigenvalue of A with eigenvector v, then Av = Av. Taking the conjugate
of both sides shows:

O

Lemma A.3. Forany p(x) = p(x1,--- ,2,) € R[X1, -+, Xy], if p(8) = 0for all sin an open set
S then p(x) is the zero polynomial.

Proof. Lett € S. Then, p'(x) = p(x — t) = 0 on some open S’ set containing 0. If two smooth
functions coincide over some open set U, then their partial derivatives coincide on U. Hence, every
partial derivative of p’(x) is 0. As evaluating the partial derivatives of p/(x) at 0 will return its
coefficients, every coefficient is 0 and p’(x) is the zero polynomial. As p(x) = p/(x + t), p(x) is
also the zero polynomial. O

B EXPLICIT FORMULAE FOR In P(I|a) AND In P(s|I, «)

Although the main results presented in this paper assume a uniform prior on s, a more general prior
on s can be used, and we will derive the formula using this more general prior. This prior is actually
the conjugate prior for our likelihood function, which is desirable as it gives a simple functional
form for In P(I]ex). Using this more general prior is likely to be useful in problems where the true
prior distribution of the transformation variables is known and can be well-approximated by this
prior. Specifically, the general prior on s takes the form:

P(s) =

1 - 1
70 exp (; Ky cos(w]'s — Ml)) = 70 exp(n’T(s))

which is a distribution from the exponential family with natural parameter:

1 = [k cos(p1), k1sin(py), - -+, kp cos(pur), kr sin(pg)]”
= [m1, 2, ML, ML)’
sufficient statistics:
T(s) = [cos(w] s),sin(w]s), - ,cos(w]s),sin(w]s)]”,

and normalization constant:

Z(n) :/GXP(WTT(S)) :/0 77-~-/0 ﬂexp(nTT(s))dslu-dsn.

Note that one can recover the uniform prior on s by simply taking «; = 0 for all [. We also note that
this is only a slightly more generalized version of the prior discovered by Cohen & Welling (2014),
and that the following derivation of In P(I|e) is also entirely due to Cohen & Welling (2014), with
only slight modifications to adapt to our new model.

According to our model I = W R(s)W 7 &« + €, where € ~ N (0,0%1), we have:

- WR(S)WT¢>a||§)

Pills. ) = fyoayorm o 207

Now, for convenience, define u = W ®a and v = W1. Moreover, define

N = [M11, M2, 21,22, - -+ ML, L2
| _ fma| L Junvn +wgve
2 M2 o2 |unvie — wiun

n= [7711777127772177722,"' 777L1777L2]
u = [u117u123u21)u227”' )uLlauL2]

such that

where

v = [Ull,U127v21,'U227 e 7UL17UL2]
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Then:

In P(Ila) = ln/P(I|s,a)P(S)

1 II-WR(s)WTeal2y 1
= ln/S 2ro?)B72 exp ( - 52 ) 7 exp(nTT(s))

_ 1 1 T 2 2 I 7 1 T
_ln/swexp<—w(|w <I>a||2+||I||2)+§'v R(s)u 70 eXp(n T(s))

N (exp(23,2<|(|22;231>§|2 3+ 1113)) z<1n> /p (nTT(S) s Lot R(S)u))

- —%(HWT@(JH% +I2) - gln(2ﬂ02) ~InZ(n) +1n (/Sexp(ﬁTT(S)))

1 D R
=~ (IWT®al3 +[T1§) - = In(2n0®) +In Z(5) — In Z(n)

where the integrands in step 4 and 5 are equal because

nTT(s) + ivTR(S)u _ i [ml]T {CQS(‘»?S)] n 1 |:Ul1:|T [COS(W?S) —sin(‘-‘"zTS)} {uu}

o2 — M2 sm(wl s) a2 v sin(w s) Cos(wlTs) o
_ XL: ( mi| 1 Jug v + wpvin )T cos(wf's)
—\ M2 o2 |unve — upup sin(w{'s)
=n"T(s)

Note that the parameter 7) determines the posterior distribution of s, which is given by
P(sll,a) = L exp(ﬁTT(s))
) Z (ﬁ) )

since P(s|I, ) o< P(I|s, ) P(s) o exp(n?T(s)) (the last step can be seen from the derivation of
In P(I|a) where P(I|s, ) P(s) is the integrand). In order to compute P(s|I, o), we just compute
7 and then apply the formula.

C GRADIENTS OF THE MODEL

In this section we provide details of the derivations for Eq. 4, Eq. 5, and 6, as well as concrete
expressions for the gradients. Notice that the derivations for Eq. 4, Eq. 5, and 6 all employ the same
“trick.”
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Eq. 4:
1
Voln Po(I) = ——VFPp(1
o In Py(I) Po(D) " o (1)
1

=7V/ Po(l,s,
M) O ), o)
Py(I,s,cx)
= ———Voln Py(I,s,x
/sa PG(I) 0 9( )

:/ Po(s, a|T)Ve(In Po(I[s, ) + In P(s, )
_ /a (Potan / Po(s|L, @) Vo In Po(I[s, o))
m/a(5((1—d)/sP9(5|I,a)VglnP9(1|s7a))

=/P9(5|I,d)Vg In Py(Ifs, &)
S
= Espy(si1,0)[Vo In Po(I|s, &)

Eq. 5:
1
o In Pp(I|cr) Po(lia) " o (Ic)
1

= mVeLPg(I,Sl&)

Py(1I,s|x) .
= | ——————Voln Py(I,s|&
| Bty Ve ruttsla)

= /Pg(s|I,d)Vg(lnP9(I\s,d) +1In P(s|&))

S

= /Pg(s|I, &)Voln Pe(Ifs, &)

s
= Eswpy(sina) [Vo In Po(Ifs, &)
Eq. 6:
Valn Py(all) = Vo ln Py(Ija) + Vo In P(av)
= Espy(sit,a)[Va In Po(Ifs, )] + Vo In P(cx)
where in the last step we applied the Eq. 5 with & replaced by cx.
Next we provide concrete expressions for the various gradients:

ValnPo(all) = Eg.p,(sit,a) [Va In Po(Is, )] + Vo In P(a)
= Espy(siL,) [%‘I)TT(S)TE] — Jsign(a)
= %@TW(RTWTI ~WT®a) — Isign(a)
where € = I — T'(s)®a and R = Eq..p, (s/1,0) [R(S)].

V@ In Pg (I) ~ Es~Pg(s|I,d) [V@ In Pg (I‘S, @)]
1
a2

1 _
= SWER'WT-Ww'ea)a”
g

= Espysir,a) [ T(s)7 €]

16



Preprint

where € =1 — T'(s)®a.

VW In Pg (I) ~ Esng(s\I,d) [VW In Pg (I|S7 d)]

1. R . X
= ESNPQ(S\I,d)[;(G(T(S)‘I’Q)T + ®&(T(s)"e)")W]
1 _ _ An
= ﬁ(@d(WTI)TR +IW'®a)"R" — 2a(WT®&)" — Eqpy(sp,a) 117 |W)
1 _ _
= 5 (@&R"W'D)" + (RW ®a)" — 2a(W'®a)"
g

— WEqspy(siLa) [R(s) W' 66" "W R(s)"])
where I = T'(s)®a

As seen, the gradient for W' is quite difficult to compute. In our implementation, we used an
approximation that results in a much simpler expression for the gradient for W derived above, by
assuming independence between the term T'(s) and €, which are both dependent on the random
variable s. For consistency, we also applied the same approximation to both o« and ® gradients.
More explicitly, we use the following approximate gradients:

1 .
ValnPy(all) = ESNPQ(S\I,Q)[E‘I’TT(S)TG] — Adsign(a)

1 .
~ —2<I'TTT€ — Xsign(a)
o

1

VaInPo(I) ~ Eqpy(si1.a) [;T(S)TédT}
.

~ —QTTEOQT
g

Vw In Po(I) = Egp, (si1,8) [%(é(T(s)@d)T + ®a(T(s)Te)")W]

1. = _
~ p(e(T@d)T +®a(TTe)" )W
where T = Eq py (sj1,4)[T(s)] and € = Eg py(sj1,a)[€]-

We found by chance that the approximate gradient works better than the exact gradient in practice.
However, we currently do not have a theory for why the approximate gradient works better.

D USAGE OF FISTA IN LSC

FISTA is a method for fast gradient descent when the objective function is a sum of a smooth convex
function f and a non-smooth convex function g (Beck & Teboulle, 2009). It is typically applied to
problems such as the traditional sparse coding, where the objective is the sum of the smooth convex
function ||I — ®«|| and non-smooth convex sparsity cost ||||1. As an extension of sparse coding,
we would like to use FISTA in order to speed up convergence for a as well. The main problem is that
our new objective is possibly a non-convex function of ¢, and as a result the theoretical guarantees
of FISTA may not apply. Fortunately, we find that despite the lack of theoretical guarantees, FISTA
still works very well in LSC.

In LSC, we directly applied FISTA with constant step size to perform the optimization problem
arg min — In Pg(a|I) = argmax(—In Pp(Ila) — In P(ex)) = argmax(f(a) + g(at))
(a1 [ [

where g corresponds to the non-smooth convex function assumed in the FISTA paper. The only
free parameter is the choice of step size, which, accoridng to FISTA, should be set as 1/L(f) if
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f () were convex, where L(f) is a Lipschitz constant of f. In our case, we set the step size as
1.5|| T WWT®||, where || - || is the spectral norm of the matrix. To understand this choice of
step size, we begin by noting that
Vafla) = =Valn Py(Ila)
= ]ESNPQ(S\I,&) [_vOé In Py (I‘S, a)]
= /Pg(s\L a)h(s, a)

s

where h(s,a) = —Vo In Po(I]s, ) = — 5 @TT(s)” (I — T'(s)®av) is the score. Hence
VAf(@) = Va [ Pals|Lah(s.a)

= /h(s,a)Van(s\La)T—|—P9(S|I,0¢)Vah(s,a)

s

= /Pg(s|I,a)[h(s,a)Va In Py(s|T, )’ + Vh(s, )

S

- /Pg(s|I,a)h(s,a)(Va In Po(IJs, @) — Ve In Pp(Tcx))”

S

1
+ /Pg(s|I,a)—2<I>TWWT<I>
s g

1
§<I>TWWT¢» — Esmpy(sima [R(s, @)h(s, )] + Vo In Po(I|a) Vg In Py (I|r)”

1
§<I>TWWT<I> — Esmpy (st [R(s, @)h(s, a)"]
+ Eopy(si.a) [P(S; @) B py(sir,a) [R(S, )]
1
= ;@TWWT@ — Cov(h(s, o))

Since ®TWWT & is positive semidefinite and —Cov(h(s, ) is negative semidefinite, the sum is
not guaranteed to be positive semidefinite. Hence f(cx) is not necessarily convex. However, it does
imply that

1 1
IVaf(@)ll < [z @"WWT ||+ || - Cov(h(s, )| < || " WWT®[| +[|Cov(h(s, @)

If f(a) were convex, then this would mean that a Lipschitz constant for f would be
|z @TWWT®|| + M, where M is a bound for ||Cov(h(s, a))||. M is difficult to compute,
but in practice we find that setting the step size as 1.5|| 2> ®TW W7 ®|| works well, which suggests
M is usually small in comparison to the first term. This is not surprising, especially since during the
later stages of training the variance of s is usually very small, and hence the covariance of f(s, )
is also expected to have a small spectral norm.

E TRAINING DETAILS

For training on the 2D translation and the rotation + scaling dataset, the hyperparameters used for
the model is detailed in Table E.

When trained on MNIST, the only change is that the multiplicity of w is 2 instead of 1.

For computing the SNRs in table 1, we used N = 100 instead of N = 50 to obtain higher quality
reconstruction. The SNRs for sparse coding are obtained using an improved version of the algorithm
in Olshausen & Field (1997), where the main modification is the use of an approximate second-order
gradient descent method for optimizing ®. Specifically, instead of updating ® with the gradient
step A® = ns Vs L, we update it with the approximate second-order gradient descent step A®, =

71+ (n@VeL)g, where @y, is the k-th column of P, ai is the average of ai over the last 300
ba]{tches of o, and ¢ = 0.001 is a small constant added to prevent instability. This greatly speeds
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Variable Value
B (batch size) 100
K (number of dictionary templates) 10
N (number of samples along each dimension of the integral R = [ Po(s|I,a)R(s)) 50
L (number of irreducible representations) 128
T (number of gradient update steps for o) 20
n (dimensionality of transformation parameter s) 2
o2 (variance of the Gaussian noise € in the generative model) 0.01
A (sparse penalty) 10
ne (learning rate for ®) 0.05
nw (learning rate for W) 0.3
«a (initialization of o) 0.01
multiplicity of w 1
parameters for geoopt Riemannian ADAM optimizer (excluding learning rate) default

Table 2: Hyperparameters of LSC when trained on 2D translation and rotation + scaling datasets

up convergence of the dictionary. To ensure fair comparison between LSC and sparse coding, the
following hyperparameters for both models are set to be equal: B, K, 02, and \. Notice that when
these hyperparameters are set equal, the loss function for LSC coincides with the loss function for
sparse coding in the limiting case where all the w; are 0 (in which case the transformation T'(s) will
just be the identity matrix) and W is full rank. The rest of the hyperparameters for sparse coding
algorithm are manually optimized for best possible SNRs.
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