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ABSTRACT

For pool-based active learning, in each iteration a candidate training sample is
chosen for labeling by optimizing an acquisition function. In Bayesian classifica-
tion, expected Loss Reduction (ELR) methods maximize the expected reduction
in the classification error given a new labeled candidate based on a one-step-look-
ahead strategy. ELR is the optimal strategy with a single query; however, since
such myopic strategies cannot identify the long-term effect of a query on the clas-
sification error, ELR may get stuck before reaching the optimal classifier. In this
paper, inspired by the mean objective cost of uncertainty (MOCU), a metric quan-
tifying the uncertainty directly affecting the classification error, we propose an
acquisition function based on a weighted form of MOCU. Similar to ELR, the
proposed method focuses on the reduction of the uncertainty that pertains to the
classification error. But unlike any other existing scheme, it provides the critical
advantage that the resulting Bayesian active learning algorithm guarantees conver-
gence to the optimal classifier of the true model. We demonstrate its performance
with both synthetic and real-world datasets.

1 INTRODUCTION

In supervised learning, labeling data is often expensive and highly time consuming. Active learning
is one field of research that aims to address this problem and has been demonstrated for sample-
efficient learning with less required labeled data (Gal et al.l 2017; [Tran et al., 2019; Sinha et al.,
2019). In this paper, we focus on pool-based Bayesian active learning for classification with O-
1 loss function. Bayesian active learning starts from the prior knowledge of uncertain models.
By optimizing an acquisition function, it chooses the next candidate training sample to query for
labeling, and then based on the acquired data, updates the belief of uncertain models through Bayes’
rule to approach the optimal classifier of the true model, which minimizes the classification error.

In active learning, maximizing the performance of the model trained on queried candidates is the ul-
timate objective. However, most of the existing methods do not directly target the learning objective.
For example, Maximum Entropy Sampling (MES) or Uncertainty Sampling, simply queries the can-
didate with the maximum predictive entropy (Lewis & Galel|1994;|Sebastiani & Wynnl, [2000; Muss-
mann & Liang| [2018); but the method fails to differentiate between the model uncertainty and the
observation uncertainty. Bayesian Active Learning by Disagreement (BALD) seeks the data point
that maximizes the mutual information between the observation and the model parameters (Houlsby
et al., [2011}; [Kirsch et al., 2019). Besides BALD, there are also other methods reducing the model
uncertainty in different forms (Golovin et al.,|2010; /Cuong et al.,2013). However, not all the model
uncertainty will affect the performance of the learning task of interest. Without identifying whether
the uncertainty is related to the classification error or not, these methods can be inefficient in the
sense that it may query candidates that do not directly help improve prediction performance.
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Figure 1: (a) Predictive probability of class 1 under uncertainty: the red lines indicate the upper
and lower bounds of the predictive probability; the blue dash line is the mean of the predictive
probability; the green dash line indicates that the probability is equal to 0.5. (b) Active learning
performance comparison.

In this paper we focus on the active learning methods directly maximizing the learning model per-
formance. There exist such active learning methods by Expected Loss Reduction (ELR) that aim to
maximize the expected reduction in loss based on a one-step-look-ahead manner (Roy & McCallum),
2001} Zhu et al.l [2003; [Kapoor et al., [2007). The ELR methods can focus on only the uncertainty
related to the loss function to achieve sample-efficient learning. In fact, ELR is the optimal strategy
for active learning with a single query (Roy & McCallum,[2001). However, a critical shortcoming of
previous ELR schemes is that none of them provide any theoretical guarantee regarding their long-
term performance. In fact, since these methods are myopic and cannot identify the long-term effect
of a query on the loss functions, without special design on the loss function, they may get stuck
before reaching the optimal classifier. To the best of our knowledge, there is currently no method
that directly maximizes the model performance while simultaneously guaranteeing the convergence
to the optimal classifier.

Fig. [Ia] provides an example of binary classification with one feature where both BALD and ELR
methods fail. In the figure, the red lines indicate the upper and lower bounds of the prediction prob-
ability of class 1, illustrating the model with higher probability uncertainty on the sides (z — +4)
than that in the middle (z = 0). Querying candidates on the sides will provide more information of
the model parameters, and therefore is preferred in BALD. However, since the possible probabilities
on the sides are always larger than or less than 0.5, querying candidates on the sides will not help
reduce the classification error. On the other hand, ELR queries candidates that help reduce the clas-
sification error the most, so it prefers data in the middle whose optimal labels are uncertain given
the prior knowledge. The performance shown in Fig. [Ib|agrees with our analysis. Fig.[Ib]shows the
performance averaged over 1000 runs, with more details and discussions of the example included in
Appendix C. BALD performs inefficiently at the beginning by querying points on both sides. On the
other hand, the ELR method performs the best at the beginning, but becomes inefficient after some
iterations (~100), indicating some of its runs get stuck before reaching the optimal classifier. In this
paper, we consider the algorithm to “get stuck” when the acquisition function value is O for all the
candidates in the pool and the algorithm degenerates to uniform random sampling.

In this paper, we analyze the reason why ELR methods may get stuck before reaching the optimal
classifier, and propose a new strategy to solve this problem. Our contributions are in four parts: 1.
We show that ELR methods may get stuck, preventing active learning from reaching the optimal
classifier efficiently. 2. We propose a novel weighted-MOCU active learning method that can focus
only on the uncertainty related to the loss for efficient active learning and is guaranteed to converge
to the optimal classifier of the true model. 3. We provide the convergence proof of the weighted-
MOCU method. 4. We demonstrate the sample-efficiency of our weighted-MOCU method with
both synthetic and real-world datasets.

2 BACKGROUND

Optimal Bayesian classifier. Consider a classification problem with candidates x € X’ and class
labelsy € ¥ = {0,1,..., M — 1}. The predictive probability p(y|z, §) is modeled with parameters
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6. Assume 6 is uncertain with a distribution 7(6) within the uncertainty class ©. The classification
problem is to find a classifier ¢ : X — ), which assigns a predicted class label to a given candidate.

The expected 0-1 loss of the classifier ¢ for a candidate =, dependent on 6, is defined as Cy (1), x),
which can be derived to be the classification error: Cyp(¢),2) = 1 — p(y = ¢(z)|x,0). The op-
timal classifier with 0, 1y is defined as the classifier minimizing the classification error: 1g(z) =
arg max, p(y|z, #). So we have: Cy(1hp, r) = miny Cy(¢), x) = miny {1 — p(y|x, #)}. When there
is model uncertainty with 7(6), an Optimal Bayesian Classifier (OBC) 9/(g) is the classifier that has
the minimum expected loss over 7(#) (Dalton & Dougherty, 2013):

E‘ﬂ’(@) [CO(¢n(9)7$)] = mlgnEﬂ(é’) [CQ(Z/}7$)] = H’!yln{l - p(y‘x)} (1)

where p(y|z) = Er@[p(ylz,0)] is the predictive distribution. It’s easily to see vr(g)(z) =
arg max, p(y|x).

Active learning.  Active learning collects the training dataset D in a sequential way. For pool-
based active learning, in each iteration, we choose a candidate = from the set of potential training
samples X to query for the class label by optimizing an acquisition function U(x). Then, in the
Bayesian setting, by including the observed data pair (z,y) to D, we update the posterior distri-
bution based on Bayes’ rule. In each iteration, the acquisition function depends on the posterior
distribution of model parameters 7(6| D). In the following discussion, to simplify notations, we
omit D from the notations and use () and p(y|x) to respectively denote the posterior and pre-
dictive distributions conditioned on D. When a new observed data point is included, the distri-

butions are updated by Bayes’ rule and the total probability rule as: 7(0|z,y) = %
p(y'|$/, €, y) = Eﬂ'(9|a:,y) [p(y/‘xlv 9)}

The acquisition function of ELR methods in the Bayesian setting can be defined by the expected
OBC prediction error reduction after observing the new pair (z,y) (Roy & McCallum, 2001):

U™ (2) = Epo {Er o) [Co(¥r(0), 2)] — Epyla) [Er(6],1) [Co (Y (0]2,1)> )]} (2)

where p(2’) is the distribution over X, independent of ¢ and D. ELR methods assume that we use
OBC as the classifier, and in each iteration we should choose the query that maximize the decrease
in OBC prediction error. The first term in (2) is the OBC prediction error of 1 (g), and the second
term is the expected prediction error of (9|4, the one-step-look-ahead OBC, with respect to
p(y|z). In the following section, we analyze why this acquisition function is sample-efficient as
it directly targets at classification error reduction while ignoring irrelevant uncertainty with respect
to the learning task; but it may get stuck before converging to the true optimal classifier (optimal
classifier of the true model).

and

3 MOCU-BASED ACTIVE LEARNING

3.1 MEAN OBJECTIVE COST OF UNCERTAINTY

To analyze ELR methods, we borrow the idea of the Mean Objective Cost of Uncertainty (MOCU)
for active learning with respect to the corresponding posterior 7(6). MOCU is a general objective-
oriented uncertainty quantification framework (Yoon et al., 2013). For active learning, MOCU can
be defined as the expected loss difference between the OBC and the optimal classifier:

M(7(0)) = Epar) [Br(0)[Co(n(a), ) — Co (1o, z')]] 3)
=Ep@ar) [rgin{l —p(y'|2")} = Erg) [H;i,n{l —p(y'|2',0)}]]. 4)

The second line is derived by the definition of ¢y and (I)). The first term in (3) is the OBC error as
the loss. In the second term, 1)y is the optimal classifier with a specific §. For the terms inside the
expectation operator, we have Cy(vx(g), ") — Co(tpg, 2") > 0. Therefore, the second term in (3) is
a lower bound of the OBC prediction error. MOCU captures the difference between the OBC error
and its lower bound. When MOCU is 0, the OBC converges to the true optimal classifier and we
cannot reduce the OBC prediction error further. In that case, we say that OBC has reached the true
optimal classifier.
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As in ELR methods, we can define an acquisition function by the reduction of MOCU in a one-step-
look-ahead manner:

UM (@;7(0)) = M(m(0)) = Epiyja) M (7 (0], 9))]- 5)

‘We can show that the second term in , the lower bound of the OBC error, is cancelled in (E]) The
acquisition function (3)) hence captures the expected reduction of the OBC error given new data and
is equivalent to the ELR acquisition function (Z). Expanding the second term in (5), we have:

Epyla) M (7 (0], )] = Epa) {Ep(y(o) [Er(8)2,5) [Co(Vr(0]2,) ) — Co(tbg, )]} (6)

Since }_, p(y|z)m(0|z,y) = m(0), as x is assumed to be independent of § so that we have 7(0|z) =
m(0), we can rewrite the first term in (5)) as:

M(ﬂ'(e)) = Ep(a:’){Ep(y\w) [E‘n'(0|ac,y) [09 (11[}#(9)7 I/) - 00 (1/%), I,)”} (7)

Combining @) and (7) and canceling the Cy (1), x’) terms (the lower bound of the OBC error), (@)
can be derived as:

UMOY(z;7(0)) = Epory {Ep(y1e) [En(0]2.) [Co(Yn(a), &) — Co(Wr (o)) )]} (®)

which is just the ELR acquisition function in (2). Therefore, we can conclude that MOCU-based
methods are equivalent to ELR methods.

Another property we can observe from is that UMOCU(x;7(9)) > 0. By definition,
Yr(6)z,y) 18 the OBC with the minimum expected classification error over m(0)z,y). Therefore,
B (0)2,5) [Co(Vr (012,51 2')] < Er(0)2.4)[Co(¥r(ay, )] and we have UMV (z; 7(0)) > 0, indicat-
ing collecting new data will reduce MOCU.

3.2 ANALYSIS OF ELR METHODS

In the following analysis, we assume that © contains the true model 6, and 7(6,) > 0. We first
analyze ELR methods by the MOCU reduction to show that ELR and MOCU-based active learning
ignores the uncertainty irrelevant to the OBC prediction. By that, we indicate that not all the model
uncertainties directly affect the OBC prediction. Denote the contribution to the MOCU at point
zas K(x,m(0)) = Er)[Co(r(s), r) — Co(vg, )], so that M(n(0)) = Epp[K (x,7(0))]. If
K(z,m(¢)) = 0, then we have VO € supp(r), Yo(z) = (), ie. argmax, p(ylz,0) =
arg max, p(y|x). This means that for all the possible models, the optimal predictions are the same,
and the OBC prediction on z will not be affected by the remaining uncertainty of p(y|z, 8), if any.
In fact, K (z,7(0)) = 0 does not necessarily mean that there is no uncertainty associated with
p(y|x, ), for which it requires that the value of p(y|x,#) is the same V6 € supp(w), apparently
a stronger statement than K (x, w(#)) being 0. Therefore, not all the uncertainties of p(y|x, 6) are
captured in MOCU when K (z, w(0)) = 0. We consider the uncertainty in p(y|x, 8) to be “objective-
irrelevant” to the OBC prediction if K (x,7(f)) = 0. In the active learning procedure, when a new
observation is obtained, it reduces the uncertainty of the parameter 6; and as a result, it reduces
the uncertainty of p(y|z,6) for each x € X. If an observation only reduces objective-irrelevant
uncertainty, the value of MOCU will not change. For example, in Fig.|lal the uncertainty of p(y|z, 0)
in the region close to x = £4 is objective-irrelevant. Evaluating points at z — £4 will only reduce
irrelevant uncertainty and it will not be considered in either MOCU- or ELR-based methods. That
explains why in the first several active learning iterations, the ELR or MOCU-based active learning
can be more efficient than the methods guided by total uncertainty reduction, such as BALD.

Now we explain why ELR methods may get stuck before the OBC converges to the true optimal
classifier. When we have Vo € X', UMOCU(z; 7(6)) = 0 and assume the tie is broken randomly, the
acquisition function will suggest any random candidate in the pool. When that happens, we say that
ELR methods get stuck if the OBC has not reached the true optimal classifier; i.e., M(7(0)) is still
larger than 0.

Since p(y'|2") = Ex(g)[p(y'|x’, )] is a linear function of 7(6), the term min, {1 — p(y'|z’)} in
is the minimum among M linear functions, and thus a concave piece-wise linear function. Within
each linear piece, 1 (p) (') = arg max,, p(y'|z’) are the same for different 7(#). The second term
E(9)[min, {1 — p(y’|2’,0)}] in (4) is a linear function of (). Subtracting it from the first term
and averaging the resulting difference over p(z’) maintain the concavity and the piece-wise linearity.
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Figure 2: MOCU and weighted-MOCU functions of a binary classification problem with © =
{61,0-}.

Therefore, MOCU defined in is a concave piece-wise linear function of 7w (#). Moreover, within
a linear piece of MOCU, ¥ (g)(2") = argmax, p(y'[z’), i.e. the OBC prediction, is the same
for each of 2/ € X. To gain some intuition, we study a binary classification problem with the
uncertainty class of two possible models © = {6,605} and a candidate pool of two training samples
to query: X = {x1,x2}. Further details of the model setup can be found in Appendix D. Since
m(01) = 1 — w(h2), we can express the MOCU function as a univariate function of 7(6;) as shown
in Fig.|2} It is clear that the MOCU function is a concave piece-wise linear function.

Since 7(0) = Epyo[r(0lz,y)], from , the acquisition function is defined as
MEp(y12) [7(0]2, y)]] — Epryja) [M(7(0]7,y))]. Based on the concavity of MOCU M(-) and
Jensen’s inequality, we have the acquisition function UMOCY(z; (6)) > 0. The equality holds if for
ally € Y, w(0|z,y) falls into the same linear piece of MOCU. In this case, the single query (z,y)
cannot provide enough evidence to shift the OBC prediction, so that argmax,, p(y'[2’, z,y) =
argmax,, p(y'|z") for each of ' € X, even though p(y'|z’,x,y) # p(y'[«"). In Fig. [2, we
have shown in the binary classification problem there exists such a case that 7(0;|z1,y1 = 0)
and 7(01|x1,y1 = 1) are within the interval of the same linear piece of the corresponding MOCU
function. When MOCU is larger than 0, if all candidates cannot provide enough evidence to change
the OBC predictions, ELR and MOCU-based methods will get stuck before converging to the true
optimal classifier. This is due to the myopic nature of the acquisition function ignoring the long-term
effect of querying each candidate.

In summary, ELR methods are efficient by ignoring objective-irrelevant uncertainty. But if sampling
one data point can only provide little information and cannot help improve OBC prediction in the
current iteration, they will ignore its long-term effect on prediction performance. As a result, they
may get stuck before converging to the optimal classifier. To keep the efficient sampling property by
ignoring objective-irrelevant uncertainty but avoid getting stuck, we propose a one-step-look-ahead
acquisition function based on a weighted version of MOCU, which can capture the change of the
predictive probability from one-step query candidates. If that change can potentially shift the OBC
predictions in the long run, our acquisition function will have a positive value, and thereby avoid the
issues that ELR methods suffer from.

3.3 WEIGHTED MOCU-BASED ACTIVE LEARNING

In this section, we propose a modified MOCU-based acquisition function that has the theoretical
guarantee to converge to the optimal classifier. Specifically, we propose a modified MOCU function
that multiplies a weight with each loss difference between the OBC ¢y and the optimal classifier
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1p in the original MOCU definition:

M (7(0)) = Epr){Ero) {w(m(0), 2", 0)[Co(¢r(9), ") — Co(ho, 2")]}}, ©)
where w(m(0),2’,0) > 0 is the weighting function. The corresponding acquisition function is:
U (@3 7(6)) = M“(2(0)) = Epgyja M (x(6]2,)] (10)

In (9), as more data are collected and the model parameter distribution 7(¢) changes, w(m(6), z', 6)
will change accordingly. The change of w(7w(6),2’,6) cannot affect the value of the weighted
MOCU if Cy (¢ gy, ") — Co(thg, ") = 0, V0 € supp(w(f)), indicating the uncertainty at 2’ is
objective-irrelevant. This makes sure that the acquisition function based on the weighted MOCU
will inherit the property of MOCU-based active learning to directly target at classification error re-
duction while ignoring irrelevant uncertainty. On the other hand, by introducing the predictive prob-
ability into the weighting functions, the probability change from one-step samples can be captured
by the weighted-MOCU based acquisition function such that it can have theoretical convergence
guaranteed to the optimal classifier as shown below.

We would like to emphasize that there are also active learning algorithms, such as the ones based on
the cyclic sampling and e-greedy policies (Hoang et al.,|2014), that can almost surely converge to the
true model, and as a result, the OBC converges to the true optimal classifier. However, these policies
focus on the fotal uncertainty reduction to derive the full knowledge of the true model, which is
unnecessary and therefore inefficient, since we only need the knowledge of the true optimal classifier
if the classification performance is the primary concern. Unlike such policies, our weighted-MOCU
based policy directly reduces the objective uncertainty affecting classification, and as a result, it is
much more efficient by focusing only on those queries that are helpful for improving the prediction.
As a result, our proposed algorithm guarantees efficiency both in the short term as well as in the
longer term.

In the following, we design a weighting function to make M™ (7(f)) = 0 if and only if Vz €
X, U%(x;m(0)) = 0 and show that active learning based on this weighted MOCU converges to the
optimal classifier. Specifically, we propose the following weighting function:

w(n(0),2',0) =1—c- K(2',m(0)), with (11)

K(z',7(0)) = Ex(9)[Co(¥r(a), 2") — Co(to, z)] (12)
= n%/i/n Ero)[1 — (|2, 0)] — Er o) [Iril/i,n(l —p(y |2, 0)] (13)

=E, ) [H;@Xp(y’\x’, 0)] — H;%Xp(y’lx’), (14)

where 0 < ¢ < 1 is a parameter controlling the approximation of the weighted MOCU to the
original MOCU, with smaller ¢ giving a better approximation. The choice of ¢ depends on the
specific classification problem and the total query budget. Methods using a smaller ¢ approximate
the ELR methods better, hence they will perform well in the first several iterations but may converge
slowly in the long run. On the other hand, when c is closer to 1, the acquisition function weighs more
heavily on long-term benefits. It is clear that K (2/,7(0)) > 0 by (13). For binary classification,
max, p(y'[2’) > 0.5. As Eq(g)[max, p(y'[2’,0)] < 1, from (14), we have K (2, 7(6)) < 0.5,
demonstrating that the weighting function in satisfies the requirement w (7 (6), ', 6) > 0.5 > 0.

Note that this simple weighting function does not change with respect to the model parameter values.
Substituting it into the weighted MOCU expression, we have:

M (7(0)) = Epen{(1 = cK(2',7(9))) - K(2',7(0))}, (15)

which is a strictly concave function of /. We also illustrate the weighted-MOCU function in Fig. 2]
for the same example in Section 3.2. As shown in the figure, a smaller ¢ provides better approx-
imation to the MOCU function, and all the weighted MOCU functions are strictly concave func-
tions of m(6;) instead of being piece-wise linear, which guarantees that the acquisition function
UY(x1;7(0)) is positive. In general, weighted MOCU is strictly concave along most of the direc-
tions and only changes linearly along the directions that K (x,m(6)) is constant for € X, which
correspond to the queries that only reduce irrelevant uncertainties. Such a property can guarantee
the convergence to the true optimal classifier.
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Before presenting the theoretical convergence guarantee of the weighted-MOCU based active learn-
ing, we summarize the computation of our weighted-MOCU based acquisition function in Algo-
rithm 1, which can replace ELR and MOCU-based acquisition functions in Bayesian active learning
algorithms with the pseudo-code given in Appendix B. We estimate the computational complexity
of Algorithm 1 for the discrete feature and parameter spaces. Assume that the size of the discrete
feature space is N, = |X'| and the size of the uncertainty set of classifiers is Ny = |©|. We study
the complexity of calculating the weighted MOCU. In the WMOCU function, the OBC error evalu-
ation in line 19 is called for O(N, Ny) times. In ACQUISITIONFUN, WMOCU is called for constant
times. Hence, the total complexity of calculating the acquisition function in weighted-MOCU based
active learning is O(N,, Np). Compared with the ELR method, there is O(V,.) additional computa-
tion associated with computing the weight (1 — ¢K) in line 26. Hence, the incurred computational
complexity is of the same order as the original ELR and MOCU-based methods.

Algorithm 1 Calculation for Weighted-MOCU based Acquisition Function

1: function ACQUISITIONFUN(z, 7g|p, ¢)
2: wmocu_current =WMOCU(7g|p)

3: wmocu_next = 0

4: for y in {0,1} do

5: for 0 in © do

6: Generate array p(0,y|D,x) = mgp - p(y|x, 0)

7: end for

8: p(y|D,z) =3, p(0,y|D,x)

9: To|D,x,y :p(03y|D7I)/p(y|D7I)
10: wmocu_next = wmocu_next 4+ p(y|D, x) - WMOCU(7y|p 4.y, )
11: end for
12: return wmocu_current — wmocu_next

13: end function

14: function WMOCU(7g| p, ¢)

15: wmocy = 0

16: for 2/ in X do

17: bayesian_error = 0

18: for 0 in © do

19: bayesian_error = bayesian_error + mgp - (1 — max, p(y'[z’,0))
20: end for

21: for ¢’ in {0,1} do

22: p(y/|D,$/) :ZG To|D p(y/|$/76)
23: end for

24: obc_error =1 —max, p(y'|D, z')

25: K = obc_error — bayesian_error

26: wmocy = wmocu + p(z’) - [(1 — cK)K]
27: end for

28: return wmocu

29: end function

Theoretical convergence guarantee. Now we show that if active learning for a binary classifica-
tion problem is guided by the acquisition function defined by (I0) and (TI]), MOCU will converge to
0 almost surely and hence the procedure will converge to learning the optimal classifier of the true
model. We assume that both X and © are discrete with finite elements; the true model parameter
6, € © and the prior distribution 7°(6) over © satisfies 7°(6,.) > 0. We denote the posterior by
7™(0) and predictive probability p™(y|z) in the n-th weighted MOCU based active learning itera-
tion, respectively. In the following, we give important lemmas first. All the proofs of the presented
lemmas can be found in Appendix A.

Lemma 1 Given 7(0), M(w(6)) = 0 if and only if M™(w(0)) = 0.

Lemma[gindicates that if M® (7(0)) = 0, the OBC 1 (9) converges to the optimal classifier ¢, as
explained in the first paragraph in Section 3.1.
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Lemma 2 Define G(z',w(0)) = (1 — cK(2/,n(0)))K(z',7(0)), 0 < ¢ < 1. G(a',7(0)) is a
concave function of 7(0).

It is important to choose a weighting scheme that renders a concave function G as it guarantees the
acquisition function to be larger than or equal to 0, so that adding a new observation helps to reduce
weighted MOCU to effectively guide active learning.

Lemma 3 Vo € X, U%(x;7(6)) > 0.
Lemma 4 At the n-th active learning iteration, if U (x;7"(0)) = 0, Vo € X, M*(x"(0)) = 0.

This lemma states that if the acquisition function values of all candidates with respect to 7(8) are 0,
the weighted MOCU is 0. By Lemma so is MOCU. With these, we can conclude that the OBC
with respect to 7(6) has converged to the optimal classifier. This is significant when comparing with
original ELR and MOCU-based methods as we have shown that this is not the case for them, which
may get stuck earlier and therefore lose the long-term efficiency.

Lemma 5 [f following some policy a candidate x is measured infinitely often almost surely, then
lim,, 00 U (x; 7™ (6)) = 0 almost surely.

Intuitively, if a candidate has been measured many times, there is no benefit to measure it again.

With these lemmas, we can prove the convergence of weighted-MOCU based active learning:

Theorem 1 Assume that both X and © are discrete with finite elements, the true model parameter
0, € © and the prior distribution 7°(0) over © satisfies °(0,.) > 0; then for the active learning
algorithm defined by the acquisition function ({I0), we have lim,,_, o, M(7™(0)) = 0 almost surely.

Proof. As the number of active learning iterations n — oo, following the acquisition func-
tion ([E]) some of the candidates can be measured infinite times. Define X4 C X as the set
whose candidates have been measured infinite times. Denote the measuring sequence of the can-
didates following (10) as {xn} we have: 3N, s.t. Vn > N,z, € X4. Based on Lemma [3]
limy, o0 UY (27 (0)) =

On the other hand, since with the weighted MOCU
UY(zp;7™(0)) = maxgexr UY(z;7™(0)), then
limy, 00 U¥ (2; 7™ (0)) = O indicates that Vo € X,
UY(x;7™(0)) uniformly converges to 0. Based on

error regret

Lemma [ lim,,_,.c M}’ = 0 and we can conclude ° .| romiom
the proof with Lemmam MES
—+— BALD
—— ELR
—— Weighted_MOCU
4 EMPIRICAL RESULTS 0 100 200 300 400 500

Iteration number

We benchmark our weighted-MOCU method with ~Figure 3: The expected OBC error regret
other active learning algorithms, including random ~Ccomparison between different active learning
sampling, MES (Sebastiani & Wynn| 2000), BALD algorithms on binary classification.

(Houlsby et al., 2011) and ELR (Roy & McCallum| 2001), on both simulated and real-world classi-
fication datasets. In the following experiments, we set ¢ = 1 for the weighted MOCU function. The
code for our experiments is made available at https://github.com/QianLab/WMOCU_AL.

Simulated experiments. In addition to the one-dimensional simulated example introduced in Sec-
tion[I] we test our model on a similar simulation setting as the block in the middle dataset in (Houlsby
et al., 2011}, where noisy observations with flip error are simulated in a block region on the deci-
sion boundary. We generate data based on a two-dimensional Bayesian logistic regression model:
p(y = 1|z, w,b) = m with € [—4,4]?. The block region is within [—0.5,0.5]2
with the flip error rate equal to 0.3. For the model parameter prior, w; ~ 4(0.3,0.8) is uniformly
distributed and wy ~ U(—0.25,0.25) and b ~ U(—0.25,0.25); wy, we and b are independent.

We randomly sample 100 particles from the parameter prior with one of the particles as the true
model parameter. The five active learning algorithms are compared for 500 iterations by the OBC
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error with respect to the testing data generated from the true model. We repeat the simulations for
500 runs and plot the average performance with standard deviation bars in Fig. 3} The error regret
is defined as the error difference between the OBC and the true optimal classifier. From the figure,
MES simply chooses the candidates with the predic-
tive probability closest to 0.5, it can sample many
noisy observations from the block region. ELR per-
forms well in the first several iterations but poorly
after 200 samples. Our weighted MOCU performs
the best.

=
5y
i1

error regret

We have also benchmarked our weighted-MOCU : f:;:m

based method with other active learning meth- — e

ods for a synthetic multi-class classification prob- T e ‘ : :

lem. We assume that the probabilistic model C e
p(y|m’g§) = fy(m’gg)/ Zy, f(m,o'i,) with & € Figure 4: The expected OBC error regret
[—2 2}2 y € {0,1,2} and f, _ exp(—(z — comparison between different active learning
my)72/205)_ We se:t my to be (%70)’ (1,0), (0,1) algorithms on 3 class classification.

for y = 0,1,2 respectively; and 05 ~ U(1,5) being the uncertain parameters. Same as

the previous binary classification experiment, we test for 300 runs and plot the average per-
formance with standard deviations in Fig. l] We can observe that ELR performs poorly in
the long run while our Weighted MOCU has better empirical performance on par with BALD
More results and discussion are in Appendix D & E.

0.6 1 —— random
MES
—+ BALD
—— ELR
—— Weighted_MOCU

Real-world benchmark experiments. We also
present the results on the UCI User Knowledge 051
dataset (Kahraman et al., |2013). The dataset in-
cludes 403 samples assigned to 4 classes (High,
Medium, Low, Very Low) with each sample having 031
five features in [0,1]°. We have grouped the sam-
ples into two classes with 224 samples in High or
Medium, 179 in Low or Very Low. We consider the
first and fifth features for classification and equally 0 4 0@ b
divide the feature space into 4 x 4 bins. For the ¢-th . . .
bin, the probability of candidates belonging to High Figure 5: Classification error rate compari-
or Medium is denoted by 6;,1 < i < 16 and 6;’s SOnon UCI User Knowledge dataset

are independent and 6; ~ Beta(«;, 8;), with hyper-

parameters o; and [3;. We present the results with the uncertainty class by setting a; = 5; = 10 in
eight randomly chosen bins and for the other bins, o; = 5, 3; = 2 if the true frequency of High or
Medium in the i-th bin is lower than 0.5 and o; = 2, 8; = 5 otherwise. We have randomly drawn
150 samples from each class as the candidate pool and perform the five different active learning al-
gorithms. We repeat the whole procedure 150 times and the average error rates are shown in Fig.[3]
While ELR clearly gets stuck in this setup, our Weighted MOCU method can converge to the opti-
mal classifier with less samples than all the competing methods. BALD performs poorly as the bins
with a = # = 10 have less uncertainty but have more impact on OBC prediction and BALD fails
to identify that. More comprehensive results and discussion, including results on the UCI Letter
Recognition dataset (Dua & Graffl 2017)), can be found in Appendix F.

0.4

error

0.2

0.14

5 CONCLUSIONS

We have identified potential convergence problems of existing ELR methods and proposed a novel
active learning strategy for classification based on weighted MOCU. Our weighted MOCU directly
targets at decreasing the classification error and ignores uncertainty irrelevant to the classification
performance. More critically, it can capture continuous change in objective-relevant uncertainty.
Hence, our new active learning can be efficient both at the beginning and in the long run with the
guarantee of converging to the optimal classifier. Empirical results have demonstrated active learn-
ing guided by weighted MOCU leads to sample-efficient learning. Future work includes theoretical
analysis of MOCU-guided active learning for multi-class classification, as well as developing opti-
mization methods for active learning in continuous space.
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Uncertainty-aware Active Learning for OBC:
Appendix

In this appendix, we provide proofs of the lemmas, the pseudo-code of active learning algorithms,
as well as more detailed descriptions of our experiments, additional results, and discussions on the
weighted MOCU for multi-class classification.

A. PROOFS OF LEMMAS

Proof of Lemma 1. Based on , since Cg(¢r(gy, ") — Co(g,2") > 0, so M(w(#)) = 0 iff
Co(Yrp),2") — Co(thg, ") = 0 V2’ € X, VO € supp(n). In addition, in @), w(mw(9),z',6) > 0, so
Co(Vr(0),2") — Co(vg,2") = 0 Vo' € X, VO € supp(r) iff M™(m(0)) = 0, which concludes the
proof.

Proof of Lemma 2. In the following proof, we omit the argument 2’ in G and K for simplicity.
Owing to the concavity of the min operator, min, Eg)[1 — p(y'|2’,0)] is a concave function of
7(0). With Er (g [miny, (1 — p(y’[2’, 0)] being a linear function of 7(¢), based on (13), K ((6))
equals to a concave function subtracting a linear function and thus is also a concave function.
As analyzed in Section 3.2, 0 < K(n(f)) < 0.5. We define (k) = (1 — ck)k,k € [0,0.5],
a strictly increasing and strictly concave function with 0 < ¢ < 1. G(n(0)) = T[K(n(0))] is a
composite function of 7" and K. So we conclude the proof with the property of the concavity for the
composite functions:

TIK (Ar1(6) + (1 - Nma(6)] > TIAK(m1(6)) + (1~ MK (m(0))]
> AT[K(m(0)] + (1~ NTIK (ma(0)).  (16)
The first inequality is because 7' is increasing and K is concave; and the second inequality holds as
T is a concave function.

Proof of Lemma 3. Since 7(0) = > p(y[z)m(f|z,y), by Jensen’s inequality, we have

G/, m(0)) > E,,[G(2,7(6|z,y))] as G is a concave function. So the weighted MOCU ac-
quisition function:

UY(z;7(0)) = Eor [G(2', 7(0))] — B [Ey o [G (2, 7(0]2,))]] > 0. (17)
Proof of Lemma 4. We will prove the contrapositive of the lemma: assuming M™ (7™ (6)) > 0,
dr e X s.t. UY(x;7™(0)) > 0.

Based on (15), M*(x™(9)) > 0 indicating 3z € X s.t. K(z,7"(#)) > 0. It is sufficient to
show that if K (z,n"™(0)) > 0, then U™ (z;7"™(0)) > 0. To prove that, we only need to prove
G(z,7™(0)) > Epn(yja)[G(z, 7" (0]2,y))]; then by , UY(xz;7™(0)) > 0.

Since G is a concave function, we know G (z,7"(0)) > Epn (y|o) [G(z, 7" (0|, y))]. With 77(0) =
>, P (ylz)w" (0|2, y), we can rewrite as:

TK (2, 7"(0))] = T[Epn(yja) [K (2, 7" (0], 9))]] = Epn y)a) [T K (2, 7" (0], y))]]-

The second equality holds only if Yy € {0,1}, K(z,7"(0|z,y)) = K(x,7™(#)), which
means that to prove G(z,7"(0)) > E,,[G(z,7"(0|z,y))]. we just need to show Jy €
{0,1}, K(z,n"(8|z,y)) # K (z,7™(0)). In the following proof, we will show if K (z,7"(#)) > 0,
then Jy € {0,1}, s.t. K(z,7n"(0|x,y)) # K(z,7"(0)).

Denote § = arg max, p"(y|z). By we have:
K(z,m(0) = ) " (0)Imax p(y|z, 0) — p(glz, 0)]. (18)
O€supp (™)

Since K (x,7"(0)) > 0, the parameter set ©; = {6 € supp(n") : arg max, p(y|z,¢) # ¢} is not
empty. We only keep the nonzero terms in K:

K(a,7"(0) = > =" (0)lmaxp(y|z,0) - p(glz, 0)] (19)
9€o, )

12
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For binary classification, § = argmax, p"(y|r), indicating that the predictive probability
p™(g|z) > 0.5. For 6 € O,, p(g|z,0) < 0.5, we have: if 0 € ©,, 7"(0|z,7) = % <
7" (6).

If we observe (z,y) in (n+1)-th iteration, the updated posterior predictive probability
p"(9lz, {z,9}) > p™(g|xz) > 0.5 and therefore max,, p" (y|z, {z,y}) = y. Hence,

K(z,7"(0lz.9)) = Y " (B]z, §)[max p(ylz, 0) — p(§lz, )] < K(z,7"(F)).  (20)
0co,
Since K (7" (0|x, ), x) # K(n" (), ), we have G (z, 7™ (0)) > Epn (yj2)[G(z, 7 (0|2, y))] and
Uw($§ Wn(g)) = Ep(x/)[G(x/a Wn(e))] - E;n(m/)[Ep"(y\m)[G(x/» 7‘—”(9|x7 y))]]
z p()[G(z, 7 (0)) = Epr (yjo)[G (2, 7" (02, ))]] > 0. 2D
This concludes our proof.

Proof of Lemma 5. Adding a new data point (z,y) to D, the posterior change is: 7" (0|x,y) =

W. Define ©, = {6 € © : p(ylz,0) = p(y|z,0,)}. Denote N,(n) as the times
of the candidate x being queried at the n-th iteration. Based on the posterior consistency the-

ory we have > .o m"(0) 2% 1 as Ny(n) — oo (Gelman et al., 2013). Since p"(y|z) =

> oco T (O)p(ylr,0), we have lim,, o, p" (y|x) 225 p(y|z, 6,). Hence lim,, oo 7™(6]z,y) —
7™ (0) = 0 almost surely, which indicates lim,,_,oc U™ (z;7™(0)) = 0 almost surely.

B. WEIGHTED-MOCU BASED ACTIVE LEARNING & COMPUTATIONAL COMPLEXITY

The pseudo-code of the general active learning procedure is provided in Algorithm 2. The function
ACQUISITIONFUN can be acquisition functions of various methods, including weighted-MOCU,
ELR, BALD, etc.

Computational complexity We study the complexity of the complete active learning procedure.
As we analyzed in the main text for the computation of the weighted MOCU acquisition function,
the WMOCU function is called for O(N, Ny) times. In ACQUISITIONFUN, WMOCU is called for
constant times. Finally, in the main procedure, in each iteration, ACQUISITIONFUN is called for
each x. Hence, the total complexity of Weighted MOCU-based active learning is O(T N2 Ny).

0.05 1
0.00007 A
0.04 4 0.00006 -
c
S 0.00005 4
£ 0.03
5 0.00004 4
£ N
T 0.02 0.00003 4
g
€ 0.00002 A
0.01 1
0.00001 A
0.00 1 0.00000 A
4 3 2 -1 0 1 2 3 4 4 -3 —2 -1 0o 1 2 3 4
X X
(a) Acquisition function of BALD (b) Acquisition function of ELR

Figure S1. The acquisition functions based on the model (22).

C. DETAILS OF THE ONE-DIMENSIONAL ACTIVE LEARNING EXAMPLE IN INTRODUCTION

The example in the Introduction of the main text is a binary classification problem with y € {0,1}
based on only one feature « € [—4, 4]. The underlying discriminative model is based on:

pe(y = 1|z, a,b) = S(z) + e(x,a,b)

S(x) = o.ﬁm +0.2
e(r,a,b) = aexp(—x?) + blexp(—(z — 4)?) + exp(—(x + 4)?)], (22)

13
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Algorithm 2 General active learning procedure

1: function MAINPROCEDURE( )
2: Set a discrete candidate set X', the probability array p., and iteration number T

3: Set the discrete parameter set © and the corresponding probability array g
4: Initialize the data set D = ()
5: Tg|p = T
6: fort =1toT do
7: for z in A do
8: Store ACQUISITIONFUN(z, 7y p) to the array Ux
9: end for
10: Optimize Uy and find the maximum point x*
11: Obtain the label y* corresponds to «* and update D = D U {z*, y*}
12: for 0 in © do
13: Update 7| p o< mgp - p(y*|z*, 0)
14: end for
15: X =X/{z*}
16: end for

17: end function

where @ = (a,b)T is the uncertain parameter vector, with a and b independently uniformly dis-
tributed on the intervals [—0.1,0.1] and [—0.2,0.2] respectively. The discriminative model equals
to a sigmoid function S(z) plus the perturbation €(x, a, b), a mixed Gaussian function that changes
with a and b, the uncertainty class of classifiers can be constructed by such deviations on S(x).
The discriminative model has higher uncertainty near = + 4, which depends on the value of b, than
the uncertainty near = 0, which depends on a. Value of @ and b has negligible influence on the
p(y = 1|z) near x + 4 and = = 0, respectively. So by observing data at z = +4, the uncertainty on
pe(y = 1)z = 0) will not be reduced significantly.

In Figs. Sl(a) and (b), we show how the acquisition functions of BALD and ELR change with
respect to z. It is clear that the acquisition function of BALD at x = =4 should have the largest
value since p(y|z) has the highest uncertainty. On the other hand, since p(y|x = £4) is always above
or below 0.5, the specific value of p(y|z, a,b) will not affect the corresponding optimal Bayesian
classifier (OBC) and therefore the loss reduction in Fig. S1(b) at x = %4 is always 0; the acquisition
function of ELR around z = 0 can be larger than 0, since knowing the specific value of p(y|z =
0, a, b) can reduce the classification error.

D. DETAILS OF THE BINARY CLASSIFICATION EXAMPLE IN SECTION 3.2

In the binary classification problem, © = {61,602}, X = {x1,z2}. The probabilistic model setting
for the two candidates is symmetric:

p(yl |$17 01) = (06’ O4)ap(y1 |x17 92) = (037 07)
p(y2|:n2, 91) = (07, O.3),p(y2|$2, 92) = (0.47 06)
There are three intervals corresponding to the linear function pieces of MOCU in Fig. [2¢ [0, 0.33],

(0.33,0.67] and (0.67, 1]. In the three intervals, 1 (g)(21), the OBC predictions of z; are 1, 1 and
0, respectively; 1/177(9) (z2), the OBC predictions of x5 are 1, 0, and 0, respectively.

In Fig. |2 we set the prior 7(61) = 0.15, then based on the Bayes’s rule we can obtain the pos-
terior with the observations of (z1,y1). Based on the observation result of y;, the posteriors are
7(01]z1,y1 = 0) = 0.2609 and 7(01|x1,y1 = 1) = 0.0916, both of which fall into the first linear
piece of MOCU.

E. MULTI-CLASS CLASSIFICATION

Although we have shown in the main text that our weighted-MOCU can achieve good empirical
performance of converging to OBC with the simulated multi-class classification experiment, active
learning for multi-class classification problems can be complicated. The weighting function (10)
adopted in the main text may not have the same theoretical convergence guarantee to the optimal
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classifier if applied to multi-class classification problems. Here we just show a counter example, for
which Lemma 4 does not hold if using the same weighting function.

Assume a three-class classification problem y € {0, 1,2}. The candidate pool only has one candi-
date X = {z} and the parameter set © = {61, 05,03}. In addition we set the probabilistic model
p(y|z, ) and the prior 7(#) as shown in Tables S1 and S2, and calculate the posterior and posterior
predictive probabilities. In the tables, y, denotes the one-step-look-ahead observation correspond-
ing to x, and « is omitted for simplicity. Without loss generality, we just set the weighted MOCU
parameter ¢ = 1.

| p(yl61) [ p(wlf2) | p(yl03) | py) | rylyo =0) | p(ylyo = 1) | p(ylyo = 2)

y=20 0.4 0.4 0.4 0.4 0.4 0.4 0.4
y=1 0.3 0.1 0.5 0.3 0.3 0.327 0.273
y=2 0.3 0.5 0.1 0.3 0.3 0.273 0.327

Table S1. The probabilities of p(y|z, 8) and p(y|z, y,).

| 7(0) [ 7(0lyo=0) [ 7(0lyo =1) [ 7(Olyo = 2)

=460, 08 0.8 0.8 0.8
=60y | 0.1 0.1 0.17 0.03
=051 0.1 0.1 0.03 0.17

Table S2. The prior and posterior of 7(6).

Here two properties in the setting are worth mentioning:

1. m(61) is close to 1 and as a result Vy, € {0,1,2}, we have max, p(y) = max, p(yly,) =
max, p(yl61) = 0.4;

2. p(y|f2) and p(y|f3) are symmetric and 7(f2) = 7(f3), as a result Vy, € {0,1,2}, n(61) =
7(01]yo) = 0.8 and therefore E 9y [max, p(y|0)] = Ex(g|y,)[max, p(y|0)] = 0.8 x 0.4 + 0.2 x
0.5 =0.42.

Recall that the K function and weighted MOCU are:
K(m(0)) = Ex o) [ng}xp(m@)] - mya}xp(y), (23)
M (m(0)) = [1 = K(w(0))] - K(7(0)). (24)

Therefore, we have Yy, € {0,1,2}, K(n(¢)) = K(m(0ly,)) = 0.02 and M"™(xw(0)) =
MY (7(0|y,)) > 0. On the other hand,

U (m(0)) = M*(x(0)) = Ep(y,) [M"(7(0]y,))] = 0, (25)

which means that the algorithm may get stuck. Here we just give an extreme case where only one
candidate is in the search pool, but it is straightforward to build a more practical example based on
what we have shown here.

We can see from the example that, unlike in the cases of binary classification problems, the weighting
function 1 — cK may remain unchanged for a single observation in multi-class problems. Because
of this, the weighted-MOCU algorithm may get stuck. Since OBC prediction is the maximum of the
predictive distribution p(y|x), the weight function is introduced to capture the changes of p(y|z), as
that indicates the potential shift of OBC prediction in the long run. K is a function of max,, p(y|z),
in binary case, max,, p(y|z) must change as p(y|x) changes. However, in multi-class problems, the
probability of the optimal label max, p(y|z) may remain unchanged, when the probability of other
labels change, just like in the example above where max, p(y) = max, p(y|y, = 1). In the next
section, we propose a weighting function that can capture the change of any element in p(y|x).

F. ANOTHER WEIGHTED MOCU SCHEME FOR MULTI-CLASS CLASSIFICATION

To extend the weighted MOCU scheme suit for the multi-class problem, we propose a weight func-
tion that can capture the change of p(y|z). The weighting function is defined as the softmax of
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p(y|o):

oy exp(maxy, p(ylz))
wim(),.8) = > exp(p(yilz)) (20

where p(y|x) is the posterior predictive distribution at the current active learning iteration. We
compare this Weighted MOCU with other active learning algorithms empirically on the synthetic
three-class classification problem and the performance comparison is shown in Fig. S2. This new
Weighted MOCU (Weighted MOCU?2) performs slightly better than other algorithms on this multi-
class classification problem.

fal

=

<
w
1

error regret

| —— random

] MES A 1
—— BALD L1

{ —— ELR +{l‘
—— Weighted_MOCU

—}— Weighted_MOCU2

1074 L . . . . .

0 100 200 300 400 500
Iteration number

L J

Figure S2. The expected OBC error regret comparison between different active learning algorithms
for the three-class classification problem.

G. ADDITIONAL SYNTHETIC EXPERIMENTS

We run the same synthetic experiment of Fig. |3| with a different prior setting: w; ~ U(0.3,0.8),
wg ~ U(—0.02,0.02) and b ~ U(—0.25,0.25), and the results is shown in Figure S3. The perfor-
mance shows that only our Weighted MOCU method performs better than the random benchmark.

Here we benchmark different active learning strategies for OBC with another synthetic example.
Assume the classification problem with two dimensional input features * = (x1,22) € R? and
binary class labels y € {0,1}. The computational model is derived by a decision boundary in
a quadratic form: zo = ax? + bry + ¢, ie. p(y = 1|z, a,b,¢) = L(zy > az? + bxy + ¢).
The parameter vector § = (a,b,c) € R? is uncertain and the true model is characterized by a true
parameter 6*. Unlike Monte Carlo sampling in the main text, here we consider a discrete grid setting
for both input space and parameter space with discretization for each variable as follows:

1. 2 ranges in [—0.5, 0.5] with increment 0.05

2. x4 ranges in [0, 2] with increment 0.1.

3. a ranges in [-4.3, -3.8] with increment 0.05,

4. b ranges in [-0.25, 0.25] with increment 0.05,

5. cranges in [1, 2] with increment 0.05.

For now, we simply assume that the distributions over the feature space and parameter space are
all uniform to illustrate the effectiveness of MOCU-based active learning. With prior knowledge
of the system of interest, knowledge-driven prior should be incorporated. Following the weighted-
MOCU based active learning algorithm in Algorithm 1, we can sequentially query the true system
and reduce the model uncertainty in a way that maximally reduces the classification error of the
corresponding OBC.
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Figure S3. The expected OBC error regret comparison between different active learning algorithms
on binary classification.

Now we assume that when querying the system, the class label is given with a heterogeneous random
flipping error with the error probability being a functionof z1: p(y = 1|z =0) = p(y =0|z = 1) =
0.3 x (11— 4x%) + 0.1. Therefore, when x; = 0, the flipping error is 0.4; and when x; = £0.5, the
flipping error is 0.1. We have implemented the same methods as in the main text with 50 iterations
and 100 runs, The active learning results are illustrated in Fig. S4. As we can see, in this figure,
MES does not perform well as it cannot differentiate between model uncertainty and observation
error. ELR performs similarly to BALD and our weighted-MOCU based method at the beginning,
but then it gets stuck before finding the true boundary. BALD and our weighted MOCU perform
similarly. This is because in this setting p(y|z, 6) is either 1 or 0, so there is no irrelevant uncertainty
with which p(y|x, 0) is always larger or smaller than 0.5 but the value is uncertain.

In addition to the average performance comparison, we deliberately choose one of the runs in which
the ELR method gets stuck to better illustrate the difference between the existing ELR methods
and the proposed weighted-MOCU based method. In this run, the randomly chosen parameters are
(a = =3,b = 0,c = 1.9). Fig. S5(a) shows the error regret (the OBC error minus the true opti-
mal classifier error) comparison, in which ELR gets stuck and the weighted-MOCU based method
reaches 0. Notice that the y-axis is in the logarithm scale, so the vertical line in the WMOCU plot
implies that the value turns to 0. Error regret equals to 0 indicates that the OBC classifier equals to
the true optimal classifier, but in practice we don’t know the true optimal classifier, so we need the
value of MOCU to quantify the expected error difference between OBC and the optimal classifier
of each 6 = (a, b, c). Fig. S5(b) shows the changes of MOCU value during the two active learn-
ing procedures. Not surprisingly, the MOCU value during the iterations of the ELR method also
gets stuck, while the MOCU value in the iterations of the weighted-MOCU method continues to de-
crease. Fig. S5(c) shows the changes of the maximum value of acquisition function in each iteration.
The acquisition function of ELR decrease to 0 after 22 iterations, and that explains why ELR gets
stuck. On the other hand, the maximum acquisition function of WMOCU is always positive as the
corresponding MOCU is positive, until it gets close to 10715, which is the rounding error in floating
point arithmetic. In theory, as the observation is noisy, we can not be sure of the optimal prediction.
Therefore, the MOCU and the acquisition function of weighted-MOCU should always be positive,
which is demonstrated in the figures.

We have also performed an experiment to show the algorithm performance change under different
noise levels. We set the flipping error rate as p(y # z|z) = € x (1 — 42?) +¢,0 < € < 0.25.
Therefore, when z; = 0, the flipping error is 2¢; and when 7 = 0.5, the flipping error is e.
We perform the same methods with 100 iterations and 100 runs on the noise level ¢ = 0.05 and
€ = 0.25. The resulting active learning performance curves are illustrated in Fig. S6. We can
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Figure S4. The expected OBC error comparison between different active learning algorithms in the
setting with heterogeneous observation error.
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Figure S5. Comparison of ELR and weighted MOCU on a specific run
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Figure S6. Active learning algorithm performance comparison with different noise levels

see from the figure that the performance of MES degrades significantly with high noise while the
performance of other methods does not appear to be very sensitive to the increasing noise level. .

H. REAL-WORLD BENCHMARK EXPERIMENTS.

We here present the complete results on the UCI User Knowledge dataset (Kahraman et al., 2013).
In addition to the uncertainty class setup in the main text, we have tested two other setups of hyper-

parameter values: 1) ‘uniform prior’ with «;

Bi = 1, and 2) ’good prior’ with a;; = 8; = 10 in

eight bins chosen randomly, for other bins «; = 5, 3; = 2 if the true frequency of High or Medium
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Figure S7. Classification error rate comparison on UCI User Knowledge dataset
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Figure S8. Classification error rate comparison on UCI Letter Recognition dataset

in the ¢-th bin is higher than 0.5 and «; = 2,3, = 5 if the frequency is lower than 0.5. We also
randomly draw 150 samples from each class as the candidate pool and perform the five different
active learning algorithms. We repeat the whole procedure 150 times and the average error rates
are shown in Fig. S7. In both Fig. S7a and Fig. S7b, ELR performs the best in these two setups
while our Weighted MOCU performs similarly. BALD performs reasonably in Fig. S7a but it again
performs poorly in Fig. S7b. This is because the bins with &« = 3 = 10 have less uncertainty but
have more impact on OBC prediction and BALD fails to identify that in this setup again.

We also present the results on the UCI Letter Recognition dataset (Dua & Graff, 2017). Letter
Recognition is a multi-class classification dataset with each sample having 16 numerical features
generated from typed images of the capital letters in the English alphabet. We select two pairs of
hard-to-distinguish letters: E vs. F and D vs. P. The total number of training samples is 1543 and
1608 for E vs. F and D vs. P, respectively. Active learning algorithms are applied with Bayesian
logistic regression models. We randomly take 100 data points first to construct the prior, and use the
rest of the data as the pool to test the five active learning algorithms. For prior construction, we train
a logistic regression model on the 100 data points and take the trained parameters as the mean of a
normal distributed prior with the variance equal to 1. Then we sample 1000 particles from the prior
as the uncertain parameter set. We repeat the whole procedure 100 times and the average error rates
are shown in Fig. S8. Unlike the synthetic datasets, the real-world datasets have no corresponding
true models. We can only find the optimal models that approximate the data best. However, we
can still see the trends of different algorithms. Compared with random sampling, all the algorithms
quickly converge to the optimal models. ELR performs the best in the first several iterations, while
converges slowly in the latter iterations. Our weighted MOCU based method is again demonstrated
to converge faster than other competing methods.

It is clear from all our experiments for both simulated and real-world data that, in addition to its
theoretical guarantee for active learning with OBC, our weighted MOCU method has achieved con-
sistently better or similar empirical performance compared to the best performing ones among the
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existing pool-based active learning methods, approaching the corresponding OBCs faster with fewer
labeled samples.
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