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Abstract—Unmanned Aerial Systems (UAS) collect and trans-
mit data such as live video and radar images, which have different
latency and reliability requirements, over wireless links that
exhibit much performance variability. In this paper, we make
three contributions. First, we show through a characterization
of two real-world UAS flight datasets that there is significant
opportunity to optimize data transmission in UAS settings by
exploiting knowledge of UAS flight paths. Second, we developed
Chimera, a system that taps into this opportunity while trans-
mitting heterogeneous data streams over UAS networks. Chimera
learns a model online that relates UAS network throughput to the
flight path, and combines the model with a control framework
that optimizes transmissions based on long-range throughput
prediction. Third, with a combination of emulation and sim-
ulation experiments using real-world flight traces, we show
Chimera’s effectiveness. Specifically, Chimera reduces penalties
related to dropped radar images by 72.4% — 100% compared to
an algorithm agnostic to flight path information, and achieves an
average bitrate of 90.5% compared to an optimal scheme that
knows the exact future throughput, with only a minimal increase
in radar images dropped.

Index Terms—Unmanned Aerial Systems (UAS), Drones, Net-
working, Throughput, Sensors.

I. INTRODUCTION

Unmanned Aerial Systems (UAS) are increasingly used to
perform sensing and data-gathering in a variety of scenarios,
due to their ability to go to areas where humans cannot, and
gain vantage points with sensors that are not possible from the
ground [1]-[6]. Sensor types and capabilities, and options for
mounting on UAS, have increased to provide many options to
gain insight from an aerial viewpoint [4], [7]-[9]. Furthermore,
the data transmitted from these sensors has diverse network
requirements; for instance, live video has stringent timeliness
requirements but can tolerate some quality degradation, while
radar images must be transmitted reliably and typically require
transmission within several tens of seconds.

UAS networks can present challenges to transmit sensor
data in real-time due to flight dynamics and bandwidth limi-
tations [4], [5], [10]-[13]. However, they also offer opportu-
nities since UAS network performance depends on the flight
path. To motivate this, we present observations from two real-
world UAS flight test datasets (§II). The datasets are unique in
that they are from distances exceeding current Federal Aviation
Administration (FAA) limits requiring Visual Line of Sight
(VLOS) [14], motivated by the growing interest in extending
the range of UAS networking [1], [15], [16].
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In this paper, we are primarily motivated by the question: is
it feasible to exploit knowledge of UAS flight paths to more
effectively transmit sensor data with demanding performance
requirements? This problem presents multiple key design chal-
lenges in dealing with: (i) UAS flight throughput dynamics, (ii)
variable sensor data rates and requirements, and (iii) the impact
current sensor data transmission actions have on future trans-
missions. To address these challenges, we develop Chimera,
a system for optimizing transmission of heterogeneous sensor
data over variable UAS network environments. Chimera is
based on an optimal control framework, performing online
optimization continuously to yield a feedback control policy
that makes transmission decisions for two different sensor data
streams: (i) video, and (ii) Synthetic Aperture Radar (SAR)
images. While we focus on these streams for concreteness,
Chimera can be generalized to more diverse data streams.

A novel aspect of Chimera is its use of flight path informa-
tion to predict network throughput, and using these predictions
in its control algorithm. Towards this end, we develop and val-
idate UAS network throughput prediction models, given flight
path knowledge from real-world flights. A key consideration
is developing a pragmatic model whose parameters can be
learnt online using information from the initial stages of the
flight. Our analysis indicates that simple regression models
based on the distance and UAS orientation relative to the
Ground Control Station (GCS) are effective in prediction, even
into the future. We integrate our models into Chimera, which
learns both the dependence of throughput on flight path, and
also an error model pertaining to throughput prediction errors.
Chimera’s approach is viable since flight paths are typically
determined in advance. Further, its optimal control framework
uses a continual planning model, which allows it to adapt
to flight path changes in addition to learning and improving
throughput and error models over time (§I1I-B).

We implemented Chimera and integrated it with a video
encoder to stream live video, and an application for generating
and transmitting SAR data. We evaluated Chimera using an
emulation test-bed, and also built a simulation environment to
test a multitude of additional scenarios and evaluate Chimera’s
design-points. Through a combination of real-world UAS flight
throughput traces collected in different locations with different
UAS types, and synthetic traces generated using our models,
we show that Chimera performs effectively when transmitting
diverse sensor data. Chimera offers significant improvement
over an approach that does not exploit flight path information.
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Figure 1: Example UAS Surveillance Scenario

Chimera accomplishes this by reducing penalties related to
dropped SAR image transmissions by 72.4% — 100% across
all of the aforementioned real-world flight test traces, while
achieving comparable video qualities on our emulation test-
bed. Further, Chimera achieves a bitrate of 90.5% compared
to an optimal scheme that knows exact future throughput infor-
mation, with only a modest increase in SAR images dropped.
Finally, we believe our models for generating synthetic traces
can be useful to the community in their own right!.

II. MOTIVATING MEASUREMENTS AND CHALLENGES

In this section, we describe our problem setting, and present
measurements that motivate our approach.

A. UAS Sensor Data Transmission Problem

Many UAS settings, such as security surveillance [7], [17],
search and rescue missions [18], [19] and environmental
monitoring [20], [21], involve both video and other sensors
such as radar imaging [1], [7], [19], [21], called SAR, as
shown in Fig. 1. Video provides color imaging of small
visible areas, while SAR imagery provides a wide-area all-
weather capability that penetrates fog, smoke and atmospheric
obstructions [21]-[24] (e.g., the ability to penetrate through
smoke is critical in fire monitoring scenarios [8], [9]). Live
video is often monitored by a person, while SAR images are
typically used by algorithms. Video transmission is near real-
time and can tolerate loss. In contrast, SAR images are more
loss sensitive, but can tolerate more delays since they cover
much wider regions [22], [24]. However, extensive delays
(e.g., > 1 minute) can make the images stale and the area
may need to be surveyed again. The resolution and priority of
each sensor varies based on the mission.

A key challenge addressed in this paper is how to simul-
taneously transmit both video and SAR data in challenging
UAS networking environments, while taking the requirements
of each data stream into account. We focus on industrial,
or professional grade, drones that often have the capacity
to support such multi-sensor missions [1], [25]-[28]. Our
approach can also be generalized to diverse sensor data types,
with different reliability and timeliness requirements.

B. Motivating flight test measurements

Most existing measurement studies of UAS networking
were performed at limited flight range from the GCS (less

IWe release our trace generation code and generated traces at:
https://github.com/Purdue-ISL/ChimeraTraceGeneration

Flight Starting Point
< g <
« T G

Figure 2: California flights

Circles with 0.5 Mile Radius and center 1 to 7 Miles
from Ground Control Station (GCS) |

ot

Distance from GCS: 1 Mile 2 Miles 3 Miles 7 Miles.

Figure 3: Florida flights

than 0.25 miles) or using LTE, which limits scenarios because
of required infrastructure [11], [29]-[34]. The only prior work
we are aware of with longer range distances is [35], which is
our own work. We also flew flight tests at long-range distances
in California (CA) to collect additional flight test data beyond
VLOS, an area seeing growing interest [1], [15], [16].
e CA Dataset. We flew and collected this dataset in California
(CA) in partnership with a local flight business. Fig. 2 shows
the flight setup. We had permission to fly in a range of roughly
0.8 miles (due to private land). To extend the collection range,
we moved our GCS (co-located with our car), flying a full
flight and collecting several loops of data (relevant for aerial
surveillance) at each GCS location. The entire dataset was
collected at four different GCS collection locations at distances
ranging from 0.9 to 4.35 miles. The flight used a multirotor
UAS [36] flying in an oval racetrack orbit at speeds of 15-25
knots, slower than the fixed wing alternative.
e FL Dataset. We collected this dataset [35] using a fixed
wing UAS [36] at distances exceeding FAA UAS limits [14]
with necessary approvals. The flight path (Fig. 3) spanned
a distance of up to 7.5 miles between the UAS and GCS.
The UAS flew circular patterns at speeds of 50-60 knots at
each mile interval, with 0.5 mile radius each, and collected
data using two different power levels (500mW and 2W), with
performance at the 2W level generally being better at the same
range. We refer to these datasets as FL.1 and FL2, respectively.
All data communication in the datasets used point-to-point
tactical radios [37], [38]. The UAS had an omnidirectional
antenna (due to the constant UAS movement), while the GCS
had either directional or omnidirectional antenna configura-
tions. Both are common in practice and each has trade-offs [5],
[39], [40]. Omnidirectional antennas provide more flexibility
and do not need a tracker, while directional antennas provide
higher gain (more range and higher throughput) at the cost of
a larger antenna and tracker to be pointed at the UAS. Both
datasets contain second-by-second throughput (collected using
iPerf [41]) and location data. The FL datasets contain TCP
data, while the CA datasets are based on UDP measurements.
Observations from flight test data: For each dataset, we
analyze the network performance as a function of the UAS
distance. By distance, we refer to the distance from the GCS to
UAS (including altitude). We notice the performance depends
on whether the UAS flies fowards or away from the GCS (for
reasons discussed below). Hence, we present measurements
collected when the UAS is in each orientation separately.
Fig. 4 (left) shows loss rates for the CA data grouped by
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Figure 4: UDP loss with distance (left), orientation (right), CA

distance ranges with a UDP transmission rate of 5.0 Mbps.
We see the loss rate increases with distance, as expected.
More interestingly, the right figure shows the UAS orientation
affects network performance, revealing higher UDP loss rates
in the coming towards orientation. Upon further inspection,
the UAS tilts slightly in the direction it is facing and thus has
some obstruction while coming towards. We also analyzed
the data in the FL dataset and found similar trends held,
with throughput showing dependence on both distance and
UAS orientation (key FL dataset orientation factors being
the asymmetrical shape of the fixed wing UAS and the
UAS antenna gain patterns being slightly different in each
direction [35]). The FL throughput is higher than CA at similar
distances because the FL dataset used a directional antenna on
the ground with higher gain than the CA omnidirectional.
For the CA dataset, notice that loss rates in the range of
over 4 miles are too high to support most usable sensor data
applications, while performance at a range of under a mile
was typically abundantly good, such that simple transmission
algorithms in this range are sufficient for data transmission.
Hence, we focus our analysis in the rest of the paper on
data collected in CA1-2 (see Fig. 2). This data includes UDP
measurements conducted at multiple sending rates (several
loops were flown in each orbit, and a different sending rate
used in each loop), and we consider the effective throughput
seen by the receiver when the sender transmitted at a rate that
saturated the link. Since the FL dataset was collected in one
flight from the same GCS, we stitch the circles together in
the rest of the paper to form an extended flight path from 0.5
to 7.5 miles, used for our analysis. We do not stitch the CA
dataset together since that was collected with various flights
at different GCS locations. Table I shows our test datasets.

Table I: Flight Test Traces

[[ Name [[ UAS Type [[ Distance (Mi) [[ Power [[ Antenna ||
FL1 Fixed Wing 0.5-7.5 500mW Dir
FL2 Fixed Wing 0.5-7.5 2W Dir
CAl Multirotor 1.8-2.6 2W Omni
CA2 Multirotor 2.6-3.4 2W Omni

Opportunities and challenges: Overall, our datasets show
the dependence of UAS network performance on both distance
and UAS orientation, providing an opportunity to plan data
transmission based on the flight path. The key challenges are
building throughput prediction models that exploit knowledge

of the flight path, and handling prediction errors. We will
tackle these challenges in the rest of the paper.

III. CHIMERA DESIGN

Influenced by the challenges, insights, and opportunities
discussed in the previous section, we next outline the problem
we are seeking to solve, and details of our design of Chimera.

A. Problem Formulation

We now formally state our UAS sensor data transmission
problem. Consider a flight of duration 7' seconds. The UAS
transmits video and SAR data, with an associated reward for
each. Our objective is to maximize the reward over the full
flight. We focus on settings where SAR images are continu-
ously generated, resulting in periodic traffic, typical of many
real-world use-cases [17]. The SAR data stream involves a
sequence of images, each B bytes, generated every G seconds
(typically < 10 seconds) [17], [22], [24], and which must be
transmitted within a time limit of L seconds (on the order
of tens of seconds to a few minutes based on the scenarios
described in §II). Any image that is transmitted within the
deadline L is valuable, and an image that misses the deadline is
stale and loses its value. The video transmission objective is to
achieve the highest bitrate possible (up to a maximum bitrate
needed by that video). We design Chimera to capture the
relative importance of video and SAR transmission in a reward
function, which we describe in this section. This function
rewards higher video bitrates and penalizes dropped SAR
images. We often do not have sufficient throughput to transmit
the entirety of our data throughout the flight. As a result,
Chimera must make decisions on what data to transmit, or
delay, at any given time. If we assign too much throughput to
video, then SAR cannot keep up with timeliness requirements
and becomes stale, resulting in dropped image penalties. If we
assign too little throughput to video, then we are potentially
wasting opportunity where we could have transmitted higher
quality video and still met our SAR requirements.

B. Chimera overview

We briefly describe Chimera’s four major components and
then dive into further details in the subsequent sections.

Optimal control framework: Chimera produces a feedback
control policy that makes transmission decisions at each time-
step as a function of the current state and predictions of future
throughput. In particular, Chimera optimizes expected rewards
over the duration of the flight while accounting for prediction
errors, which we characterize and model online.

Prediction model: Chimera’s prediction model is built
using real-world flight data and utilizes the known UAS flight
path to predict future network performance. It includes param-
eters unique to UAS flight, such as distance and orientation,
building a robust model for future throughput prediction.
Chimera can work with any generic transport protocol, using
network bandwidth estimates provided by the transport layer.

Adding robustness to prediction errors: Chimera adjusts
to network prediction errors by carefully building a weighted



Table II: Problem notation table

° SAR data (above 1;]"%*)
Term Meaning N N
T,7,N flight, epoch duration (secs), flight duration (epochs) 2° ymax —
R, Ry, Ry total reward, dropped SAR penalty, and video reward functions ER v N
G, L, Bs SAR gen time (secs), transmission deadline (secs), size (bytes) §= <« I3
Vi, Vi live video average bitrate (Mbps) during time ¢, during epoch n O I
_ : . ! = Livevideo - ___________
C,Ch average available throughput (Mbps) during time ¢, during epoch n °
Bmaz, bn max images in buffer, buffer images (fraction) at start of epoch n 5 10 15 20
G, Dy, SAR images generated during epoch n, dropped at the end of n Seconds
Pp SAR images (fractional) transmitted during epoch n Epochn ! Epochn+1
e(n) subset of all timesteps ¢ representing timesteps ¢ in the nth epoch
On,Wn, €n distance, orientation, and throughput prediction error at epoch n Figure 5: Chimera transmission illustration

probabilistic error model. This error model is integrated into
the planning and decision-making process in order to provide
robustness to errors and improve performance.

Online learning: It is difficult to gather UAS wireless per-
formance data [5], [11], and flight environments can vary [6].
Because of this, Chimera incorporates an online learning
process to train network and error models in flight. This online
learning process can be used on its own, or be combined with
models learnt from previous flights to increase accuracy.

Adjustment to flight path changes: Chimera’s approach
is viable given that flight paths are typically known a priori
as part of the mission planning process, and to facilitate flight
approval and coordination with proper authorities. We show
in §V that Chimera need not know the entire flight path in
order to optimize data transmission. Further, if flight paths
change (e.g., due to an emergency or abrupt mission change),
Chimera’s feedback control policy enables it to quickly adapt.
Specifically, Chimera’s online optimization would be based on
the current system state and models, with the new flight path,
and provide a new set of optimal transmission decisions.

Roadmap: In the following sections, (i) we detail Chimera’s
optimal control model with knowledge of future throughput
(§HI-C), (ii)) we develop models for predicting throughput
using real-world datasets (§III-D), and (iii) we discuss how
Chimera builds its throughput and error models online, and
Chimera’s algorithmic approach that utilizes them (§1II-E).

C. Optimal control framework

Let there be 7' second time-steps, indexed by ¢t &€
{0,1,2,..., T — 1}. The throughput at each time-step is C.
Our goal is to allocate the throughput between video and SAR
traffic at each time-step so as to optimize the overall reward.

A unique opportunity in UAS settings is that the entire flight
path is typically planned in advance, providing the potential
to use a long term look-ahead window for planning. For
computational efficiency reasons (as we will discuss further
in §V), it may sometimes be desirable to conduct Chimera’s
planning at a coarser granularity than at each time-step.
Towards this end, we partition the duration of the flight into NV
epochs, each of a fixed length of time 7. We index the epochs
by the variable n € {0,1,2,...,N — 1}. We next present
Chimera’s control model (Table II summarizes notation).

Video: Let V; be the achieved video bitrate at a given
time-step ¢ (such that V; <= C}). Consider a sequence of

achieved video bitrates at each time-step: Vi, Vi,...,Vpr_1.
The achieved bitrate over the entire flight is ZtT;()l V;. To
enable epoch level decision-making, we define the quantity
e(n), where for each n € {0,1,...,N — 1}, e(n) is the set
of all time-steps ¢ in the nth epoch. Thus, our average video
bitrate for epoch n, denoted v, is:
Vn _ ZtES(n) Vi ) (1)
T
We select video values in order to maximize the reward
(provided later in Eq. (7)) by influencing the balance of
dedicated throughput to video and SAR. To do this, we specify
the maximum video bitrate within an epoch, denoted Vnm”,
selected from a finite set of possible bitrates V. The encoder
targets (and never exceeds) a bitrate of V"% in each epoch,
but adapts to dips in network throughput by encoding at lower
bitrates as needed. For each t € e(n), we let V; € [0, V,ma7]
denote the realized throughput of video during time-step ¢:

V; = min(Cy, V,"%%). )

Note that V; will be a random variable, determined by actual
throughput C; during that time-step. The remaining throughput
C; — V; in any given time-step is dedicated to SAR trans-
mission, through a scheduler. Fig. 5 shows an example of
Chimera over a period of 20 seconds, split into 10 second
epochs. During each epoch n, V™% is a dotted line and excess
throughput during that epoch is devoted to SAR transmission.
For each epoch, we seek a V,{”‘” that is achievable but also
leaves sufficient throughput for SAR transmission. Without
this limitation, SAR and video flows would compete with each
other, and potentially starve the system. By predicting future
throughput based on flight path, and varying data prioritization
at different points during flight, we can improve our reward.

SAR image transmission: After allocation of throughput to
video, the remaining throughput for each epoch is dedicated to
SAR images, given by 3, ., (Ct —V;) (note that remaining
throughput for SAR can be zero if V)" is equal to or exceeds
available throughput at each time-step during epoch n). This
strategy allows for long-term planning to maximize reward,
while also adapting live video to short term fluctuations.
The use of multiple levels of planning and adaptation takes
advantage of long-term horizon throughput prediction based
on flight path and also allows faster computations compared
to second-by-second planning and processing.



SAR buffer: During each epoch n, G,, new full (integer)
SAR images are generated and stored in the buffer for trans-
mission. Let b,, denote the number of SAR images (fractional)
stored in the buffer at the start of epoch n, and let P,, denote
the number of SAR images (fractional as partial images can
be in transmit) transmitted to the GCS during that epoch:

_ Ci—Vy) -
Pn_min{Ztee(n)( i t)abn}.

3
B 3)
Let B4, denote the maximum number of full images that
can be stored in the buffer (calculated based on the deadline,
L, to transmit SAR images before they become stale). L is a
multiple of the generation time, G, such that:

Biax = L/G. 4)

Let D,, denote the number of SAR images dropped from the
buffer during epoch n (penalized as an integer, even if part
of the image was transmitted because only full SAR images
transmitted are useful to us). The dynamics of the buffer are:

EO =0,
byy1 = min{b, — P, + Gy, Byaz},n € {0,1,..., N — 1}.
4)

Furthermore, the number of SAR images dropped from the
buffer at the end of epoch n is given by:

D,, = max{0, [Bn — P, + Gy — Bz |} (6)

Decisions and rewards: Consider a sequence of specified
maximum video bitrates

[ymar A (yrmaxr [,rmazx
O:Nfl_{VO 7V1 ye

Vi e VN,
where each V,7"* denotes the maximum video bitrate during
epoch n. Each such sequence induces a sequence of video
bitrates and dropped SAR images. Note that each of these
quantities is a random variable, dependent on the realized
throughput during each epoch. During flight, the system opera-
tor obtains a video transmission reward, R, (V;), every second.
The system operator also incurs a penalty, R4, for the total
SAR images dropped during flight, which can be represented
as the summation of images dropped at each time-step, or
equivalently the summation of images dropped across epochs.
Flight reward with epochs: The expected reward earned
over the duration of the flight for a given sequence Vy™e®, is:

3 T-1 N-1
ROV ) =E Y RV - R(Y. D[ . )
t=0 n=0

Optimization problem with epochs: Our optimization
problem based on epochs is:

max
_ max_ R(VGINE 1)
ViinZ. €V

subject to (2), (3), (4), (5), and (6).

®)

Chimera extensions: Chimera is extendable to different re-
ward functions using the above framework. For example, it is

easy to add a reward for successful full SAR image transmis-
sions, instead of, or in addition to penalties for dropped SAR
images. It is also possible to extend the reward function to
minimize fluctuations in video bitrate by adding a smoothness
function, Ra, that penalizes changing video bitrates. To do
this, we would calculate the difference in bitrates at each time-
step: Ay = Vi1 — V4. Each change in bitrate would result in
a corresponding penalty based on the smoothness function,
RA(A¢), and a summation of these penalties may be taken.

D. Throughput prediction model with Chimera

Our discussions in §III-C assume we know the throughput
for each time-step, C, in advance. In this section, we develop
and validate models to capture how network throughput de-
pends on UAS flight path, leveraging the datasets in §II. Our
models consider three key factors: (i) UAS distance to the
GCS, (ii) UAS orientation, and (iii) recent throughput samples.
We first look at prediction for the immediate next time-step,
and then consider longer look-aheads.

1) Prediction over the next time-step: Our data shows that
UAS distance to the GCS affects throughput. We built a
regression model to calculate predicted throughput at time ¢,
C’t, based on distance, o;, with an estimated error term, €;:

(©))

In Eq. (9), coefficients « and ~y are calculated based on gath-
ered data. We considered a distance to throughput relationship
of linear, log, and a combination of both, and found linear to
be slightly better than log, and comparable to combination.
Further investigation showed that SNR had a logarithmic
relationship to distance, as expected [42]-[44], but throughput
is also affected by factors other than SNR.
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Figure 6: Throughput model differences with orientation (left)
and inclusion of previous throughput samples (right).

Considering orientation: We built two regression models:
one using the entire dataset (orientation agnostic) and the other
with separate models for each orientation. Fig. 6 (left) shows
prediction errors are reduced by building seperate models for
CA1 and FL1. The other datasets were qualitatively similar.

Previous throughput samples: We explore if we can im-
prove our model by including additional previous throughput
samples. We modify Eq. (9) to include previous throughput
samples and calculate regression models using 0, 1, and 8 pre-
vious throughput samples and compare predicted throughput
to actual over the same time period. Fig. 6 (right) shows in-
corporating previous throughput improves prediction accuracy.



However, the improvement gained by including throughput
samples beyond the previous time-step is small.

Network model for Chimera: Based on our results,
Chimera uses a model for throughput prediction at time ¢,
C’t, based on C;_; (the actual throughput at time ¢t — 1), an
estimated error term €;, and w; and o;, which respectively
denote the orientation and distance at time ¢:

1fwt:0

10

~ {6Ct_1 +O[O't+’)/+€t
=

- VCi1+ado++ +6

In Eq. (10), coefficients §, «, «, &', o', and ~' are calculated
based on gathered data, while w; indicates orientation (i.e.,
w = 0 for going away at timestep ¢ and w; = 1 otherwise).

2) Prediction over longer look-ahead: Chimera must pre-
dict throughput over the entire flight path. Consider that
throughput samples up to time ¢ — 1 are available. We seek to
predict throughput for time-steps ¢,t+1, ..., ¢+ k. Extending
our analysis, we consider a model where throughput at time-
step t+k, Cy4k, depends on Cy_1, w4k and oy (orientation
and distance at time t + k), and €, (estimated error):

if we=0

G — 0kCr—1 + RO + Vi + Erqic an
bk if w, = 1.

0,Ci1 + 0k + ), + €t

Fig. 7 compares throughput prediction errors for FL1, using
Eq. (11), with different coefficients turned off (i.e., considering
distance + past throughput, and each on its own). We repeat
this regression for each lag k, iterating through all ¢ values for
each £ value in our flight, and show the MSE across lags. The
left side considers the going away orientation and the right
considers coming towards. The results show that (i) distance
is important, and (ii) only considering previous throughput is
insufficient. Further, previous throughput helps for low lag,
but not larger lag. We also see a larger error in coming
towards compared to going away, owing to higher variability,
as discussed in §II. We see a slight oscillation in MSE
when considering past throughput only, but it is reduced with
distance considered, since the distance coefficient magnitude is
more significant. Based on these results, we remove previous
throughput samples from our long-term prediction model.
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Figure 7: MSE across different time lags when considering
distance + past throughput, or each individually, FL1.

3) Prediction over epochs: Chimera may make decisions
at a coarser granularity of epochs, as discussed in §III-C. This
is done by using epochs instead of time-steps in Eq. (10),

where the epoch distance and throughput (&,, and C,,) are the
average distance and throughput over all time steps within that
epoch, and we remove dependence on previous throughput, as
previously discussed. Throughput dependence on both UAS
distance and orientation continued to hold at the epoch scale.
Further, average throughput prediction error within an epoch
decreased as epoch size increased, with median prediction
errors of 15.3%, 11.8%, 9.0%, and 5.2% for epoch sizes of
1, 5, 10, and 30, respectively. However, there may still be
significant throughput variability within an epoch, and larger
epochs may reduce Chimera’s responsiveness (§V-C).

E. Incorporating predictions into Chimera

We next discuss how we integrate the network models in
$III-D into Chimera’s planning algorithm, run each epoch.

Online optimization: We implement Chimera’s online
optimization as a Dynamic Program (DP) that incorporates
the UAS flight network characteristics to maximize reward
(evaluation results are shown in §V). We first discuss the basic
DP, and then detail our error model integration. The DP state
is the number of untransmitted SAR images (SAR buffer). For
each epoch and state, the DP computes the optimal sequence
of V™% starting at that epoch until the end of the look-ahead
window (by default, the trace end), maximizing the rewarq.

Let the throughput prediction for the next epoch be C,.
For each value of VTZ’“”, the average video bitfate transmitted
during that epoch, V;,, is limited to min{C,,V,™**}. We
modify Eq. (3) to determine the (possibly fractional) SAR
images transmitted during an epoch, P,, as follows:

P, = min{r Cn — mlnéC'n, Va },B

n}- (12)

Note that if C,, < V™% then P, = 0. In this case,
our throughput estimate is such that the target video bitrate
cannot be, or exactly is, achieved. Available throughput will
be devoted to video, estimated as C,,, and no SAR data will be
transmitted. The rest of the computations follow §III-C. Our
test results showing Chimera’s benefits are presented in §V.
Incorporating prediction error: To be robust to prediction
inaccuracies, we build an error model online. Chimera main-
tains a distribution of errors in predictions made earlier in the
flight. Next, Chimera selects discrete points in the distribution
(in our implementation, we select quartiles). Given a predicted
throughput, C,,, Chimera considers each quartile erTor, €q,
adjusting throughput prediction for each error as follows: C,=
Cn+C,, X €. Our DP evaluates the choice of V,™%* with each
error-adjusted throughput prediction, weighing the resulting
reward according to error probability. Chimera considers the
summation of these weighted rewards to select the optimal
choice of V"% at each epoch. Our results show incorporating
an error model improves Chimera’s performance (§V-C).
Online learning: Chimera uses online learning for through-
put and error models. At the start of each epoch, Chimera cal-
culates the previous throughput prediction error and reruns the
throughput regression model in §III-D with all observed flight
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Figure 8: Comparison of online learning throughput prediction,
after 30 and 40 seconds, compared to offline learning.

throughput data, allowing Chimera to adjust to changes and
update predictions during flight. Figure 8 illustrates Chimera’s
online learning with the FL1 trace, and shows the throughput
predicted by the regression models learnt online after 30
and 40 seconds, compared to the prediction from an offline
regression model that has all of the data ahead of time. The
figure shows that Chimera can converge to the offline model
within tens of seconds, a trend we also observed in other
traces. This furthers our confidence in Chimera being able
to quickly adapt to different environments.

An important consideration is how much previous data
should be included in online learning. We experimented with
several strategies for learning throughput and error models.
For throughput, we considered (i) building a single regression
model for the entire flight using all of the available data up
to that point in the flight and (ii) building separate regression
models based on orientation. For error models, we considered
both strategies of using all flight data verses separate models
based on orientation. Further, we also considered building
separate error models based on distance ranges (e.g., distance
bins covering 2 miles each) and orientation, motivated by the
throughput prediction error distribution in §IV. We show in §V
that building orientation-specific models typically improves
performance for both error and throughput models, with the
most benefits in traces that see each orientation more than
once. Further, we found the addition of error models learnt
online based on distance bins was similar to and did not
improve Chimera’s performance beyond using orientation-
specific models-potentially due to limiting the data available
for learning. Finally, while we focus on online learning for
the most general settings, we note that UAS settings may
have error and/or throughput model data from prior flights
that Chimera can also leverage (shown in §V-C).

1V. EVALUATION METHODOLOGY

We evaluate Chimera with an actual implementation on an
emulation test-bed and simulations, as we discuss below.

Implementation and test-bed Setup: We implemented
Chimera and integrated it with a VP8 video encoder to stream
live video, and an application for generating and transmitting
SAR data. We leveraged the Salsify [45] codebase, making
modifications to inform the encoder of a target bitrate by
Chimera, described in §III. We used Mahimabhi [46] to emulate

flight network throughput, replaying the traces from the flight
test datasets (§II). Our control setup integrated UAS distance
and orientation, allowing Chimera to continuously run the on-
line optimization, and make decisions based on the flight path
and current state, while also providing an opportunity to adapt
to changes in the progressive throughput and error models. We
generate representative SAR image files and transmit these
to the client GCS at a set rate that is updated every second
based on the estimated remaining available throughput, per our
protocol design. Our tests are run on a 64-bit Ubuntu 2-core
machine, with 8 GB RAM - representative of a typical UAS
system. We also tested at a large scale with a simulated setup
that integrated the distance and orientation of the UAS into the
logic, in order to provide more extensive sensitivity studies.

Real-world traces: We test using the throughput traces
from multiple flights in FL. and CA (§1I, Table I). We also
perform tests with dataset variants, which we discuss in §V.
UAS flights typically involve several to tens of minutes of
flight time. Since our CA flight traces are shorter duration, we
extended them by an additional 3 loops, by synthetically gen-
erating throughput loops (as described below) and appending
it to our dataset (this is reasonable because survey missions
often complete multiple loops of an area).

Synthetic traces: Since real-world flight traces are chal-
lenging to collect, we generated synthetic traces for additional
testing using the network model from §III-D (Eq. (10)), and
coefficients gleaned from real-world flight data. We model
the error term €; separately for different distance range and
orientation bins, using a procedure described below.

Fig. 9 shows a histogram of prediction errors, and best fit for
both a Normal and Cauchy distribution, for the FL1 trace and
an example bin. Visually, the Normal distribution is not a good
fit because it does not encompass the peak or tails, while the
Cauchy distribution is a better fit. We used the Kolmogorov-
Smirnov (KS) test [47] to evaluate the null hypothesis that the
prediction errors are drawn from a specific distribution. We
considered Normal, Cauchy, Lognormal, Gamma, and Weibull
distributions (we considered shifts of errors to make errors
non-negative for the latter distributions). For all bins of the FL
and CA datasets, we were unable to reject the null hypothesis
that the prediction errors fit a Cauchy distribution at a signifi-
cance level of 0.05. In contrast, we rejected the null hypothesis
that the errors fit a Lognormal and Gamma distribution in
all cases, and in the vast majority of cases for Normal and
Weibull. We considered both percentage and absolute errors,
with consistent results. These results motivated us to model
errors based on the Cauchy distribution, confirming what we
visually saw in Fig. 9: that the error distribution has a higher
peak and longer tails than can be captured with a Normal
distribution. To ensure meaningful results (e.g., avoid negative
throughput), the tail was truncated on both sides.

Schemes: We compared Chimera with many schemes:

e Flight Agnostic: Our baseline scheme uses a model-
predictive controller with a look-ahead window of 5 epochs,
and throughput prediction based on the average throughput in
the past 5 epochs. In each look-ahead window, the same DP as
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Figure 9: Modeling prediction errors

Chimera is run to best allocate bandwidth between video and
SAR data streams. This scheme does not exploit knowledge
of the UAS flight path, and is inspired by an algorithm widely
used in the context of Internet video streaming [48].

e Oracle: This scheme assumes perfect knowledge of through-
put for the duration of the trace at the start of the flight, and
executes a DP based on the model in §III-C.

o Chimera and variants: By default, we evaluate Chimera with
all its features, including online learning and a probabilistic
error model. We also explore several variants to test key
decisions of Chimera, which we detail later.

Evaluation settings: We consider a reward function
(§HI-C) based on live video and SAR image transmission. We
set video reward at each time-step, R, (V}), to equal the video
bitrate (Mbps) received at that time-step. Let the maximum
possible reward for video transmissions be M (achieved when
video is always transmitted at the highest rate), I be the total
number of SAR images generated, and D be the total number
of dropped images during flight. Then, we set the penalty
for dropped SAR images to be W x ¥ x D. Here, W is a
parameter capturing that if all SAR images were dropped, the
penalty would be W times the reward obtained if video were
always transmitted at the highest rate. We use a default W of
8 since a dropped SAR image implies the data is completely
lost, while video could still be transmitted at degraded bitrates.
We also evaluate Chimera with different W values. We set
possible values of V%% to be {1,2.5,5}, corresponding to
bitrates typical for standard and high definition video [49].
Our SAR sensor generates a full image every 5 seconds, based
on a real-world system [17]. We use SAR images of 16, 32,
and 40 Mb for CA1-2, FL1, and FL2, respectively, modeling
higher resolution images in datasets with better throughput.
We set the SAR transmission deadline to be L = 60 seconds.

V. RESULTS

Our test results show that (i) utilizing UAS flight path
improves performance (beneficial to use both distance and
orientation), (ii) performance is further increased by using a
probabilistic error model, and (iii) online learning performs
well, even with no prior knowledge or model insights.

A. Effectiveness of Chimera: Emulation results

Fig. 10 shows a comparison of Flight Agnostic, Chimera,
and Oracle with our traces on the emulation testbed. The

Figure 10: Chimera performance with emulation testing,
reward (left), SAR images dropped (middle), and the average video bitrate (right).

showing comparisons of

left-most figure corresponds to total reward, while the other
figures show performance of each sensor stream: SAR images
dropped (middle), and the average video bitrate measured
at the receiver (right). Chimera performs much better than
the Flight Agnostic scheme because it significantly reduces
SAR drops, while maintaining a comparable video bitrate (the
negative Y-Axis is truncated at -3000, and Flight Agnostic
achieves a reward of -8049.12 in CAl). Flight Agnostic
performs worse because it is more aggressive with video
bitrate and does not properly prepare for periods of poor
throughput. In contrast, Chimera and the Oracle account for
future periods of lower throughput by throttling back the
maximum permitted video bitrate. Consequently, the SAR
buffer (number of untransmitted images) fills up faster for
Flight Agnostic with 54 images dropped in (CA1), while only
10 images are dropped with Chimera.

While Chimera performs comparably to the Oracle in most
traces, there is a noticeable gap to the Oracle for the CA1 trace.
Upon further inspection, this is because CA1 involved a sharp
and prolonged drop in throughput when transitioning to the
orientation with poor performance for the first time, leading
to dropped images. Chimera starts with no prior knowledge,
but its performance improves over time as it quickly learns
better throughput and error models. We note that UAS flights
are typically longer, allowing online learning approaches to
work even better. Finally, Chimera can improve performance
using models learnt from previous flights (§V-C), which may
be available in many scenarios.

B. Sensitivity to traces

Since we are not aware of any other real-world UAS flight
datasets at long ranges, we test Chimera with several additional
traces, described below. Our results are based on simulations.
All schemes perform slightly better using the simulator (since
it does not account for factors such as processing and encoding
delays), but we verified the relative performance is similar to
the emulator. Across the traces used for validation, Chimera
achieved 63.1% of the reward of the Oracle in emulation,
compared to 63.6% of the Oracle reward in simulation.

Trace variants: Fig. 11 shows the results of trace variants
with simulated testing. We consider each trace in reverse
(noted Rev) and also explore starting at different points in
the flight (i.e., starting at the 1Q, 2Q, and 3Q point in the
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Figure 11: Chimera performance for variants, showing simulated testing of starting
in different positions with FL1, and also the reverse direction for all traces.

flight) by adjusting our starting position and throughput to the
corresponding time-step in the trace and then completing a full
loop. This works out to the same number of time-steps as the
original trace, with location variance relative to the beginning
and end of the flight (e.g., starting and ending closer or further
from the GCS, or in a different orientation). Chimera performs
well in all cases, with relative scheme performance following
the same trends as in our initial testing. For the 2Q FL1
variant, Flight Agnostic performs slightly better than Chimera.
Here, the flight begins in an area of poor throughput which gets
better, leading Chimera to be conservative in bitrate allocated
to video. Flight Agnostic is also slightly more conservative,
but its model ignores the initial data after 5 epochs, whereas
Chimera continues to utilize this data in its throughput model.
Synthetic traces: We generated 100 synthetic traces using
the methodology in §1V, based on a flight path spanning 0.5
to 7.5 miles (like the FL datasets). Fig. 12 shows a CDF of the
reward across traces. Chimera out-performs Flight Agnostic in
all cases, and performs much closer to the Oracle scheme.

C. Evaluating design variants

We next evaluate variants of Chimera with simulated tests
to both explore the importance of some of its decisions and
also understand the trade-offs involved with some alternatives.

Importance of considering prediction error: Chimera
trains and uses a probabilistic error model to account for
prediction errors (III-E). Fig. 13 (left) compares Chimera and
a variant, Chimera-Non robust, which does not account for
prediction errors. The performance is improved when using
an error model, with the benefits being particularly significant
in the FL1 and CA2 traces. For FL2 alone, adding the error
model results in a slight reduction in performance since the
algorithm is a bit more conservative in terms of the maximum
video bitrates permitted. For this trace, throughput is both
consistent and also plentiful enough that the prediction errors
can be recovered from and are not enough to cause SAR drops.

Online learning variants: We compare Chimera to an
orientation agnostic variant of online learning that does not
consider UAS orientation in the network and error models.
Fig. 13 (right) shows a comparison of the rewards. We see
the FL dataset tests are comparable. CA performance is much
higher when considering orientation because (i) the throughput
in these traces is more sensitive to orientation and (ii) the
traces have more loops, allowing the network models to fully

Figure 12: Chimera reward improvement
with synthetic traces.
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train with each orientation and then utilize the models in
the subsequent loops. We also considered variants where the
switch to a new orientation model was delayed several epochs.
This allowed time for the new orientation model to ingest
data prior to use, but we found the tests were inconclusive in
providing a clear direction for higher performance.
Facilitating learning with prior data: We explore the
feasibility of training a model in one flight and using this
model for a flight in a similar environment. To test, we trained
a model learned from the actual trace, and used this model to
test with multiple synthetic traces. We saw benefits to using
a prior model, improving the average reward from 1388.44
to 2377.76, an increase of 71.25%, with FL1. We also tested
how online learning improves over multiple loops in the flight
path, common for many scenarios. To test, we appended a
synthetic trace loop to our original trace and compared the
performance over two loops with the single loop (with the
reward multiplied by 2 for relevant comparison). We repeated
this test with 5 different appended traces and saw a 9.3%
average reward increase compared to the reward for the regular
trace, showing Chimera can improve performance by utilizing
models trained from different flights in similar environments.
Look-ahead sensitivity: We explored Chimera’s reward
with different look-ahead windows. Our results concluded that
increasing the look-ahead provides benefits up to 25 epochs
(250 seconds). Benefits diminish beyond this point, indicating
that while a longer look-ahead window is useful, opportunities
exist to reduce Chimera’s computational requirements by
reducing the look-ahead window, while also enabling Chimera
to better adapt to future flight path changes (e.g., emergency
situations). We also tested Flight Agnostic and found even with
an unlimited look-ahead, it performed worse than Chimera: for



FL1, the reward was lower by 761.46 and 2537.45, relative to
Chimera, for the forward and reverse trace, respectively.

Impact of epoch size: The choice of epoch size impacts
Chimera’s performance. Since the maximum permitted video
bitrate is constant during an epoch, a longer epoch size reduces
Chimera’s ability to adapt. Conversely, with a longer epoch
size the DP is run less often and takes less time to run (due to
less iterations). We tested epoch sizes of 5, 10, and 30 seconds,
and found 5 and 10 to perform best with Chimera, with
rewards of 1993.71 and 1772.85, respectively, for the FL1
trace. Performance degraded at 30 seconds, although Chimera
still out-performed the Flight Agnostic scheme significantly.
We also measured DP computation times on a MacBook Pro.
Average run time was 6.484, 1.357, 0.700, and 0.210 seconds
for epoch sizes of 1, 5, 10, and 30, respectively, indicating an
epoch size of 5 or 10 strikes a good balance between respon-
siveness and computation needs. Computational requirements
can also be further reduced by limiting the look-ahead.

Varying reward function: We explore Chimera’s ability
to work with different reward functions by changing the
parameter W, which captures the importance of SAR relative
to video. We have so far used W = &, which indicates that the
penalty of dropping all SAR images is 8 x higher than the
reward of seeing video at the highest bitrate throughout the
flight. We experimented with weights of W = 2 and W = 12,
which decrease and increase the importance of SAR relative
to video, respectively. Chimera significantly out-performed
Flight Agnostic, with an average reward increase of 2980.65
compared to Flight Agnostic for FLL1, showing robustness even
with smaller and more severe SAR drop penalties.

VI. RELATED WORK

UAS data transmission: Recent papers [11], [29], [30],
[50] explore UAS video streaming for video on demand set-
tings using Adaptive BitRate (ABR) algorithms. These works
use past network performance (e.g., throughput of the last
few video chunks) for future throughput prediction (similar to
Flight Agnostic). In contrast, we focus on live video, and joint
transmission with SAR data. Further, we develop models that
predict future throughput based on flight path, complemented
with an error model. Uses of wireless sensor networks for
UAS surveillance with path planning is studied in [3], [S1]-
[53]. These studies focus on discrete connectivity and sensor
data sizes rather than the dynamic throughput of real-world
UAS networks and variable sensor data. In contrast, we focus
on how to predict network throughput, and effectively transmit
heterogeneous sensor data, given a long-range UAS flight path.

UAS communication and networking: Recent work [34]
analyzes hobby UAS flight data and how to generate traffic
unique to these settings. However, this work encompasses lim-
ited distances based on WiFi, and only works for a few specific
types of UAS. The paper [54] augments low-power IoT devices
with nearby UAS to provide edge processing and secure end-
to-end cloud server connectivity. Recent work focuses on wire-
less UAS networking [31], [32], [55]-[58], exploring dynamic
UAS communication networks, but at shorter distances (e.g.,

within VLOS) and single data types. In contrast, our work is
supported by real-world UAS flights at distances exceeding
VLOS, a relatively unexplored research area. We conducted
a long range UAS measurement study in [35], but without
prediction or error models, or an application. In contrast,
Chimera focuses on optimization of sensor data transmission
for long-range UAS flights. There has been work on modeling
UAS communication channels for data transmission [6], [44],
[59], reinforcing our theoretical observations (e.g., the effect of
distance to throughput). The papers [4], [5], [10], [13] provide
high-level information about challenges and open problems in
UAS communication networks, but lack flight data or working
solutions to the problems.

Internet video: Much recent work has focused on effi-
ciently delivering Internet video through the design of ABR
algorithms [48], [60]-[64], considering video conferencing
challenges [45], and exploring the simultaneous transfer of
live and time-shifted video [65]. These works do not account
for challenges unique to UAS settings, which is our focus.

VII. CONCLUSION

In this paper we have made the following contributions: first,
we have shown through a characterization of two real-world
UAS flight datasets that there is significant opportunity to op-
timize data transmission in UAS settings by exploiting knowl-
edge of UAS flight paths. Second, we have presented Chimera,
a system for simultaneously transmitting heterogenous sensor
data with different timeliness and reliability requirements by
taking advantage of UAS flight path information. As part
of Chimera, we have developed models grounded in real-
world data that relate UAS network throughput to flight
path. Chimera uses an optimal control framework, performing
online optimization and augmented with a robust prediction
and error model in planning its heterogeneous data trans-
missions. Third, we evaluated Chimera using a combination
of simulation and emulation experiments, and with multiple
real-world flight traces and synthetic traces generated using
a methodology that we have developed and validated. Our
results show that Chimera offers significant improvement over
an approach that does not exploit flight path information.
Specifically, in evaluation on our emulation test-bed, Chimera
is able to reduce penalties related to dropped SAR image
transmissions by 72.4% — 100% relative to Flight Agnostic
and achieve comparable video qualities of 90.5%, with only
a minimal increase in SAR images dropped, compared to a
perfect Oracle (optimal) scheme that knows future throughput.
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