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Large multipartite quantum systems tend to rapidly reach extraordinary levels of complexity as
their number of constituents and entanglement links grow. Here we use complex network theory
to study a class of continuous variable quantum states that present both multipartite entanglement
and non-Gaussian statistics. In particular, the states are built from an initial imprinted cluster
state created via Gaussian entangling operations according to a complex network structure. To
go beyond states that can be easily simulated via classical computers we engender non-Gaussian
statistics via multiple photon subtraction operations. We then use typical networks measures, the
degree and clustering, to characterize the emergent complex network of photon-number correlations
after photon subtractions. We show that, in contrast to regular clusters, in the case of imprinted
complex network structures the emergent correlations are strongly affected by photon subtraction.
On the one hand, we unveil that photon subtraction universally increases the average photon-number
correlations, regardless of the imprinted network structure. On the other hand, we show that the
shape of the distributions in the emergent networks after subtraction is greatly influenced by the
structure of the imprinted network, as witnessed by their higher-moments. Thus for the field of
network theory, we introduce a new class of networks to study. At the same time for the field of
continuous variable quantum states, this work presents a new set of practical tools to benchmark
systems of increasing complexity.

I. INTRODUCTION

Large multiparty quantum systems are extremely hard
to describe, although the complex behavior of their quan-
tum states is what makes them appealing resources for
quantum information processing. Intensive efforts have
been dedicated to the direct representation of quantum
states via numerical and analytical approaches with the
aim of classifying and detecting truly non-classical and
useful quantum features, like entanglement[1, 2]. For ex-
ample, tensor networks have been demonstrated to be
very powerful tools for entanglement classification, and
have been applied in many fields ranging from condensed
matter physics to conformal field theory [3]. In the quan-
tum information scenario, resource theories offer a gen-
eral theoretical framework to classify useful resources to
reach desired quantum features [4]. Different strategies
that are becoming more and more popular exploit ma-
chine learning procedures [5, 6] to classify general com-
plex features in the quantum realm [7–9] often by rep-
resenting them via neural networks [10].

In this work we focus on the complex behaviour of
quantum states in continuous variable (CV) quantum
systems and we tackle it via complex networks theory.
Our work is motivated by all-optical platforms, based on
continuous quantum observables, that can already pro-
duce large entangled networks [11–13]. These networks
are made of travelling light fields with quantum corre-
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lations between amplitude and phase values of different
modes of the field, e.g. light at different colors. They
have Gaussian measurement statistics for amplitude and
phase continuous variables, so that they can be easily
simulated via classical computer. They are essential
resources for measurement based quantum computing
but, in order to perform quantum protocols, they must
acquire non-Gaussian statistics of the continuous vari-
ables. Non-Gaussian statistics can be induced via mode-
selective addition and subtraction of photons [14, 15],
that are then called non-Gaussian operations. When the
number of entangled systems – in our case optical modes
– and the number of non-Gaussian operations are large
enough, these systems are hard to benchmark [16–21] and
computationally hard to sample [22].

We consider in this context network models studied in
network theory to reproduce the features of real-world
networks. The optical CV entangled networks can in
fact be easily reconfigured in arbitrary shape [23]. They
thus provide an excellent playground to explore whether
mimicking real-world complex network structures [24, 25]
provides an advantage for quantum information tech-
nologies, including quantum simulation and communica-
tion [23, 26] in a future quantum internet. Moreover, and
this is a central point of our work, network theory gives us
powerful tools for benchmarking these networks when af-
fected by non-Gaussian operations. The used benchmark
is based on calculation of photon-number correlations, a
problem that for these systems in the most general case
belongs to the #P complexity class (see A 3). We restrict
our analysis to a less complex but tractable case, that
allows for collecting and processing significant statistics
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via complex network techniques. We can then study how
different network shapes can support, enhance, spread
or destroy the non-Gaussian features provided by these
local operations.

A. Complex networks and quantum physics

In the last decades, network theory has made signifi-
cant progress in describing collective features and func-
tionality of complex systems [27, 28]. Network-based
descriptions are pivotal in social and biological science
as well as in technological infrastructures like power
grids and information networks such as the internet.
The study of complex network structures has spread in
physics [29, 30] helping in the description of complex
physical systems. Subfields in physics utilizing complex
networks include statistical physics, condensed matter
and quantum physics with, e.g., the study of the Ising
model and Bose Einstein condensation [31–37]. More re-
cently the study of complex networks has become rel-
evant for quantum systems and procedures employed in
quantum information technologies [24, 25, 38–42] indicat-
ing that a dedicated theory of quantum complex networks
needs to be built, especially for networks with no classi-
cal equivalent, like those based on quantum correlations
or quantum mutual information. In particular, emergent
complex networks based on quantum mutual information
have determined critical points for quantum phase tran-
sitions [36, 43, 44]. Likewise, complex network theory has
been successful in determining self-similarity in entangle-
ment structure of spin-chains [45] as well as new kinds of
structured entanglement emerging from quantum cellular
automata [46] on qubit/gate/ciruit-based quantum com-
puters. Networks are naturally evoked in the quantum
regime in relation to the quantum internet [47], where
it is not clear yet if the best arrangement of its compo-
nents will take a complex shape as the classical inter-
net. Networks are however pivotal in all quantum tech-
nologies. Indeed, quantum information algorithms and
quantum transport can be mapped on quantum walks
on regular and complex networks [48–51]. Complex net-
works also describe networked noisy intermediate-scale
quantum computers [52, 53], imposing a crucial role for
networks in near-term quantum information processing.
Thus complex network theory provides a versatile tool-
box, as it can be applied on different quantum features,
and is very efficient in revealing emerging collective struc-
tural mechanisms.

Here we apply, for the first time, complex network anal-
ysis to CV multipartite quantum states. We focus on the
ones that can be generated in the more advanced opti-
cal platforms, but the used methods can be applied on
general CV states.

B. Conceptual scheme

The conceptual scheme of our analysis is shown in
Fig. 1. Large CV entangled networks have been de-
terministically implemented via non-linear χ(2) optical
processes. This operation entangles different modes
(be they spatial, spectral or temporal) of the fields via
an appropriately engineered parametric interaction [11–
13, 23, 54, 55]. These processes are sketched in the left
corner of the upper row of Fig. 1, where the different
modes are represented by different colors. The circuit
representation of the generated states is sketched in the
second row of the figure: the non-linear optical process
is equivalent to different travelling optical modes occu-
pied by squeezed vacuum states that are entangled via
CZ gates. This generates the cluster state [56, 57]. In
the third row we show the graphical representation of
the state: the different optical modes are represented by
different nodes of the network which are linked by CZ

gate entangling operations, counted by the entry 1 in the
adjacency matrix A of the network. This structure is
an imprinted network, as it builds the initial quantum
states. In the right side of the first column of Fig. 1
we picture the action of multiple-photon subtraction, i.e.
the repeated application of the photon annihilation op-
erator â on one specific mode of the field. The prob-
abilistic implementation of this operation consists of a
mode-selective beam-splitter that sends a small fraction
of light to a photon counter: when n photons are detected
an n-photon-subtracted state is heralded. The process
can be implemented via non-linear interaction with sup-
plementary gate fields [14]. In the fourth row of the first
column we show the network of photon-number correla-
tions between the different field modes that emerge from
the imprinted network. This is the emergent network. Its
adjacency matrix A contains continuous values between 0
and 1, indicating the strength of photon-number correla-
tions between couple of nodes. In this work we are inter-
ested in following the changes of this emergent network
of photon number correlations after photon-subtractions
on one node as a benchmark of the desired non-Gaussian
properties of CV quantum states.

The role of complex networks in this work will be
twofold. First, we consider complex network structures
for the imprinted network of entangling CZ gates, as
shown in the third row of second column of Fig. 1. We
will use complex network models that reproduce particu-
lar features of real-world networks. Second, we probe the
impact of photon subtraction on the emergent networks
by analyzing typical network measures, like degree and
clustering, that quantify number of links and their struc-
ture and that are mostly used to characterize complex
networks.
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FIG. 1. Left column, first row: sketch of nonlinear multi-mode χ(2) optical processes that demonstrate the deterministic
implementation of large CV networks and mode-dependent multi-photon subtraction. Second row: circuit representation of
the two processes. Third row: graphical representation of the so-called cluster states (imprinted networks) where the nodes are
the different modes of the field and edges correspond to CZ gates between modes. Last and fourth row: emergent networks
where edges are photon-number correlations between modes. Right column: same as left but considering imprinted cluster
with shapes typical of complex network models.

C. Summary of the results

The entangling CZ-gates in the imprinted network
generate short range correlations between nodes. Also,
the non-Gaussian operations we consider here - photon-
subtractions - are applied locally on a single node. Un-
der such conditions the effect of photon subtraction on a
regular graph is limited [58]. On the contrary, here we
probe imprinted graphs constructed from complex net-
work models, where typical distances between nodes are
short. Our results are as follows:

• For imprinted complex networks we see highly con-
nected emergent networks of photon-number cor-
relations. In such systems we show that photon-
subtraction profoundly changes the structure of the
correlation networks.

• We compare different complex network models, like
Barabási-Albert or Watts-Strogatz, and their emer-
gent correlation structure before and after subtrac-
tion of ten photons. The analysis of the distribution
of degrees and clustering coefficients of the emer-
gent correlation networks reveals that the amount
of randomness of links or the inhomogeneity of
number of links in different network models affects

the emergent correlation networks, before and after
the photon subtraction. We see that some networks
are more efficient than others in spreading the non-
Gaussian effect.

• We show that photon subtraction generally affects
the bulk clustering and degree distributions in the
same way: it increases the mean and variance. This
is in contrast with the structure in the tails of
the distributions, characterized by higher moments,
where the effect of photon subtraction is governed
by the specific structure of the imprinted network.

• We unveil the importance of the local network
structure in the vicinity of the node of photon sub-
traction. It is the connectivity of the imprinted
sub-network spanned by this node and its neighbors
that drives the changes due to photon subtraction.

D. Structure of the Paper

The Article is outlined as follows. Section II intro-
duces the basic concepts of complex networks and CV
cluster states used in this work to make the Article acces-
sible to readers with different backgrounds – readers with
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one or both areas of expertise may choose to skip this
section or particular subsections. We describe the im-
printed network structure and review non-Gaussian op-
erations and their importance for getting non-Gaussian
CV cluster states. We introduce the emergent corre-
lation networks and complex network measures. Then
in Sec. III we look at emergent correlation networks for
Gaussian cluster states when different complex network
models are used for the imprinted network. This sec-
tion forms a baseline for the ensuing non-Gaussian anal-
ysis. In Sec. IV we describe the evolution of the emergent
correlation networks when repeated photon subtractions
are applied on the highest connected node vs. a ran-
dom node. In Sec. V we show the influence of the sub-
networks formed by nodes at fixed distance from the sub-
tracting point, on the statistics in different non-Gaussian
graphs. We then reveal the driving mechanism for the
sub-networks at distance one. Finally, in Sec. VI we com-
ment on general features of non-Gaussian correlations in
photon-subtracted networks and specific features depen-
dent on the imprinted network model.

II. QUANTUM COMPLEX NETWORK
THEORY AND CONTINUOUS VARIABLE

QUANTUM SYSTEMS

Networks are a collection of nodes and links. This is a
very versatile conceptual structure that can be applied
to any kind of relation between a collection of physical
systems: receivers and senders in an information network
linked by physical channels; atomic spins interacting
via magnetic forces; or physical observables linked by
correlation relations. Modern complex network theory
in the physical, social, and life sciences is built on graph
theory from mathematics and computer science. The
adjacency matrix is the central mathematical object of
complex network theory: a non-zero term in the matrix
indicates a link between two nodes, where the indices
of the matrix determine the nodes. All that is done
in this Article can thus be understood as constructing
the adjacency matrices for relevant networks, and
subsequently extracting relevant properties from them.

In quantum information, graphs define the structure
of the so-called graph or cluster states [59]. They cor-
respond to multipartite quantum states with a spe-
cific entanglement structure introduced in the context of
measurement-based quantum computing [56, 57, 60, 61].
For such cluster states, a non-zero term in the adjacency
matrix indicates that an entangling gate has been ap-
plied between two qubits or between two quantum fields
in two different optical modes (where the information is
encoded in discrete or continuous variables, respectively).
In this section we first provide a brief introduction to
CV quantum optics in II A and we review the CV clus-
ter states that are induced by the imprinted networks in
Sec. II B. Then in Sec. II C we introduce the photon sub-

traction operation that creates non-Gaussian features in
these quantum states. We define the emergent network
of photon-number correlations in Sec. II D. Finally, in
Sec. II E we review network measures in the context of
complex network models.

A. Continuous variable quantum optics

The field of quantum optics can be seen as the study
of the quantized light field, described by the electric field
operator

Ê(~r, t) =

m∑
k=1

Ekâkuk(~r, t). (1)

The quantities uk(~r, t) are an orthogonal basis of optical
modes, i.e. normalized solutions of Maxwell’s equations.
Ek is the electric field of a single photon in the mode k.
Finally, the quantum features of the system are gener-
ated by the operators âk, which obey the commutation

relation [âj , â
†
k] = δj,k. Thus, every optical mode effec-

tively is a quantum harmonic harmonic oscillator. In the
CV framework, we focus on “position” and “momentum”

variables of these harmonic oscillators, x̂k = â†k + âk and

p̂k = i(â†k − âk), also called quadratures.
Generic quantum states of such quantum harmonic os-

cillators are hard to characterize, but the subclass of
Gaussian states is very well understood. These states
are completely described by the quadrature expectation
values (the mean field) and covariance matrix V . To de-
fine the latter, let us introduce the 2m-dimensional vector
~̂
ξ = (x̂1, . . . , x̂m, p̂1, . . . p̂m)T , and introduce

V = Re 〈~̂ξ ~̂ξT 〉 − 〈~̂ξ〉〈~̂ξT 〉, (2)

where 〈.〉 denotes the expectation value of the observables
in the state ρ. If this state is Gaussian, all its higher order
correlations can be expressed in terms of V [62] (note that
this property is explicitly used in Appendix A).

Changes in the mode basis uk(~r, t) also induce changes
in the quantum state description of the harmonic oscilla-
tors [63]. In this work, we will associate specific optical
modes with the nodes of a network, as shown in Fig. 1.
Such networks are naturally realized in the cluster state
formalism of CV measurement-based quantum comput-
ing. It was experimentally demonstrated that such clus-
ter states can be generated in arbitrary shapes [23].

B. Clusters: imprinted quantum networks

In the CV framework, cluster states are theoretically
built starting from a set of modes of light prepared in the
zero-momentum eigenstate |0〉p, with p̂|0〉p = 0. The CZ

operators that serve as entangling gates have the form
CZ = exp(ıx̂i ⊗ x̂j) where x̂i is the position quadrature
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Bosonic modes

Cz

FIG. 2. Network representation of a two dimensional quan-
tum cluster state, here pictured as a network where the nodes
represent the bosonic modes and the links represent CZ op-
erations between pairs of nodes.

operator of the mode i, and likewise with j. As sketched
in Fig. 1, the cluster state is built according to its adja-
cency matrix A as

|ΨC〉 =
∏

1≤i<j<N

exp(ıAij x̂i ⊗ x̂j)|0〉
⊗

N
p . (3)

However, in quantum optics, momentum eigenstates such
as |0〉p require infinite energy which cannot be achieved in
any realistic experiment. It is therefore common to con-

sider approximate cluster states, where |0〉
⊗

N
p is replaced

by a state that has finite squeezing in the p̂-quadrature,
i.e. a reduction below the vacuum noise of the expecta-
tion value of the variance of the p quadrature around 0.
It is Ŝ(s)|0〉

⊗
N , where Ŝ(s) is the squeezing operator,

and |0〉 the vacuum state. The parameter s > 1 denotes
the squeezing, which for simplicity is chosen to be the
same in all N copies.

This results in a Gaussian state with covariance matrix
(2) given by Vs = diag[s, . . . , s, 1/s, . . . , 1/s]. The first
N elements in the diagonal are the variances of the x
quadrature of the N modes (nodes) 〈x̂2i 〉 = s〈x̂2〉v =
s where 〈x2〉v is the variance of the quadrature for the
vacuum state which is taken equal to 1. The last N
elements are the variances of the p quadrature 〈p̂2i 〉 = 1/s
of the N modes. The approximate cluster state that
results by acting on Ŝ(s)|0〉

⊗
N with a network of CZ

gates is then described by [64] :

V =

(
Vxx Vxp
Vpx Vpp

)
=

(
1 0
A 1

)
Vs

(
1 A
0 1

)
=

(
s1 sA
sA sA2 + 1/s

)
(4)

Here, V is a 2N × 2N matrix divided into four N × N
blocks. Vxx and Vpp describe the correlations among the
x- and p-quadratures, respectively, whereas Vxp and Vpx
contain all correlations between x- and p-quadratures.
The presence of A2 in Vpp highlights that correlations
extend not only between nearest neighbor nodes, but
also between next-nearest neighbors of the imprinted net-

work. The elements [A2]ij are in fact known to corre-
spond to the number of walks of exactly two steps from
j to i of the network A [57, 58].

The CZ gates, which create the entanglement, can be
implemented according to any network shape, i.e., any
adjacency matrix A. When used in measurement-based
quantum computing, cluster states are built to ensure
persistence of entanglement [65]. This means that a mea-
surement on one node only locally affects the state and
the surviving entanglement links can be further exploited
for the next steps in measurement-based computing. To
this end, some regular 2D graph structures, e.g., hexag-
onal or triangular lattices, have been proven to allow for
universal computing. That is, arbitrary unitary opera-
tions can be performed via local operations and classical
communication on the cluster. In contrast, others have
been discarded, e.g. the tree graph [66]. Here we go be-
yond such regular structures, motivated by the fact that
CV quantum networks in optical setups can be easily re-
configured to arbitrary shapes [23]. We want to indeed
replicate in the quantum regime some of the models that
mimic real-world complex networks [24, 25] in order to
test their structural properties under local operations.
In the remainder of the Article we refer to the network
that describes the pattern A of CZ gates that are applied
to create the Gaussian cluster state as the imprinted net-
work.

C. Non-Gaussian operations
in continuous variable platforms

Cluster states are characterized by Gaussian statistics
of quadrature measurements, which allows for a compact
statistical description even when they have a large size.
However, for quantum computing protocols, cluster
states must also acquire non-Gaussian quadrature
statistics via non-Gaussian operations. Unlike the Gaus-
sian case, the quantum features of such non-Gaussian
networks are not trivial to classify [58, 67, 68]. Examples
of non-Gaussian operations are the conditional imple-
mentation of single-photon subtraction and addition,
i.e. the action of annihilation and creation operators â
and â† [14, 15, 69–73]. Such operations have long been
investigated as primitive for two important operations
for quantum protocols: entanglement distillation and
the generation of Wigner negativity. It can indeed be
necessary to recover, via distillation [74–76], entangle-
ment between nodes of a lossy and noisy network if we
want to exploit it to teleport quantum states with large
enough fidelity. On the other hand, the negativity of
the Wigner function, one of the possible phase-space
representations of the quantum state, is considered of
the main signatures of the state’s intrinsic quantum
nature. When negative, we can no longer interpret it as
a classical probability density [77] and it is considered
a pivotal quantum resource in quantum information
protocols [18, 78, 79]. Single-photon subtraction and
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addition can also be combined to engender high-order
non-Gaussian operations [17, 19, 80, 81].

In this Article, we focus on multi photon-subtraction
operations that can ideally be represented, in a multi-
mode case, by the following operation on a state ρ:

ρ 7→
âSn . . . âS1ρâ

†
S1
. . . â†Sn

tr[â†S1
. . . â†Sn

âSn
. . . âS1

ρ]
, (5)

where Si denotes a particular mode. In general, Eq. (5)
describes repeated subtractions from different nodes, or
even from superpositions of different nodes, that have re-
cently been experimentally implemented [14, 69]. When
these operations are applied on multimode quantum
states, like the cluster state in Eq. (3), characterization
of the resulting states is not a trivial task. Recent re-
sults have depicted the rules of thumb for entanglement
and Wigner negativity [16, 58, 67, 68], indicating that a
deeper structural analysis would be beneficial for a more
comprehensive picture.

Here, we specifically consider repeated photon sub-
tractions from one single node of the cluster state in
Eq. (3)are identical. There are two main reasons for this
choice. First, we focus on the simplest scheme providing
significant statistics. In fact, when multiple subtraction
from an arbitrary superposition of nodes is considered,
the analysis becomes computationally hard [22]. Sec-
ond, we aim at probing the extent of the effect of photon
subtraction in the most local way possible. In previous
work, we have shown that photon subtraction on a given
node induces non-Gaussian features in its nearest and
next-nearest neighbor nodes [58]. This Article goes be-
yond single-point features such as local averages. Instead,
we focus on the changes induced in the correlations be-
tween those nodes, including beyond next-nearest neigh-
bors. We then study how different imprinted network
shapes A spread or destroy the non-Gaussian features
created by photon subtraction. This is a problem that
is very typical for classical information networks, studied
here in the new context of quantum correlations.

D. Emerging complex networks
of photon number correlations

Covariance matrices are sufficient to explain the be-
haviour of Gaussian states. In the case of non-Gaussian
states expectation values of higher order operators are
needed. In this Article, we focus on photon-number cor-
relations, that are among the simplest non-Gaussian ob-
servables with a clear physical interpretation. Photon
number correlations can be written in terms of quadra-
ture correlations. The expression will then involve fourth
moments of quadratures, which are sensitive to the non-
Gaussianity – i.e., departure from Gaussian shape –
of the quadrature distribution [16]. Moreover, photon-
number correlations are extensively used to study fea-
tures of non-Gaussian processes in quantum optics, such

as Hong-Ou-Mandel interference [82], photon bipartite
entanglement [83], and photon distinguishability [84].
They also serve to benchmark single-photon sources [85],
n-photon sources [86], and quantum protocols such as
boson sampling [87, 88].

To consider structural effects, we introduce a second
network for each cluster state, composed by the emergent
structure of photon-number correlations between pairs of
modes. As such, we define the correlation matrix C:

[C]ij =
|〈n̂in̂j〉 − 〈n̂i〉〈n̂j〉|√

(〈n̂2i 〉 − 〈n̂i〉2)
(
〈n̂2j 〉 − 〈n̂j〉2

) , (6)

where we take the absolute value of the correlation, since
we are purely interested in the strength of the correlation,
rather than its sign. The values of |〈n̂in̂j〉−〈n̂i〉〈n̂j〉| de-
pends on the number of photons in the system; it may
be higher for two weakly correlated nodes with very high
photon numbers, than for strongly correlated nodes with
very small photon numbers. Due to its conditional na-
ture, photon subtraction locally changes the photon num-
ber in the system, thus making it impossible to genuinely
compare the resulting values of |〈n̂in̂j〉− 〈n̂i〉〈n̂j〉| in the
two cases. The denominator in Eq. (6) solves this prob-
lem by renormalizing the correlation to be confined be-
tween zero and one, where one implies that both nodes
contain the same number of photons, regardless of how
many photons there are.

Eq. (6) ultimately allows us to look at the correlation
network, as given by its weighted adjacency matrix:

A = C− 1. (7)

In the following we will characterize what kind of corre-
lation networks (A) emerge, in the same spirit of mutual
information networks in [36], when photon-subtraction
operations are applied on cluster states with different
shapes A. Hence, network structures are considered at
two different levels: one is the imprinted network which
describes the entangling gates that induce Gaussian en-
tanglement between position and momentum in the clus-
ter state of Eq. (3); the other is the emergent network of
photon-number correlations defined in Eq. (7) via Eq. (6).
This second network will be analyzed via measures and
metrics typical of complex network theory, as we detail
in the following in Sec. II E.

E. Complex network measures
in complex network models

Quantitative measures of network structures have been
introduced by network theory [27, 28]. From the adja-
cency matrix components we can calculate the degree Di

for each node i, i.e., the number of links connected to it,
as

Di =
∑
j

Aij . (8)
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FIG. 3. Three complex networks of 100 nodes. Top:
Barabási-Albert (BA) network built via preferential attach-
ment with m = 2 nodes added at each step. Middle: Watts-
Strogatz (WS) network built via rewiring, with probability
pWS = 0.2, a regular network with degree per node d = 2.
Bottom: Erdos-Renyi (ER) network with connection proba-
bility pER = 0.04. The size of the nodes is proportional to
their degree.

The degree distribution p(D) gives the probability for a
random node to have the degree D. Even if is not pos-
sible to get the full information on the structure of a
network by its degree distribution, it can be informative
to look at the shape of the distribution. Similarity argu-
ments between different real-world networks have been
based in part on analogy between their degree distribu-
tions, which often follow a power-law rule. Moreover,
many crucial properties of networks, like their robust-
ness to perturbations and the spread of contamination,
are determined by the functional p(D) [28].

A second quantitative measure of complexity is the lo-
cal clustering coefficient. It gives information on the con-
nections between the neighbors of a specific node, thus

keeping track of local correlations around a point. A
common way of defining the clustering coefficient is the
number of triangles to which the node belongs divided
by the number of triplets. It can be recovered from A as

Cli =

∑
j 6=k AijAjkAki∑

j 6=k AijAik
(9)

for i 6= j 6= k.

Here we briefly review some of the paradigmatic mod-
els that have been proposed for real-world networks:
the random network model called Erdős-Rényi (ER),
the Barabási-Albert (BA) model and the Watts-Strogatz
(WS) model. The ER model builds networks by ran-
domly connecting nodes according to a uniformly random
probability pER for two nodes to be connected. The re-
sulting networks exhibit a binomial distribution of links
per node. The ER model is able to reproduce the typi-
cal average shortest path distances between nodes of real
networks.

A second model that has been introduced to reproduce
typical complexity signatures of real networks is the BA
model. It describes network formation processes based on
the preferential attachment model: the network grows by
adding new nodes. These new nodes attach with m links
to old nodes. The probability of connection is propor-
tional to the degrees of the existing nodes, such that the
highest degree nodes are the preferred ones. This model
is able to reproduce the power-law distribution in the de-
gree, and thus the existence of “hubs”, i.e., nodes with
very large degree, as in real-world networks.

Finally, the WS model is able to reproduce the small-
world mechanism, where any node is a short path from
any other in the network. Specifically, the distance be-
tween any two nodes grows as the log of the total number
of nodes. It is built by starting from a regular network in
which each vertex has a fixed degree k; for instance, k = 2
would correspond to a lattice in tight binding approxima-
tion. Then nodes are rewired according to a probability
pWS. One interesting feature of this model is that it al-
lows one to tune continuously from regular (pWS = 0) to
random (pWS = 1) networks.

When the complex networks model will be used in
the remainder of this Article, in order to achieve rea-
sonable statistics, we will consider many realisations of
networks made of 100 nodes for each model, and dif-
ferent parameters within each model. These are quite
small networks when compared with typical real-world
networks, but even for this small scale the different mod-
els exhibit visibly different features. In Fig. 3, we show
a BA network built by adding m = 2 new nodes at each
step in network growth from 2 nodes to 100; a WS net-
work built starting from a regular network with degree
per node k = 〈D〉 = 2 and rewired with a probability
pWS = 0.2; and an ER network with connection proba-
bility pER = 0.04. One observes clear differences between
the three networks, with, for example, the emergence of
easily visible hubs in the BA model, shown as large blue
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FIG. 4. Histogram of the degree distribution for 100 networks
of the three types shown in Fig. 3, BA (purple), WS (green),
ER (orange). On the left the linear scale is used while on the
right the scale is double-logarithmic to emphasize the appear-
ance of the power-law tail for the BA networks. The average
degree is 〈D〉 = 4.44 (BA), 4.0 (WS) and 4.09 (ER).

discs in the figure. By taking 100 network realizations for
each model one observes that the resulting degree distri-
bution, shown in Fig. (4), is distinct in the three cases,
even if they have similar average value. In particular,
the logarithmic scale shows the power-law distribution
for the BA networks.

In the following, we choose particular network models
to shape the adjacency matrix A of the imprinted net-
works. In the rest of the paper we will consider only the
BA and WS models as the ER network shows very similar
features as the WS models with high rewiring probability
pWS → 1. With the probabilistic generation of a statis-
tically significant number of networks for each model, it
will be possible to reveal specific features, in this case
quantum ones, that are determined by the structure of
the network.

We want to stress that the network models we have
chosen are a very limited set of the ones that have been
developed in complex network theory. The ones we se-
lected have specific features - in particular: variable level
of randomness, presence of hubs, power law distribution,
and average short path distances - that have never been
tested before in non-Gaussian cluster states. Of course
other models and features can be treated in future works.

III. EMERGENT NETWORKS IN COMPLEX
GAUSSIAN CLUSTER STATES

In this section, we explore how the network topology
of the imprinted network influences the properties of the
emergent network before any photon subtraction. The
quantum state in such Gaussian networks exhibits Gaus-
sian statistics. The results of this section then form a
baseline from which to compare the effect of photon sub-
traction on networks in Sec. IV and Sec. V.

The imprinted networks are obtained by applying CZ

gates to a set of squeezed vacuum modes according to an
adjacency matrix A for the BA and WS models defined
in Sec. II E. We then directly examine the emergent net-
work with adjacency matrix A. Throughout all our sim-
ulations, we fix the amount of squeezing to 15dB (i.e.,
s ≈ 31.6 units of shot noise) for each squeezed vacuum

mode.
As described in Sec. II B, the correlation between

quadratures of different modes goes beyond the graph-
ical structure imprinted by the CZ gates, as quadrature
correlations appear not only between nearest neighbours
but also between next-nearest-neighbor correlations. So
even before photon subtraction the emergent networks of
photon number correlations, that inherit quadrature cor-
relations, are different from the imprinted networks, but
with very specific features that depend on the imprinted
networks. The calculation of photon number correlations
for the cluster before photon subtraction can be carried
out analytically by using the techniques of Appendix A.
We obtain the weighted adjacency matrix (as derived in
Appendix A 2)

[A]Gij =
s2

8 (([A2]ij)
2 + 2Aij)√

N(s,Di)N(s,Dj)
− δi,j , (10)

where N(s,Dk) = (s2 + 1/s2 + s2(Dk)2 + 2Dk − 2)/8
is a normalization factor depending only on the initial
squeezing value s and the degree Dk of the node k in the
imprinted network. Recall from Sec. II B that [A2]ij is
the number of different walks of exactly two steps that
connect nodes i and j in the imprinted structure. There-
fore, the links between nodes i and j in the emergent
network are non-zero if either i and j are connected in
the imprinted network (Aij = 1) or when they are next-
nearest neighbors ([A2]ij 6= 0).

Hence, we can already anticipate an important dif-
ference in number of links in the emergent networks of
photon number correlations when we move from the tra-
ditional regular structures used for clusters (like grid
shapes) to imprinted networks with complex network
structure. In the latter, the number of walks of distance
two between different nodes is in general larger as com-
pared to regular networks.

A. Barabási-Albert networks – Emergent triangles
and clustering

The imprinted BA networks have a multitude of weakly
connected nodes that are organized around a few highly
connected hubs. We collect statistics of 100 different net-
works of 100 nodes both for the parameter m = 1 (e.g.
top row of Fig. 5) and for m = 2. From the example in
Fig. 5, we immediately observe the differences in number
of links in the emergent network when compared to the
imprinted network, even though the rough outline of the
network remains similar. The BA network with m = 1 is
an excellent example to illustrate the difference: this im-
printed network has a tree-like structure, which implies
that many nodes have only one connection. In the emer-
gent network, however, all nodes have at least two con-
nections due to what we discussed above, i.e., the pres-
ence of walks at distances two in the imprinted network.
A more quantitative understanding is acquired from the
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FIG. 5. Imprinted networks A (left column) give rise to emergent networks A (middle column), which can then further undergo
photon subtraction (right column). Photon subtraction at indicated red node; node sizes show the degree. Imprinted networks
include Barabási-Albert with m = 1 (top row) and Watts-Strogatz generated from a regular one-dimensional network in which
every node is connected to its k = 5 nearest neighbors with a rewiring probability pWS = 0.05 (bottom row).
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FIG. 6. BA emergent network statistics in Gaussian case.
Histogram of degree and clustering for the imprinted BA net-
work with m = 1 and m = 2 (top row) and associated emer-
gent network of photon number correlations (bottom row) in
the Gaussian case, i.e., when no photon is subtracted.

histograms of the degree and clustering coefficients in the
emergent network of Fig. 6 for m = 1, 2 in comparison
with the original distribution of the imprinted network.
The emergent degree distributions inherit the features of
the imprinted network, with a small number of nodes
with high degrees, although with larger variances. In
contrast, the histogram of clustering is dissimilar to the
clustering in the imprinted network. In particular, for
m = 1 the imprinted network does not have any trian-
gles, and thus clustering is zero for all nodes while the

emergent correlation network has non-zero values quite
uniformly distributed but only in the range of 0.0− 0.4.

B. Watts-Strogatz networks –
More randomness for lower degree and clustering

As mentioned in the introduction to complex networks
of Sec. II E, WS networks are highly tunable and versa-
tile. In particular, in the limit of a vanishing rewiring
probability we recover a completely regular network,
whereas in the limit of high rewiring probability the net-
work closely resembles an ER network. In our simula-
tions, we start from a regular one-dimensional network
with 100 nodes, each of which is connected to 2k other
nodes. This network can be represented by organizing
the nodes in a circle, where every node is connected up
to its kth neighbor. Subsequently we rewire the connec-
tions with probability pWS. For various choices of pWS,
we implemented 100 of these WS networks as imprinted
structures to apply CZ gates [89]. As for the BA case we
look at the statistics of degree and clustering.

The bottom row of networks in Fig. 5 shows a typical
realization of a WS network with k = 5 and pWS = 0.05.
The imprinted network is therefore reasonably close to
a regular network in which each node has 2k = 10 con-
nections. We observe that the emergent network before
photon subtraction, with a weighted adjacency matrix A,
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FIG. 7. WS emergent network statistics in Gaussian case.
Histogram for the degree and clustering for the imprinted
networks (top row) and for the emergent network of photon
number correlations in the Gaussian case (when no photon is
subtracted) (bottom row). Here results on the WS network
model with pWS = 0.05, 0.2 and 0.6 are reported.

has a richer and more varied structure in its connections.
Nevertheless, we can still see a qualitative resemblance
between the imprinted and the emergent network.

In Fig. 7 we examine the difference in degree and
clustering coefficient between imprinted and emergent
networks. We observe that the properties of the im-
printed WS networks strongly influence the structure of
the emergent correlation networks. The degree distribu-
tion for the imprinted networks is always centered around
2k = 10 with larger variances for larger pWS. The de-
gree distributions for the emergent networks are centered
around different mean values for the three pWS cases.
The pWS = 0.05 case shows a broader and more skewed
distribution of significantly higher degrees. Hence, for the
emergent networks, in contrast to the imprinted ones, the
largest variance is for the lowest pWS. In general, we con-
clude that an increased probability of rewiring (and thus
more randomness) in the imprinted network decreases the
degree (which is essentially the total amount of correla-
tion of every node) in the correlation network of Gaussian
clusters.

This reduction in the degree should be explained by a
reduction in the weight of the connections because, from
(10), we can demonstrate that the number of connection
in the emergent network is higher for larger values of pWS.
This is related to the choice of the normalization given
by the denominator in the elements of the correlation
matrix, as explained in Sec. II D. The histogram for the
clustering coefficient is qualitatively similar to that of
the degree, in the sense that increased rewiring leads to
a decrease in clustering, and it is also very similar to the
clustering of the imprinted networks.

IV. THE EFFECT OF NON-GAUSSIAN
STATISTICS ON EMERGENT NETWORKS

In this section we study the effect of photon subtrac-
tion, introduced in Sec. II C, on the emergent network
of photon-number correlations. Because the operation

is locally applied on a single node in the imprinted net-
work, one might consider this to be a single-node at-
tack, as in classical complex network theory. However,
we emphasize that no nodes are removed in the photon
subtraction process. So it is not a single-node attack in
the classical sense. In quantum networks, operations like
node removal or link shortening have to be introduced
in the context of cluster states via Gaussian (homodyne)
measurements [57]. Quantum complex networks have a
large variety of attacks, i.e., modifications to the net-
work structure and properties, as compared to classical
networks. Here we are not interested in modifying the
size or the shape of the imprinted cluster by operations
such as node removal, but we instead want to analyze the
spreading of non-Gaussian correlations in cluster states
when affected by photon subtraction in one node.

Repeated photon subtraction in the same node is ex-
pected to increase correlations in the system due to en-
tanglement distillation [90]. Moreover, from the results
in [67], we can deduce that photon subtraction in a
given node creates correlations between previously un-
correlated nodes. However, it is not understood a priori
how the topology of the imprinted network influences the
effects of photon subtraction(s) on the topology of emer-
gent correlation network. To address these questions, we
investigate the effect of subtracting ten photons, on the
distributions of the degrees and clustering coefficients for
the emergent networks. An overview of the path followed
in our network analysis can be found in Fig. 8. In the
remainder of the Article we will explain each one of these
steps in detail.

The number of photons to be subtracted (ten) is
chosen to have a large effect in the emergent network,
although we do not find qualitatively different results
for somewhat larger or smaller numbers of subtracted
photons. However, increasing the amount of squeezing
in the initial imprinted network or the number of photon
subtractions does quantitatively enhance the observed
features.

To study the effect of photon subtraction, we first pro-
vide analytical results on the reach of the effect of photon
subtraction. Then, we compare the qualitative features
that are seen in the histograms of numerically generated
distributions of degrees and clustering coefficients. To get
a complementary quantitative view, we perform a mo-
ment analysis and probe the effect of the non-Gaussian
operation on the mean, variance, skewness, and kurtosis.
Readers unfamiliar with these quantities can find their
definitions in Appendix C.

A. The effect of photon subtraction is strictly local

The subtraction of a single photon subtraction in a
cluster state is know to only affect vertices in the vicinity
of the node of subtraction [58]. In Appendix B, we extend
this understanding to the correlations between observ-
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FIG. 8. Analysis and structures for an imprinted WS network. Generated from a regular one-dimensional network in which
every node is connected to its k = 5 nearest neighbors with a rewiring probability pWS = 0.05. Top row: imprinted complex
network (left, node with highest degree is highlighted in red); and emergent networks before subtraction (Gaussian, middle) and
after subtraction (Ten-photon subtracted, right) with their corresponding degree distributions. Middle row: degree distribution
of the photon-subtracted case (zoom on right) is broken up, in the central panel, according to the distance (0, 1, 2, or > 3) of
nodes from the subtraction node. The color code used for different distances is adopted for the nodes in the imprinted network
(left). Lower row: Structure of the next-neighbor nodes (distance 1) is highlighted (left); zoom of the degree distribution at
distance one (middle); statistics is broken up according to the connectivity of the different nodes (right).

ables that are defined on different regions of the system:
the correlation 〈X̂Ŷ 〉 − 〈X̂〉〈Ŷ 〉 between two observables

X̂ and Ŷ can only be influenced by photon subtraction
when both observables have a support on modes that are
correlated to the mode of photon subtraction. This re-
sult applies regardless the number of photons that are
subtracted.

For the networks in this work, we subtract photons in
one specific node. In the initial Gaussian state, Eq. (4)
shows that this node is correlated to all nodes that are ei-
ther nearest-neighbours (given by A) or next-to-nearest
neighbours (given by A2) in the imprinted network of
CZ gates. We label S the node of photon subtraction
and denote the expectation value in the photon sub-
tracted state 〈. . .〉, whereas tr[. . . ρ] is the expectation
value in the Gaussian cluster state. Our general re-
sult of Appendix B then shows that 〈n̂in̂j〉 − 〈n̂i〉〈n̂j〉 =
tr[n̂in̂jρ]− tr[n̂iρ]tr[n̂jρ] for all nodes i and j which sat-
isfy the condition that either δS,i = AS,i = (A2)S,i = 0
or δS,j = AS,j = (A2)S,j = 0. More colloquially
phrased, photon-subtraction in S only alters the value of
〈n̂in̂j〉 − 〈n̂i〉〈n̂j〉 if either node i or node j is more than
two steps removed from S in the imprinted network.

Looking back at Eq. (6), we must also consider the
effect of photon subtraction on the denominator on the
final emergent network. Let us assume that node i is
within the vicinity of S, i.e., max{δS,i,AS,i, (A

2)S,i} > 1,
but j is further away, i.e., δS,j = AS,j = (A2)S,j = 0.
In this case, after photon subtraction in S we obtain
the Gaussian value when we calculate 〈n̂in̂j〉 − 〈n̂i〉〈n̂j〉.
Likewise, we will find that 〈n̂2j 〉 − 〈n̂j〉2 remains unaf-
fected. However, because i is in the vicinity of S, we
do find that 〈n̂2i 〉 − 〈n̂i〉2 changes its value. In other
words, photon subtraction will still have an effect on
the emergent network as constructed via Eq. (6), unless
〈n̂in̂j〉 − 〈n̂i〉〈n̂j〉 = tr[n̂in̂jρ] − tr[n̂iρ]tr[n̂jρ] = 0.
From Eq. (10), we see that this implies that the effects
of photon subtraction spread up to four steps in the
emergent correlation network.

We therefore have proven that effects of photon sub-
traction in such a multimode system can only affect
a certain environment around the node of subtraction.
Moreover, the range at which photon subtraction is effec-
tive is independent of the number of subtracted photons.
Hence, to study the effect of photon subtraction, we can
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restrict ourselves to intermediate network sizes. For the
types of networks and the parameter ranges we consider
a choice of ∼ 100 nodes guarantees that most nodes are
no further than four steps from the point of subtraction.
We are thus confronted with intermediate system sizes
which may appear small to classical network scientists,
but are far beyond the reach of any standard quantum
optics techniques.

As we will show, the methods of complex network
theory offer a new window to understand how photon
subtraction influences the nodes within its range of effect.

This result also imposes another important conclusion:
to induce non-Gaussian effects in vast cluster states, one
must subtract photons in many different nodes. How-
ever, in Appendix A 3, we argue how the complexity of
this problem effectively makes it computationally very
hard to simulate. From a physical point of view, one
would subtract these photons by coupling a tiny amount
of light from each node, in which we want to subtract,
into an auxiliary mode. Then we need photon detectors
on these auxiliary modes to fire at the same time. Al-
ready at this state preparation stage, we see connections
to Gaussian boson sampling [91], where it is shown that
simulating the clicks of photon detectors mounted on a
sufficiently complicated Gaussian states is computation-
ally intractable. Similarly, there is also a direct connec-
tion to the hardness of sampling continuous variables on
a photon subtracted state [92]

On a mathematical level, the problem at the basis of
the computational complexity of these sampling prob-
lems is the problem of finding perfect matchings [93]. As
we argue in detail in Appendix A 3, the problem of finding
all perfect matchings also appears when constructing the
emergent network of photon-number correlations. Hence,
fully simulating such networks in detail is only possible
when many photons are subtracted in many modes.

Yet, when large states with photons subtracted in var-
ious modes are created in experiments, the measurement
and analysis of emergent correlations networks may well
turn out to be an important tool to characterise such
states. Note that the same type of photon-number corre-
lations have been used to benchmark computationally in-
tractable Gaussian boson sampling experiments [94, 95].

B. Photon subtraction in Watts-Strogatz networks
– More randomness for larger effects

To maximize the effect of photon subtraction we choose
to always subtract the photon in the node with the high-
est connectivity in the imprinted network, i.e., the biggest
hub. As such we probe network environments in the im-
printed WS structure with the highest correlations. This
choice has a small effect in the case of WS networks as
most nodes have a similar connectivity, unlike BA net-
works where a few nodes serve as highly connected hubs.

In Fig. 9 we choose rewiring probabilities pWS =

0.05, 0.2, 0.6 to probe the effect of different imprinted
network environments on the degree distribution in the
emergent network of photon-number correlations. The
data for each value of pWS are obtained by combining
74 random realizations of a 100-node network. The ef-
fect of photon subtraction is qualitatively similar in all
cases. A subset of nodes in the photon-subtracted cluster
states retains degrees of the same order of magnitude as
for the Gaussian network state, whereas a second subset
finds its degree considerably increased, resulting in a bi-
modal distribution. This qualitative similarity translates
to the moments in Fig. 9(B), in the sense that photon
subtraction shifts the distributions to higher means and
variances, regardless of the value of pWS. However, pho-
ton subtraction causes stronger increases in the mean and
variance for larger values of pWS, and the higher moments
behave differently depending on pWS. These features are
observed in Fig. 9, where an increase in pWS lowers the
overlaps between the histogram before and after photon
subtraction.

In Fig. 10, we explore the role of photon subtrac-
tion on the clustering coefficients. The observed dif-
ference between different values of pWS is even more
profound: the clustering coefficients are only weakly af-
fected by photon subtraction for pWS = 0.05, whereas for
pWS = 0.6 the histogram changes dramatically. These
drastic changes are also seen when comparing the mo-
ments before and after photon subtraction in Fig. 10
B, where photon subtraction increases the skewness and
kurtosis for pWS = 0.05, but strongly decreases these
moments for pWS = 0.6. Nevertheless, even though the
clustering coefficients are not strongly affected by photon
subtraction in imprinted WS structures with pWS = 0.05,
these clustering coefficients remains much higher than
those of the imprinted networks with higher values of
pWS (which one can also confirm in the moments).

These observations coincide with the intuition that
photon subtraction generally increases the correlations
in our system. However, it remains to understand which
features of the network structure associated with the dif-
ferent values of pWS determine the extent of the effect of
photon subtraction.

Because low rewiring corresponds to more regular net-
works, it is interesting to compare the given results with
the fully-connected (or complete) network, which is not
only totally regular but also the one with the highest
possible number of connections, n(n − 1)/2. All the
nodes then have the same degree and clustering. For
the imprinted network these are respectively D = 99
and Cl = 1, whereas the emergent Gaussian networks
yield D = 97.019 and Cl = 0.970086. After the sub-
traction of ten photons, we found D = 97.037 and Cl =
0.970649 for the node of subtraction and D = 97.074
and Cl = 0.970642 for all the others. The effect of pho-
ton subtraction in highly connected regular networks is
tiny. Thus, such networks are less effective for spreading
non-Gaussian correlations from a single local operation.
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FIG. 9. Histograms (A) and moments (B) for the degree distributions of the emergent correlation network obtained from a
WS imprinted structure with rewiring probabilities pWS = 0.05, 0.2 and 0.6. Colors indicate degree data prior to (cyan, dots)
and after (red, squares) the subtraction of ten photons in the node with the highest connectivity. Data were each obtained
by combining 74 random realizations of a 100-node network. The WS imprinted network is obtained by starting from a one-
dimensional regular network where each node is connected to its k = 5 nearest neighbors. Both moments and histograms show
how photon subtraction changes the bulk of the distribution by increasing the mean degree and the width of the distribution
(i.e., variance). The higher moments and histograms also show that the finer structure in the tails of the degree distribution
depends strongly on the value of pWS.

C. Photon subtraction in Barabási-Albert
networks –Difference between random and highly

connected subtraction node

We now explore how photon subtraction affects the
emergent network of a BA imprinted structure, both
when we subtract always in the most important hub (i.e.,
the node with the highest connectivity in the imprinted
network), and when we subtract in a randomly chosen
node (likely a node with low connectivity).

Even before photon subtraction the moment analysis in
Fig. 11(B) shows that for imprinted BA structures the de-
gree distributions of emergent correlation networks have
a large variance and kurtosis, in particular for m = 1.
Hence, the emergent networks inherit some of the power-
law features of the imprinted structures. In the top pan-
els of Fig. 11 we therefore show the degree distribution
on a log-log scale, for m = 1 and m = 2, before and after
subtraction of ten photons.

For m = 1 imprinted structures, the effect of photon
subtraction manifests within the tail of the distribution.
We observe the power-law behaviour that is suggested by
the moments, and we find that photon subtraction in a

hub tends to reduce the weight in the tail. Thus, photon
subtraction in the most important hub has a reasonably
small effect on a large fraction of the network to make
the degrees somewhat more homogeneous. In contrast,
photon subtraction increases the weight in the tail if it
occurs in a random node. This shows that, when the pho-
tons are subtracted in a node that is correlated to only
a small number of other nodes, it can very significantly
increase these correlations, thus causing larger values to
appear in the tails. This behaviour is consistent with
photon subtraction as a finite resource for entanglement
distillation. Yet, it must me stressed that photon-number
correlation are not necessarily quantum correlations. For
nodes with a high connectivity, photon subtraction only
weakly alters the individual correlations. As a final com-
ment for the m = 1 case, we must note that the bulk of
the distribution remains largely unaffected, up to a point
where the effect of photon subtraction is hardly visible
when the histogram is plotted on a linear scale – this is
also reflected by a relatively small change in the mean
degree.

For m = 2 imprinted structures, the distribution does
not show typical power-law behaviour, which is reflected
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pWS = 0.6

FIG. 10. Histograms (A) and moments (B) for the clustering distributions for the same networks as Fig. 9. Colors indicate
degree data prior to (cyan, dots) and after (red, squares) the subtraction of ten photons in the node with the highest connectivity.
Photon subtraction shifts and widens the distribution, as shown by the histrograms and quantified by the mean and variance.
The higher moments and histrograms indicate that the finer structure of these distributions depend strongly on the value of
pWS.

in smaller values of kurtosis in Fig. 11(B). These mo-
ments, nevertheless, show a profound change in the vari-
ance due to photon subtraction, which implies an overall
widening of the distribution. Figure 11(A) shows this fea-
ture, as now a larger fraction of the distribution grows
to higher values of the degree. Hence, for m = 2 we can
conclude that photon subtraction predominantly affects
the bulk of the distribution, which is qualitatively similar
to what we saw for WS distributions.

In Fig. 12 we observe that for m = 1 the clustering
coefficients in these networks can be increased up to Cl =
0.8, though only for a small fraction of nodes. In other
words, photon subtraction, again, predominantly affects
the tails of the distribution for m = 1 (which is confirmed
by the moment analysis in Panel B of Fig. 12). Therefore
random tree networks (i.e., BA with m = 1) globally
seem to be the most resilient networks to local photon
subtraction operations, even though photon subtraction
in nodes with few links can cause profound local changes
in the correlations. For m = 2 we again see a larger
overall impact of photon subtraction, leading to more
significant changes to the bulk of the distribution. This,
too, is in line with the degree statistics.

These results suggest that the environment of the sub-
tracted node in the imprinted network plays an impor-
tant role in how the emergent network reacts to photon

subtraction. To unravel this interplay between the im-
printed structure and the emergent network, we will in-
vestigate the behaviour of nodes depending on their dis-
tance (in the imprinted network) to the node of photon
subtraction.

V. IMPRINTED STRUCTURE GUIDES
NON-GAUSSIAN EFFECTS

A. Distance-induced structure

In Sec. IV, we showed that photon subtraction induces
additional structure in the emergent network. Here, we
take the first step toward understanding how the emer-
gent structure in photon-number correlations is influ-
enced by the imprinted structure. We break up the
statistics according to the imprinted distance between
the node in which the photons were subtracted and the
nodes under consideration. This distance between nodes
is here understood to be the number of connections in the
shortest path that connects the nodes in the imprinted
structure.

In Sec. IV A we emphasised that the quantity 〈n̂in̂j〉−
〈n̂i〉〈n̂j〉 is only altered by photon subtraction when
nodes i and j are both in the vicinity of the point of pho-



15

Gaussian

GaussianTen photons 
subtracted

m = 1 m = 2

Gaussian Ten photons 
subtracted

Gaussian Ten photons 
subtracted

Degree DistributionsA

Ten photons 
subtracted

Subtraction 
in highest 
connectivity 
node

Subtraction 
in random 
node

<latexit sha1_base64="n2TwYukGcDB6c4ZWbx9fqndqecw=">AAAB6nicbVDLSgNBEOyNrxhfUY9eBoPgKeyKohch6MVjRPOAZAmzk9lkyDyWmVkhLPkELx4U8eoXefNvnCR70MSChqKqm+6uKOHMWN//9gorq2vrG8XN0tb2zu5eef+gaVSqCW0QxZVuR9hQziRtWGY5bSeaYhFx2opGt1O/9US1YUo+2nFCQ4EHksWMYOukB3Ed9MoVv+rPgJZJkJMK5Kj3yl/dviKpoNISjo3pBH5iwwxrywink1I3NTTBZIQHtOOoxIKaMJudOkEnTumjWGlX0qKZ+nsiw8KYsYhcp8B2aBa9qfif10ltfBVmTCappZLMF8UpR1ah6d+ozzQllo8dwUQzdysiQ6wxsS6dkgshWHx5mTTPqsFF1b8/r9Ru8jiKcATHcAoBXEIN7qAODSAwgGd4hTePey/eu/cxby14+cwh/IH3+QPIh413</latexit>

m = 1
<latexit sha1_base64="UzPXxocWo4TvrBSNFo1Qt3JSQas=">AAAB6nicbVBNSwMxEJ34WetX1aOXYBE8ld2i6EUoevFY0X5Au5Rsmm1Dk+ySZIWy9Cd48aCIV3+RN/+NabsHbX0w8Hhvhpl5YSK4sZ73jVZW19Y3Ngtbxe2d3b390sFh08SppqxBYxHrdkgME1yxhuVWsHaiGZGhYK1wdDv1W09MGx6rRztOWCDJQPGIU2Kd9CCvq71S2at4M+Bl4uekDDnqvdJXtx/TVDJlqSDGdHwvsUFGtOVUsEmxmxqWEDoiA9ZxVBHJTJDNTp3gU6f0cRRrV8rimfp7IiPSmLEMXackdmgWvan4n9dJbXQVZFwlqWWKzhdFqcA2xtO/cZ9rRq0YO0Ko5u5WTIdEE2pdOkUXgr/48jJpViv+RcW7Py/XbvI4CnAMJ3AGPlxCDe6gDg2gMIBneIU3JNALekcf89YVlM8cwR+gzx/KC414</latexit>

m = 2

MomentsB

FIG. 11. Logarithmically-scaled histograms (A) and moments
(B) for the degree distributions of the emergent correlation
network obtained from a BA imprinted structure for networks
generated with m = 1, 2. Colors indicate degree data prior
to (cyan, dots) and after the subtraction of ten photons in
the node with the highest connectivity (light red squares),
or in a randomly chosen (dark red diamonds) node. These
histograms were each obtained by combining 100 random re-
alizations of a 100-node network. Photon subtraction mainly
affects the tails of the distribution as seen in the histograms
and reflected in the variance and kurtosis. The emergent net-
works for m = 1 imprinted structures show power-law be-
haviour, which is reflected by high values of the kurtosis.

ton subtraction. When at least one of the vertices lies
beyond, the features of its emergent correlations are only
impacted via the denominator in Eq. (6). For the degree
statistics, this means that nodes at distances zero (point
of subtraction), one (nearest neighbours), and two (next-
to-nearest neighbours) are very differently affected by
photon subtraction than the remaining nodes. This mo-
tivates the choice to separate the nodes into four groups:
the nodes where the photons are subtracted (distance
0 ); their nearest neighbors (distance 1 ); the next-nearest
neighbors (distance 2 ); and all the remaining nodes (dis-
tance 3 or more).

As an example of such a distance analysis, we con-
sider in Fig. 13 four histograms corresponding to our four
chosen groups of nodes. A complementary quantitative
view can be obtained by studying the moments of these
distance-resolved histograms, as shown in the moments
of the degree distribution in Fig. 14 for imprinted WS
structures and in Fig. 15 for imprinted BA network. A
completely analogous analysis can be carried out for the
clustering coefficients.
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FIG. 12. Histograms (A) and moments (B) for the clustering
distributions of the same networks as Fig. 11, and the same
color coding. Photon subtractions increase the tails of the
distributions. Photon subtraction in a random node can cre-
ate high clustering coefficients for a reasonably small number
of modes.

The moments in Figs. 14 and 15 provide a range of
important insights. First, we find that degree distribu-
tion of nodes that lie beyond the next-nearest neighbors
(> 3) are generally unaltered by photon subtraction. A
notable exception is found for the imprinted BA network
with photon subtraction in a random node, where the
higher moments, i.e., skewness and kurtosis, for these
nodes are influenced. This is consistent with the idea
that, for an imprinted BA network with photon subtrac-
tion in a random node, the non-Gaussian effects are con-
fined to a smaller number of nodes, which in turn change
more drastically.

As a second observation, we find that the distance-
dependent effects in the skewness and kurtosis depend
strongly on the specific network-type and chosen param-
eters, in contrast to the mean and variance. This implies
that photon subtraction induces some general effects on
the bulk of degree distributions (as comprised by the first
two moments), while the effect on the finer structure (as
comprised by the higher moments) of the degree distri-
butions depends more strongly on the precise topology
of the imprinted networks.

As an important general effect, we find that both for
the nodes in which photons are subtracted (0 ) and their
next-nearest neighbors (2 ) the mean and variance of the
degree distribution always increase. The behaviour of the
nearest neighbors (1 ) is less systematic. For imprinted
BA networks with photon subtraction in a random ver-
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FIG. 13. Degree distribution of the emergent network of imprinted WS networks after the subtraction of ten photons, using
the same data as Fig. 9. Complete histograms (top) were each obtained by combining all the nodes of 74 random realizations
of a 100-node network (see also Fig. 9). Distance-resolved histograms (bottom) are obtained by grouping nodes based on their
network distance (in the imprinted network) to the node of photon subtraction. Network distance is indicated by color code and
labeled by a number (zero being the node of subtraction). Photon subtraction shifts the degree distribution to higher values
for the nodes of photon subtraction (distance 0 ) and those at distance 2. At distance 3 and beyond, the effects are negligible.
At distance 1 the distribution is affected in a non-trivial way depending on pWS. The value of pWS also influences the relative
importance of distance-induced features, e.g., for pWS = 0.05 we find a larger fraction of nodes at distance 3 or beyond.
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FIG. 14. Distance-resolved moments for the degree statistics
in the emergent photon-number correlation network, result-
ing from imprinted WS networks with rewiring probabilities
pWS = 0.05, pWS = 0.2, and pWS = 0.6. Gaussian states
(cyan) and ten-photon subtracted states (red). Photon sub-
traction mean and variance are affected in the same way for
all networks, showing that photon subtraction has the global
tendency of increasing the degree and widening the distribu-
tion of nodes up to distance 2. The effect on higher moments
depends on the value of pWS, showing that photon subtrac-
tion also affects the fine structure of the degree distribution
in a more subtle way that depends on the network topology.
At distance 3 and beyond we see no effect.
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FIG. 15. Distance-resolved moments for the degree statistics
in the emergent photon-number correlation network, result-
ing from imprinted BA networks with parameters m = 1 and
m = 2. Gaussian states (cyan) and ten-photon subtracted
states (red). The same observations hold as for the WS net-
works in Fig. 14, except for the distance 1 nodes in imprinted
structures with m = 1. The latter is explained in detail in
Sec. V B.



17

tex, the mean and variance are essentially unaltered for
the nearest neighbors. In contrast, for imprinted WS
networks, and the m = 2 BA network with photon sub-
traction in the node with highest connectivity, the mean
and variance increase for these nodes. For the imprinted
BA network with m = 1 and photon subtraction in the
node with highest connectivity, we find that the mean
and variance decrease after photon subtraction. Hence,
there must be other features in the topology of the im-
printed network that influence the degree distribution of
the nearest neighbors. These features will be laid out in
the following subsection.

B. Nearest neighbors (1) sub-networks

In Fig. 16 we show that the effect on the degree of a
nearest-neighbor node in the emergent correlation net-
work is influenced by the number of other nearest neigh-
bors it is connected to in the imprinted networks. This
highlights the importance of the topology of the distance-
1 sub-network, as compared to the total imprinted net-
work. Quantitatively, this connectivity can be obtained
by analyzing the nearest-neighbor sub-network, as high-
lighted in Fig. 17. When we analyze all the nearest-
neighbor sub-networks of our simulated WS networks, we
obtain the result in Fig. 16. The bottom row of figures
clearly shows that the degrees (in the emergent network)
of nearest neighbors are more strongly affected by photon
subtraction when these nodes have a higher number of
connections to other nearest neighbors. Thus, the differ-
ent shapes of the nearest neighbor distributions (1 ), for
different values of the rewiring probability pWS, can be
fully understood from the nearest neighbor sub-network
in the imprinted structure.

We note that photon subtraction shifts the histograms
which group nearest-neighbor nodes according to their
connectivity in the distance-1 sub-network to higher
mean values for higher connectivity. However, for nodes
that are not connected to other nearest neighbors, we
witness a slight decrease in the average degree due to
photon subtraction.

For pWS = 0.6 in Fig. 17, we observe a significant frac-
tion of nearest neighbors that are not connected to any
other nearest neighbors. This provides a sharp contrast
with the case for pWS = 0.05, where we observe that
networks tend to form clusters, such that nearest neigh-
bors are more likely to be connected to each other. From
Fig. 16, we can understand how these features of the im-
printed structure have a direct effect on the statistical
features of the emergent network.

Similar analyses have been carried out for the nearest
neighbor networks of all simulated classes of networks,
leading to the same results. A particularly striking case
is the BA network with m = 1: because these networks
are tree-like, nearest neighbors are never connected to
one another. This explains why in Fig. 15, for m = 1, the
means for nearest neighbors (1 ) are reduced by photon

subtraction. Moreover, we can now explain why the con-
tribution of the nearest-neighbor sub-network for photon
subtraction from the highest degree node for BA with
m = 2 is more important than in the case of subtraction
from a random node. In this latter case it is more likely
to select one of the isolated nodes with a surrounding
nearest-neighbor sub-network also characterized by low
connectivity. However, the analysis is not sufficient to ex-
plain why the next-nearest neighbors (2 ) are so strongly
affected by photon subtraction from a random node in
the BA network with m = 2.

VI. SUMMARY, DISCUSSION, AND OUTLOOK

In summary, we have addressed the question of how
emergent complexity arises from imprinted complexity in
continuous variable (CV) quantum networks. In particu-
lar, we have addressed the question of how localized non-
Gaussian features, a key feature of CV quantum tech-
nologies and quantum networks such as a future quan-
tum internet, spread through emergent network correla-
tions. Specifically, we used tools from complex network
theory to analyze emergent networks of photon-number
correlations that manifest in CV cluster states. These
cluster states were initially taken as Gaussian states, con-
structed by applying an imprinted network of entangling
CZ gates to a series of squeezed vacuum modes; non-
Gaussian states were then created via photon subtrac-
tion. We focused on the particular case in which these im-
printed networks of quantum gates were chosen to have a
complex network structure, implementing either a Watts-
Strogatz (WS) or Barabási-Albert (BA) model.

For Gaussian states that were created by imprinting
WS networks, we found that increased probability of
rewiring (and thus more randomness) in the imprinted
networks decreases the typical degree and clustering co-
efficient in the emergent correlation network. When BA
structures were imprinted, we found that emergent corre-
lation networks inherit heavy tails with a structure that
is strongly influenced by the number m of connections
added with every node in the BA preferential attach-
ment process. For tree networks (m = 1), the emergent
networks was found to inherit a power-law tail in its de-
gree statistics. In contrast, this power-law behavior was
not observed for m = 2.

We rendered the states non-Gaussian by subtracting
ten photons in a specific node of the system. The short
distance between the different nodes in the network guar-
anteed that the effect of photon subtraction spread far
throughout the state. We showed that network theory
methods are well-suited to characterize the resulting non-
Gaussian states, as photon subtraction was found to pro-
foundly change the structure of the emergent networks
(see Fig. 5 for an example). We quantified this effect
by comparing the distributions of the degrees and clus-
tering coefficients before and after photon subtraction.
Generally, we found that photon subtraction increased
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FIG. 16. Nearest-neighbor (1) degree distribution of the emergent network after the subtraction of ten photons, using the
same data as Fig. 13. Top row: complete nearest-neighbor histograms. Bottom row: histograms obtained by grouping nearest-
neighbor nodes based on the number of other nearest-neighbor nodes they are connected to in the nearest-neighbour sub-network.
The connectivity in the nearest-neighbor sub-network is highlighted by the nodes represented next to the histogram. Nearest
neighbors of the node of photon subtraction are more strongly affected by the non-Gaussian operation when they are connected
to other nearest neighbors. Nodes that are not connected to any other nearest neighbors (darkest purple) are shifted to lower
degrees as compared to the Gaussian distributions in Fig. 9.

the typical degree and clustering coefficient, as seen from
the mean, and increased the spread of these quantities as
characterized by a growing variance. However, we also
observed that the higher moments, and thus the finer
structure in the tails of the distributions, depended more
strongly on the network types and chosen parameters.
For BA imprinted networks, we found a strong variation
in behaviour of the emergent correlation network depend-
ing on whether the photons are subtracted from a hub
or a random node. This highlights the importance of
the local network topology in the vicinity of the node of
photon-subtraction.

We proceeded to dissect the structure of the emergent
correlation networks, based on the features of the im-
printed network. As a first step, in Sec. V A, we fil-
tered nodes in the emergent network based on their dis-
tance to the node of photon subtraction in the imprinted
network. Generally, we found that the photon subtrac-
tion increases the variance and the mean in the nodes of
photon subtraction (distance 0 ), while for next-nearest
neighbors (distance 2 ) the first two moments of nodes
that were further removed (distance > 3) remained un-
affected. However, the nearest neighbors (distance 1 )
in imprinted tree networks defied this global trend. In
Sec. V B we showed this is due to the particular structure
of the nearest-neighbor sub-networks that are extracted
from the imprinted network. When we further filtered
the nodes at distance 1 based on their connectivity to

other nodes at distance 1, we found that higher connec-
tivity led to a stronger increase in the typical degree due
to photon subtraction. In other words, nearest-neighbor
nodes were more strongly affected by photon subtraction
if they were connected to many other nearest-neighbour
nodes. In a tree network, nearest neighbours can never be
connected to other nearest neighbors, which slightly de-
creased the average degree in the correlation network for
the nodes at distance 1. The distance-resolved moment
analysis furthermore showed that the fine structure in the
tails of the distributions, as captured by higher moments,
does depend strongly on the network topology.

The structural features we uncovered help us under-
stand that the bulk features of emergent correlation
networks of imprinted tree structures are only slightly
impacted by photon subtraction. The effects that
do manifest are mainly observed in the tails of the
distribution, as seen in the moment analysis. The
difference between subtraction in a random vs. a
highly connected node is particularly interesting when
interpreted in the light of the network structure. Photon
subtraction is a finite resource to enhance correlations
in the system. On the one hand, in a node that is
correlated to only a small number of other nodes it
significantly increases correlations between this small
set of nodes, thus causing larger values to appear
in the tails. On the other hand, when a photon is
subtracted in a hub with very high number of nodes
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FIG. 17. WS networks obtained from rewiring a regular 1D
network, where every node is connected to its k = 5 near-
est neighbors, with rewiring probability pWS = 0.6 (top) and
pWS = 0.05 (bottom). The subtraction node is highlighted
in red, whereas the nearest neighbor sub-network is shown in
green. We thus illustrate that the value of pWS strongly influ-
ences the typical structure of the nearest-neighbor network,
which in turn strongly influences the relative importance of
the different histograms in the bottom row of Fig. 16.

correlated to it, the increase in correlations is spread out.

This work represents a first test of complex network
structures in the CV quantum regime under the appli-
cations of necessary non-Gaussian operations. We be-
lieve this investigation can be fruitful for making deci-
sions about the structure of future quantum technologies
on a large scale.

Moreover, complex network methods have proven use-
ful for the theoretical investigation of such classes of
states. Indeed, the characterization of highly multimode
non-Gaussian states is generally an arduous task, where
standard tools of CV quantum optics fall short. Typ-
ical experimental methods such as homodyne tomogra-
phy lack the necessary scaling properties to study these
systems, and theoretical constructs such as Wigner func-
tions become hard to handle. To overcome this problem,
one may look for global properties, e.g., Wigner nega-
tivity of the full multimode states [20]. Such global fea-
tures have the disadvantage that they gloss over the lo-
cal or neighborhood structures of the state, which are
essential in multi-partite quantum platforms. Our re-
sults show that network theory offers effective statistical
tools for studying these states. At present, we are un-
aware of any other method that allows us to describe the
physical features that we deduced for these large non-
Gaussian states. They offer us a road map for more de-
tailed bottom-up studies of particular features such as the
role of connections in the nearest-neighbor sub-network.
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Appendix A: Simulating cluster states and the
evaluation of photon-number correlations

1. Perfect matching

To execute the simulations presented in this article, we
generated random complex networks using the “python-
inetwork” library. From these randomly generated net-
works, we extracted the adjacency matrix A to gener-
ate the cluster state covariance matrices, as described
in Eq. (4). After generating the covariance matrix V
of a Gaussian network state, we used it to evaluate
the photon-number correlations [C]ij of Eq. (6) for the
photon-subtracted states in Eq. (5).

The main technique used to evaluate these correla-
tions relies on the properties of Gaussian quantum states.
We previously used this method to fully characterize
single-photon subtracted states in [16]. We illustrate
this method by highlighting the evaluation of the ele-
ment 〈n̂in̂j〉 in Eq. (6). For a photon-subtracted state
we find

〈n̂in̂j〉 =
tr[â†Sn

. . . â†S1
â†i â
†
j âj âiâS1

. . . âSn
ρ]

tr[â†Sn
. . . â†S1

âS1
. . . âSn

ρ]
, (A1)

where ρ denotes the density matrix of the Gaussian net-
work state and i 6= j. We then use a general property for
Gaussian states, that allows us to express

tr[â†Sn
. . . â†S1

â†i â
†
j âj âiâS1 . . . âSnρ] (A2)

=
∑
P

∏
{p1,p2}∈P

tr[â#p1
â#p2

ρ],

where we introduce the label P to denote a “perfect
matching.” A perfect matching means any way of di-
viding a set up into pairs, while maintaining the order.
When we consider, for example the set {1, 2, 3, 4}, one
possible perfect matching would be {{1, 3}, {2, 4}}. In
this example, the notation {p1, p2} ∈ P refers to {1, 3}
and {2, 4}. In Eq. (A2), these perfect matchings are
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used to split the set of creation and annihilation opera-

tors, â†Sn
. . . â†S1

â†i â
†
j âj âiâS1

. . . âSn
, in pairs: In total, we

have 2n + 4 creation and annihilation operators, which
we can associate with a set of indices {1, . . . , 2n + 4}.
The sum over P runs over all possible perfect match-
ings of this index set. For every given perfect match-
ing P, we then multiply all the quantities tr[â#p1

â#p2
ρ] for

the different paired indices {p1, p2} ∈ P. The quan-
tities p1 and p2 are indices in the index set, and the
quantity â#pj

denotes the creation or annihilation oper-
ator that occurs at the pjth position in the product

â†Sn
. . . â†S1

â†i â
†
j âj âiâS1 . . . âSn . Let us list some examples:

tr[â#1 â
#
2 ρ] = tr[â†S1

â†S2
ρ], tr[â#2 â

#
n+3ρ] = tr[â†S2

âjρ], and

tr[â#1 â
#
n+5ρ] = tr[â†S1

âS1
ρ].

What remains is now to evaluate the quantities
tr[â#p1

â#p2
ρ], and this can be done directly via the covari-

ance matrix V , by expressing the creation and annihi-
lation operators in terms of quadrature operators (see
also [16, 97] for more details). We find the following
identities:

tr[â†j â
†
kρ] =

1

4
[Vjk − Vj+N ,k+N − i(Vj ,k+N + Vj+N ,k)],

(A3)

tr[âj âkρ] =
1

4
[Vjk − Vj+N ,k+N + i(Vj ,k+N + Vj+N ,k)],

(A4)

tr[â†j âkρ] =
1

4
[Vjk + Vj+N ,k+N + i(Vj ,k+N − Vj+N ,k)− 2δjk].

(A5)

These identities are expressed in the mode basis that cor-
responds to the nodes of the network state.

Using Eqs. (4) and (A3)-(A5), we can calculate the
weighted adjacency matrix of the emergent network, Aij .
In principle, it is possible to calculate Aij for both the
cluster state as well as the photon-subtracted state. How-
ever, as we will show, it is exponentially difficult to write
a closed-form expression for Aij in the photon-subtracted
state. Below, we will first calculate Aij in the cluster
state. Then we discuss the photon-subtracted case.

2. Gaussian state

Since the cluster state ρ is Gaussian, one can evaluate
the connected correlation cij ≡ tr[n̂in̂jρ]− tr[n̂iρ]tr[n̂jρ]
by applying Eq. (A2). Only two terms remain, giving

cij = tr[â†i âjρ]tr[âiâ
†
jρ] + tr[â†i â

†
jρ]tr[âiâjρ]. (A6)

Each term on the right hand side of Eq. (A6) can be
evaluated using Eqs. (4) and (A3)-(A5).

For i 6= j, we have

tr[â†i âjρ] = s(A2)ij/4,

tr[âiâ
†
jρ] = s(A2)ij/4,

tr[â†i â
†
jρ] = −(s(A2)ij − 2isAij)/4,

tr[âiâjρ] = −(s(A2)ij + 2isAij)/4. (A7)

Therefore

cij =
s2

8

(
(A2)2ij + 2Aij

)
(A8)

where we used that (Aij)
2 = Aij .

For i = j, we have

tr[â†i âiρ] = (s+ 1/s+ sDi − 2) /4,

tr[âiâ
†
iρ] = (s+ 1/s+ sDi + 2) /4,

tr[â†i â
†
iρ] = (s− 1/s− sDi) /4,

tr[âiâiρ] = (s− 1/s− sDi) /4, (A9)

where we used that Aii = 0 and (A2)ii = Di. Therefore

cii =
1

8

(
s2 +

1

s2
+ s2(Di)

2 + 2Di − 2

)
. (A10)

One obtains Eq. (10) in the main text from Eqs. (A8)
and (A10), where cii is denoted in the main text as
N(s,Di).

3. Photon-subtracted states

For photon-subtracted states, the correlations quickly
become hard to evaluate. At the basis of this complex-
ity lies the appearance of perfect matchings in Eq. (A2).
Finding all possible perfect matchings is a computation-
ally hard problem that belongs to the complexity class
#P . It is also the problem which lies at the basis of the
hardness of Gaussian Boson Sampling. Hence, when the
number of subtracted photons grows, correlation func-
tions quickly become practically impossible to evaluate.

Generally speaking, the best algorithms for evaluat-
ing Eq. (A2) use recursive techniques. In our work, we
greatly simplify this computational problem by subtract-
ing all the photons in the same mode, i.e., S1 = · · · =
Sn = S. In this case, expression (A1) for 〈n̂in̂j〉 only
contains creation and annihilation operators in three dif-
ferent modes. This greatly limits the different possible
factors tr[â#p1

â#p2
ρ] that can appear in Eq. (A2). Many

different partitions will lead to equivalent contributions.
The problem thus reduces to that of identifying all the
different classes of partitions, evaluating the contribu-
tion, and counting the multiplicity.

Once we subtract more than three photons, the to-
tal number of different classes of terms remains fixed.
We evaluated these by hand and counted a total of 43
classes, each appearing with a certain multiplicity. The
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correlation networks are then calculated by evaluating
the contribution by multiplying relevant quantities given
by Eqs. (A3) - (A5) for each of these 43 classes. Then
we multiply each contribution with the right multiplic-
ity, which depends on the number of subtractions and
can be calculated through combinatorics. The quantities
〈n̂i〉 are evaluated using the same method. For more de-
tails, we refer to the code that was used to carry out the
simulations [96].

Appendix B: Correlations unaffected by photon
subtraction

In this section of the appendix, we prove a general re-
sult for correlations in n-photon subtracted states: pho-
ton subtraction can only change the covariance between
observables, if both observables are initially correlated to
the mode in which the photons are subtracted.

Assume that we subtract n photons from Gaussian
state ρ in a mode with label S and associated annihi-
lation operator âS . We denote the algebra of observables
Anear as those observables which are “near to S” in the
sense that Anear is generated by observables âk and â†k
for which either tr[[ρ]â†kâS ] 6= 0 or tr[[ρ]âkâS ] 6= 0. Fol-
lowing Eqs. (A3)-(A5) we can equivalently define Anear

as the algebra of observables restricted to the modes with
labels k for which the matrix(

VSk VS k+N

VS+N k VS+N k+N

)
6=
(

0 0
0 0

)
(B1)

We then define Afar as the complement of Anear in the
sense that Anear ⊗ Afar = A, where A is the full algebra
of observables on the N -mode Fock space that describes
the entire system.

Theorem B.1. For any observable X̂ ∈ Anear and an-
other arbitrary observable Ŷ ∈ Afar, it holds that

〈X̂Ŷ 〉 − 〈X̂〉〈Ŷ 〉 = tr[X̂Ŷ ρ]− tr[X̂ρ]tr[Ŷ ρ], (B2)

where 〈. . .〉 denotes the expectation value in the n-photon
subtracted state and tr[. . . ρ] is the expectation value in
the initial Gaussian state.

Proof. We first of all use that every observable X̂ ∈ Anear

can be arbitrarily well approximated by a polynomial in
creation and annihilation operators in Anear. This im-
plies that

X̂ =

∞∑
j=0

∑
k

cj,kâ
#
1,k . . . â

#
j,k, (B3)

where â#1,k can either be a creation or an annihilation
operator. The sum over k takes into account that there
are many possible products of creation and annihilation
operators, also known as Wick monomials, of length j.

And similarly for Ŷ we find

Ŷ =

∞∑
j=0

∑
k

cj,k b̂
#
1,k . . . b̂

#
j,k, (B4)

To highlight that the creation and annihilation operators
that build X̂ and Ŷ have different supports, we have
noted the the creation and annihilation operators for Afar

as {b#j,k}.
The fact that any observable can be written as a series

expansion of creation and annihilation operators implies
that our theorem can be proven by proving that

〈â#1 . . . â
#
j b̂

#
1 . . . b̂

#
j′〉 − 〈â

#
1 . . . â

#
j 〉〈b̂

#
1 . . . b̂

#
j′〉

= tr[â#1 . . . â
#
j b̂

#
1 . . . b̂

#
j′ρ]− tr[â#1 . . . â

#
j ρ]tr[b̂#1 . . . b̂

#
j′ρ],

(B5)

First of all, let us consider the term

〈b̂#1 . . . b̂
#
j′〉 =

tr
[(
â†S

)n
b̂#1 . . . b̂

#
j′ (âS)

n
ρ
]

tr
[(
â†S

)n
(âS)

n
ρ
] (B6)

Because b̂#1 , . . . , b̂
#
j′ ∈ Afar, we find that tr[[ρ]b̂†kâS ] = 0

and tr[[ρ]b̂kâS ] = 0. An application of Eq.(A2) than
shows that

tr
[(
â†S

)n
b̂#1 . . . b̂

#
j′ (âS)

n
ρ
]

= tr
[(
â†S

)n
(âS)

n
ρ
]

tr
[
b̂#1 . . . b̂

#
j′ρ
] (B7)

When we then take into account the denominator in
Eq.(B6), we find

〈b̂#1 . . . b̂
#
j′〉 = tr

[
b̂#1 . . . b̂

#
j′ρ
]
, (B8)

it automatically follows that 〈Ŷ 〉 = tr[Ŷ ρ].

The expectation value 〈â#1 . . . â
#
j 〉 is much more intri-

cate to evaluate since by construction either tr[[ρ]â†kâS ] 6=
0 or tr[[ρ]âkâS ] 6= 0. We then find

tr[
(
â†S

)n
â#1 . . . â

#
j (âS)

n
ρ] =

∑
P

∏
{p1,p2}∈P

tr[â#p1
â#p2

ρ]

= tr
[(
â†S

)n
(âS)

n
ρ
]

tr
[
â#1 . . . â

#
j ρ
]

+ cross terms.

(B9)

We therefore find that

〈â#1 . . . â
#
j 〉 =tr

[
â#1 . . . â

#
j ρ
]

+ T. (B10)

The cross terms T contain expectation values that com-
bine creation or annihilation operators of the Wick mono-

mial â#1 . . . â
#
j with either âS or â†S as obtained from the

perfect matching [Eq. (B9)]. For what follows, it is useful
to explicitly identify these cross terms as

T =〈â#1 . . . â
#
j 〉 − tr

[
â#1 . . . â

#
j ρ
]
. (B11)
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Finally, we can now consider 〈â#1 . . . â
#
j b̂

#
1 . . . b̂

#
j′〉 and

apply many of the same lines of reasoning. We express

tr[
(
â†S

)n
â#1 . . . â

#
j b̂

#
1 . . . b̂

#
j′ (âS)

n
ρ] (B12)

=
∑
P

∏
{p1,p2}∈P

tr[â#p1
â#p2

ρ],

where â#pi
can either be a creation/annihilation opera-

tor of the type â or of the type b̂. A wide variety of
terms will appear in the set of perfect matchings [Eq.
(B12)]. Generally speaking, we have the terms related

to â#1 . . . â
#
j , those related to photon subtraction, i.e., âS

or â†S , and those related to b̂#1 . . . b̂
#
j′ . The crucial ele-

ment is that tr[[ρ]b̂†kâS ] = 0 and tr[[ρ]b̂kâS ] = 0, which
implies that any perfect matching that matches a sub-

traction operator âS or â†S with a creation or annihila-

tion operator that originates from b̂#1 . . . b̂
#
j′ vanishes. In

other words, the subtraction operators âS or â†S can be
matched only with creation and annihilation operators
that live on Anear. This implies that we can rewrite

tr[
(
â†S

)n
â#1 . . . â

#
j b̂

#
1 . . . b̂

#
j′ (âS)

n
ρ]

tr
[(
â†S

)n
(âS)

n
ρ
]

=tr[â#1 . . . â
#
j b̂

#
1 . . . b̂

#
j′ρ]

+
tr[b̂#1 . . . b̂

#
j′ρ]tr[

(
â†S

)n
â#1 . . . â

#
j (âS)

n
ρ]

tr
[(
â†S

)n
(âS)

n
ρ
]

− tr[â#1 . . . â
#
j ρ]tr[b̂#1 . . . b̂

#
j′ρ]

=tr[â#1 . . . â
#
j b̂

#
1 . . . b̂

#
j′ρ] + tr[b̂#1 . . . b̂

#
j′ρ]〈â#1 . . . â

#
j 〉

− tr[â#1 . . . â
#
j ρ]tr[b̂#1 . . . b̂

#
j′ρ].

(B13)

where the term tr[â#1 . . . â
#
j ρ]tr[b̂#1 . . . b̂

#
j′ρ] is subtracted

to avoid double counting. We can then use the definition
of the cross terms (B11) to write

〈â#1 . . . â
#
j b̂

#
1 . . . b̂

#
j′〉 =tr[â#1 . . . â

#
j b̂

#
1 . . . b̂

#
j′ρ]

+ T tr[b̂#1 . . . b̂
#
j′ρ].

(B14)

This provides us with the final ingredient we need to
complete the proof.

When the results (B8), (B10), and (B14) are combined,
we find that all terms proportional to T drop out. As
such, we find indeed that the identity (B5) holds. Be-
cause the identity holds for all possible Wick monomials,
it follows that

〈X̂Ŷ 〉 − 〈X̂〉〈Ŷ 〉 = tr[X̂Ŷ ρ]− tr[X̂ρ]tr[Ŷ ρ], (B15)

for any par of observables X̂ ∈ Anear and Ŷ ∈ Afar.

In full analogy, one can prove a second theorem
Theorem B.2. For any observables X̂, Ŷ ∈ Afar, it
holds that

〈X̂Ŷ 〉 − 〈X̂〉〈Ŷ 〉 = tr[X̂Ŷ ρ]− tr[X̂ρ]tr[Ŷ ρ], (B16)

where 〈. . .〉 denotes the expectation value in the n-photon
subtracted state and tr[. . . ρ] is the expectation value in
the initial Gaussian state.

Proof. The proof is fully analogous to Theorem B.1. The
only modification it that in the present case the cross
terms all vanish, such that T = 0.

Appendix C: Moment analysis

To provide a complementary quantitative grasp on the
statistics of the degrees and clustering coefficients of the
emergent networks of photon-number correlations as de-
fined in Eq. (6), we analyzed the moments of these dis-
tributions. More specifically, we considered the first four
non-trivial moments: mean, variance, skew, and kurtosis.
For an arbitrary stochastic variable X, these quantities
are defined as

Mean = E[X], (C1)

Variance = E[(X − E[X])2], (C2)

Skewness =
E[(X − E[X])3]

E[(X − E[X])2]3/2
, (C3)

Kurtosis =
E[(X − E[X])4]

E[(X − E[X])2]2
, (C4)

and thus they can be estimated from the data. Further-
more, we used error propagation methods to estimate the
standard statistical error on each of these quantities.
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[3] R. Orús, Tensor networks for complex quantum systems,

Nature Reviews Physics 1, 538 (2019).
[4] E. Chitambar and G. Gour, Quantum resource theories,

Rev. Mod. Phys. 91, 025001 (2019).

https://doi.org/10.1038/nature15750
https://doi.org/10.1038/nature15750
https://doi.org/https://doi.org/10.1016/j.physrep.2016.06.008
https://doi.org/10.1038/s42254-019-0086-7
https://doi.org/10.1103/RevModPhys.91.025001


23

[5] G. Carleo, I. Cirac, K. Cranmer, L. Daudet, M. Schuld,
N. Tishby, L. Vogt-Maranto, and L. Zdeborová, Machine
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and M. Zwierlein, Quantum simulators: Architectures
and opportunities, PRX Quantum 2, 017003 (2021).

[54] J. Roslund, R. Medeiros de Araújo, S. Jiang, C. Fabre,
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