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Abstract—Ocean wave energy is a renewable energy
which remains costly for large-scale electricity gener-
ation. The oscillating water column (OWC) is a wave
energy converter (WEC) device-type with a rectifying
air turbine and generator which convert alternating
airflow induced by the water motion into kinetic
energy then to electric energy. Although the OWC
is a promising device-type, there are still several
challenges to overcome to achieve commercial energy
production. Capital cost, of which mooring lines and
power transmission cables contribute significantly, is
one major challenge. To reduce this cost, developers
can deploy multiple devices close to each other in
WEC parks. Applying control at each stage of energy
conversion to increase the electric energy output of
the devices and ensure a safe operation, can reduce
the levelized cost of energy and cost associated
with maintenance. Herein, we first present a state-
space model of a park of seven hydrodynamically
interacting floating OWCs in all degrees of freedom
with nonlinear PTO dynamics and a shared, quasi-
static mooring model. The electric power flow is
modeled by considering the conversion losses from
the AC generators over a DC link, including a storage
unit to the grid connection. Secondly, we express the
OWC park from a higher hierarchical level as an
automaton driven by discrete events. Finally, we use
a standard supervisory control approach to enable
different local control schemes to ensure a safe
operation of the individual WEC and the park and to
improve the efficiency of the electromagnetic energy
conversion. The supervisor has good adaptability
potential for different WECs and the incorporation
of safety mechanisms.

Index Terms—Array, Automaton, Discrete Event,
Floating Oscillating Water Column, Hierarchical
Control, Wave to Wire Model.

I. INTRODUCTION

AVE energy converter (WEC) researchers
and developers continue to work to im-
prove the viability of the technology as a source
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of near-zero emission electricity. Recently, sup-
port for work in wave energy technology de-
velopment for non-grid-scale applications has in-
creased due to the many pressing challenges pre-
sented by climate change, including water short-
ages, ocean acidification, and rising sea levels.
Emerging market wave energy applications are
also attractive as a stepping stone toward gird-
scale deployment, the costs and risk of which
still remain too high. In addition to new path-
ways, wave energy researchers continue to find
ways to drive down costs, improve performance,
and ensure safety, reliability, and acceptability of
grid-scale devices. Control design has long been
and continues to be one of the primary areas of
research for reaching those goals [1]. The purpose
of the control algorithms is almost always to
maximize energy absorption from the incoming
waves, subject to the WEC dynamics and the
physical limitations of the device and the actua-
tors [2]. Recently, there has been a drive to reduce
algorithm complexity by, for example, avoiding
excitation force estimation or forecasting and cir-
cumventing online numerical optimization, both
of which require complex computations by the
controller at every time step [3]. Another chal-
lenge for control arises when the wave resource
exceeds the rated device power. In wind turbines,
this is dealt with by blade pitch control to the
shed power [4]. For WECs shedding strategies
would be strongly dependent on the archetype
[3]. One type of WEC where such strategies are
possible is the oscillating water column (OWC)
WEC. The OWC can shed power by closing
an additional valve, called the high speed stop
valve (HSSV) [5]. But, there is minimal research
in WEC control that addresses multiple control
challenges at once, such as shedding power at
some times, while maximizing power at other
times.

The OWCs are a promising device-type because
of their simplicity. Under normal operation, the
power take off (PTO) does not come in contact
with water. Instead, the rectifying air turbine
and the water column enclose an air chamber.
The turbine and (typically) a directly connected
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generator convert the alternating airflow induced
by the water motion into kinetic energy, then to
electric energy. Although, there is potential for
low-power single OWC applications [6], floating
point-absorber type OWCs are also a great can-
didate to deploy in parks. For grid-scale elec-
tricity production, parks of WECs seem more
viable compared to single huge device due to
benefits like modularity and deployability, and
the ability to share mooring systems, thereby
reducing the high cost for bottom mooring lines
[7]. We design our control schemes based on
a case study of data publicly available of the
IDOM Marmok A-5 spar-buoy OWC [8]. This
floating OWC has been successfully deployed
for three years at the BiMEP test site (Basque
Country, Spain) within the H2020 OPERA Project
(http:/ /opera-h2020.eu/). We select the biradial
turbine for this work and assume an HSSV is
installed in front of the turbine [9]. We assume a
WEC park of seven devices placed in an equilat-
eral hexagon with one WEC in the center, as first
suggested by Vicente et al. [10]. We will call the
equilateral triangle array, which is oriented off
shore (negative surge axis in Fig. 1) the server
array and the 4 WECs surrounding the center
WEC, with z > 0, the clients when it comes
to reference following. The server array has the
benefit that it can pass on information about the
incoming waves to the client WECs without the
need for wave prediction [4].

In this paper, we first develop a detailed floating
OWC park simulation model in state space form.
Then, we describe the WEC park as a discrete
event system. Last, we design a supervisory
controller that sits on a higher hierarchical level
than the local controllers governing the energy
conversion. We follow the standard supervisory
control approach previously used for the control
of wind power systems [11]. The control design
is based on the knowledge of the two proceeding
models. The supervisor will automatically enable
and disable local controllers based on the current
operating regime. Other hierarchical control ap-
proaches for WECs are focused on reducing the
sensitivity to modelling errors while maximizing
energy conversion [12], or for reference gener-
ation [13]. We want to achieve a more holistic
approach, trying to efficiently convert energy
in all kinds of operating regions and shedding
power when necessary.

II. MODELLING

The main purpose for the state space model of
the entire OWC park is to simulate the WEC
response in the time domain. The physical mean-
ing of the state space states is helpful for deter-
mining the discrete states when looking at the

park from a higher level for the discrete event
model in Sec. II-E. To describe the current state of
the WEC park, we start with the position vector

Lpos,i = [xi Yi %z Tf r? Tiz Z?]T’ (1)
which contains the displacements x; (surge), v;
(sway), #z; (heave) and the rotations about the
respective axis r¥ (roll), r/ (pitch), r7 (yaw)
expressed in a inertial (world-fixed) coordinate
frame for WEC i. The last entry in (1) is the heave
position of the imaginary piston representing the
water column inside the WEC z!. To express the
dynamics of a WEC, a body-fixed reference frame
should be used, since the inertial properties of
the WEC remain constant in time in this frame
[14]. We use the linear mapping J,; at every
time step to correct for the translations and rota-
tions between body frame ( ~ ) and world frame,
namely

X X I3 X X X sp1 T
Lvel,i :JT,Z' [1'1 Yi  Zi Ti’r T,;U Tiz Zf] (2)
ivel,i
R’r’i O3X3 0
with, J,; = [0*? T, 0

i
013 03 cosrY cosr?

®)

Here R,; the intrinsic rotation matrix about
rZ, r¥, r! is applied to the transnational veloc-
ities. The rotation,
cos ¥ tanr!
1 T
—sinr] 4)
cosrf [ cosr!

1 sinrf tanr!
J— xr
T,.;,=10 COS T
: x Y
0 sinrf/cosr;

is applied to the rotational velocities [14]. The last
entry of (3) governs the pistons heave velocity
inside the potentially rotated WEC.

A. Wave Body Interactions

The hydrodynamic model of the WEC park is
based on linear water wave theory and described
in more detail in our prior work [15]. In order to
extend our case study from an array of three de-
vices to the WEC park with seven devices we had
to remove the imaginary water column represen-
tation in the boundary element solver, ANSYS
Aqwa, to obey the mesh elements constraints.
As part of the post-processing, we combine the
hydrodynamic coefficients in all six degrees of
freedom (DoF) of the seven buoys with the
heave characteristics of the imaginary full water
columns previously identified [15]. A detailed
study on the combination exceeds the scope of
this paper. We make practical corrections with
nonlinear forces to mitigate the limitations of the
linear approach, such as the viscous drag force,
mooring force and the nonlinear force connecting
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Fig. 1. WEC park and mooring configuration at calm sea. The heave axis aspect ratio is not equal to the surge and sway axis.

the buoy and it’s water column due to the air
pressure inside the chamber. Now, taking into
account that the forces act along the time varying
body axes, we can formulate Cummins equation
in our notation,

Boets = ML (FI+FY 4 PO 4 PR 4 FP 4 FYP)

()
Here M; ' denotes the inertia matrix, containing
the added mass and body i to body i interactions.
The considered generalized forces vectors F'; on
WEC ¢ are composed out a linear force vector
and rotational torque vector.

F™ The hydrostatic restoring force vector (Fol-
lowing Oikonomou et al. [16]).

FM The mooring force vector due to mooring
connection with the sea floor and the inter
body moorings (Sec.II-Al). No mooring is
connected to the imaginary piston.

F®™ The excitation force vector accounts for all
incident waves on the body. The extension
to six DoF is trivial if the hydrodynamic ex-
citation force coefficients are available [17].

F® The radiation force vector, including inter-
actions with the motion of other bodies in
the park. Results from solving the radiation
problem, approximated with a linear state
space model. We neglect many radiation in-
teractions between spatially distinct WECs,
if the magnitude off the radiation impulse
response function is below a somewhat ar-
bitrary threshold.

F*T© The force vector due to the pressure
change in the chamber induced by the tur-
bine/generator dynamics. Acting in oppo-
site direction for buoy and OWC (Sec. II-B).

FYP The viscous drag force vector based on the
common assumption of a constant drag coef-
ficient following the semi-empirical Morison
equation.

Giorgi et al. model with more hydrodynamic

detail, e.g. nonlinear Froude-Krylov and Cori-

olis force and consequently are able to detect

parametric resonance [14]. In the model that we
present, we did not observe parametric reso-
nance, although the respective degrees of free-
dom are coupled. However, note that our focus is
on our control-oriented notation of the dynamics
and not detailed nonlinear hydrodynamics.

1) Mooring Model: In this work we use a quasi-
static mooring model. A quasi-static model can
capture some of the nonlinear mooring behavior,
but neglects the line motion itself [18]. Giorgi et
al. present a compact description of the nonlinear
equations to model a bottom mooring line [14].
Such a mooring line is illustrated in Fig 1 in
orange. The line is composed of three straight
lines, with lengths L, Ly, L3 and a jumper (dia-
mond) and clump weight (circle) in between. We
use this type of mooring for the bottom mooring
lines, due to its capability to station keep without
significantly limiting the heave motion [19]. For
simplicity, the mooring line is projected in a
plane cutting through the anchor on the sea floor
(square) and the buoy, so that we can use the
horizontal distance h(t) and the vertical distance
z(t) to numerically compute the tension of the
cable at the buoy 7;, and the anker T;,. We restate
the slightly recasted equation system [14], with
the vertical and horizontal force balance

0 =T} sinag — wL(L1 + Lo + L’;)
— Fc + By — Thcosag 6)
0 =Ty cosag — T, cosay. 7)

Followed by a torque balance,
0 =T} cos azz(t) — Tj sin agh(t)

+ wi,

Li
COS (1 7 + L1L2 + L2L3

L2 L2
+ cos g (72 + L2L3> + cos as 73]

(8)
+cosay Ly (Fc — Fj) + cos o Fe,
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and lastly two equations imposing geometrical
constraints,

0 =cosayL; + cosaaLs + cosasls — h(t) (9)
0=sina;L; +sinagLs +sinagLs — 2(t). (10)

Here the unknowns o, a2, a3 denote the angle
between the respective line L;, Ls, L3 and the
horizontal plane. The weight force and buoyancy
force of the clump weight and the jumper are de-
noted Fc and Fj respectively. In the time domain
simulation, we only solve the system egs. (6)
to (10) every 0.1s to and hold the value to save
computation time. We use the previous solution
as initial guess for the nonlinear equation solver
to further decrease the computation time. For the
inter body (IB) mooring lines, we assume two
lines with length L1 and weight per unit length
wip and a single weight force Fig between a buoy-
buoy connection. The vertical force and torque
balance,

0 = — Tig, sinagp, — 2wigLig — Fc18 + 1iB, sin ays,
(1)

L2
0=— wlg% (3 cos aqp, + cos ap,) — Fc 1 cos agp,

+ Tig, (sin cup, i (t) — cos ap, 218 (t)) (12)

are a function of the horizontal and vertical
distance between two IB moored buoys hig(t)
and zj(t). If we assume that the IB lines do
not change their length, we can explicitly solve
for the angles to the horizontal ag,, s, with
trigonometry. Consequently, we calculate the ten-
sions Tig, , 1ig, at the ends of the IB mooring lines
analytically, with

-1
Ti, | _ | —sB, SIB, )
Tig, 0 siB, hiB(t) — ciB, 218 (%)

l 2w Lig + FcB 1

2
’U)IB% (3cip, + aB,) + Fe s, Lis
(13)

In (13) we used s = sinag and cg = cos ap
for brevity. Finally, we compute the mooring
force vector F' by mapping the mooring lines
tensions into the body fixed reference frame and
adding up the force and torque components.

B. Power Take Off Model

We would like to identify the instantaneous rel-
ative chamber pressure z,- ;(t), to quantify the
force acting in opposite direction on buoy and
internal water column, namely,

FI0 = paSowcmy- i(t). (14)

Here, p,: denotes the atmospheric pressure and
Sowc the surface of the internal water column.

2l |
— P P ;
Z 06 g ‘ HSSY
z 2 42 9’*-*‘2%9 ° 04
S04 2 07 |G nen gl = 05
Z02 v ®e0000005085|| « (.7
& &
g & 1
0 £ 0k
0 2 4 0 2 4
. turbine pressure head () turbine pressure head ()
.z
5 5 0.8
&2
é = 0.6
= =
=T R
F_‘_ P 0.4
g% 0.2
g
=5
g 0

0 0l 0.3 0.5 0.7 09 1
rot. speed / max. generator rot. speed ()

Fig. 2. Top: Dimensionless turbine characteristics as a func-
tion of the dimensionless pressure head and the position
of the HSSV ppsgy. Bottom: Generator efficiency map as a
function of the turbine-generator sets rotational speed and
generator (control) torque [21].

Air compressibility introduces nonlinearities to
the OWC dynamics which are modeled in de-
tail together with the dynamics of the biradial
turbine in [9]. Based on a mass balance of the
air chamber, assuming that air acts as a per-
fect gas when expanding and compressing, the
change rate of the relative chamber pressure
&p+ ;(t) results in a function of the instantaneous
chamber volume, the change rate of the cam-
ber volume and the airflow through the turbine
i, (t). Consequently, the heave position of the
buoy and piston and their velocity directly affect
the energy contained air chamber,

e i(t) = fyr (rcpos(k:), Zealk), 1 <t)) . as)

with k = 3+ 6(i — 1). To identify 7, (t), we need
the turbine/generator set dynamics in terms of
angular rotational speed zq ;(t),

to(t) = %(Tturbi — Tyen, — Bra,i). (16)
Here J is the composite moment of inertia (MOI)
of the i" turbine/generator set, B is a constant
that models viscous friction losses. The instan-
taneous torque induced by the air pressure of
the air flow through the i™ turbine Thurb,;, Will be
called turbine torque and Tgen, denotes the in-
stantaneous generator torques of the i" WEC. In
this work we identify the turbine torque with the
experimentally obtained performance character-
istics of the biradial turbine, illustrated in Fig. 2,
as in [20]. Those characteristics are a function of
the dimensionless turbine pressure head, which
itself is a function of xq ;(t) and zp+;(t), and a
function of the position of the HSSV ppssy. We do

21034



FIRST-AUTHOR-SURNAME et al.: PAPER-TITLE

## 3 phase power
------ DC link

_ _. Highvoltage
transmission line
Grid
transmission

T ;(7 coas_l T ("

Squirrel cage
generator

Energy storage
AC-DC rectifier
DC-AC inverter

Fig. 3. Electric power flow model of the WEC park.

20

not model the detailed generator current equa-
tions since the generator electromagnetic dynam-
ics are much faster than the system dynamics of
the WEC. Instead, we use the empirical data of
the generator efficiency 7gen of a SIEMENS IEC
low-voltage electrical generator model 1LE1603-
2AB53-4GB4-Z [20], [21], illustrated in Fig. 2. We
also assume that the generator is run in torque
mode and we always receive Tgen; commanded
by the drive. Now we can state the alternating
current (AC) electric power,

AC
Pelec,z‘ = 77gen,i|Tgen,i

z0,i(t) (17)
Lastly, let us define the control inputs

Ugen,i = Tgen,ia and (18)

upssv,; = pHssv,i, € [0,1]. (19)

After the electromechanical power conversion
of the generator, we draw an artificial system
boundary, since the following electric energy
conversion dynamics do not interact with the
WECs" hydrodynamics.

C. Electric Power Flow Model

The next steps in the power conversion chain
happen with much faster dynamics than the
WEC motion. Consequently, we do not model the
switching dynamics of power electronics (PE).
Instead, we work with constant efficiencies to
account for power dissipation. The electric com-
ponents and connections are illustrated in Fig. 3.
We assume that every single WEC has the PE
to convert from AC to direct current (DC), with
round trip efficiency 7pg, hence

PDC _ {anPe?e(é,N for PAC >0

elec,i — (20)
Pel?ecc,i/nPE’ for PAC < 0.

elec,i

elec,i —

Next, we model a DC-link so that the power
can flow freely between the different WECs in

the park. This enables the use of the squirrel
cage generator in motor mode, e.g. for reference
speed following. The power necessary to turn
one WEC’s turbine could come from another
WEC which is generating at that moment. The
high current cables could, for example, go along
the IB mooring lines. Furthermore, the DC-link
is directly connected to a storage medium and
it is connected to the grid via an inverter with
efficiency npg,v, The instantaneous power of the
link is therefore,

Pink = Y _ Phe: — Poad (21)

If the grid load power PFq can be met by
the aggregated power of the individuals WECs
Bk > 0. On the other hand, if the load is not met
the differences need to come from the storage
medium with efficiency nsm. We use the state of
charge zc of the battery as the last state space
state, with it’s change rate being

for Bijn > 0

(22)
for Pin < 0.

TsoCc =

1 Nsm Plink,
Weated | P /nsm,

Here Wsy denotes the rated storage capacity of
the battery. Since we can assume that the amount
of grid power transmission is controllable , we
can define the last input,

Uload = Pload~ (23)

This finalizes the power conversion chain from
wave to wire.

D. OWC Park State Space Simulation Model

We transform the equations above to represent
them in the state space with variable vector , i.e.

‘X:POS J'r‘)zvel
2 -1
. Xvel (M) ! f(:l:)
T=| &y | = fp+ (@, unssy) (24)
T fk(wp*va:QaUgEH)
Tsoc fsm (T, Ugen, Uload)

Note that script letters represent concatenated
vectors and matrices to include all vectors i €
[1;7]. The inertial matrix (M)~ contains entries
connecting spatially distinct WECs due to the
added mass components. Further cross body in-
teracions originate from the mooring force and
the radiation force, hidden in F(x). The pres-
sure, rotational speed and charge states change
rates in (24) are presented as functions of their
major drivers, but follow egs. (15), (16) and (22)
respectively.
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Fig. 4. Discrete event model of the WEC park G.

E. Discrete Event Model OWC Park

A supervisory control based on the concept
of discrete-event systems (DES) naturally yields
a hierarchical structure. Each level of control
causes an allowable range of operation for the
lower levels [22]. The DES itself evolves with the
occurrence of events [23]. One example type of
event would be if the generator exceeds its max-
imal admissible rotational speed. When looking
at the state space time domain simulation model
from this perspective, the continuous dynamics
between events are unimportant. The discrete
states from the set Q of a DES should not be
confused with state space states with a clear
physical meaning. The discrete states describe an
operating regime of the WEC. The possible paths
of discrete states via events is illustrated in Fig.
4 for the entire (controlled) WEC park.

1) OWC Park Automaton: The Automaton G; de-
scribes the discrete event dynamics of the WEC
i in the WEC park. Herein, we extend G from
the work of Bratcu et al., who model the be-
haviour of a wind turbine for safe and optimal
operation [11]. Note that the Automaton in Fig.
4 is vectorized, i.e. bold face indicates a vector
of states or events with each entry accounting
for a single WEC. Clearly, different WECs can be
in different states at the same instance of time.
A few uncontrollable events, namely u;, us and
uy are effective globally. The controllable event

c3s can only be activated for the WECs in the
client part of the array, thus the state RESMC can
only be reached by such, since the server array
determines the reference velocity. The functional
states are all indicated by the box around them,
and we identify the following states to describe
the possible behavior of an OWC.
WT Waiting
S Start
RESMC Reference following with SMC
IDFB Ideal Feedback control
IDFB HSSV Ideal FB control with HSSV
BRK Break sequence
BRKT Break sequence timer
STOP Stop park
IMF Irreversible mechanical failure
IEF Irreversible electrical failure
Note that discrete states such as vibrations or
parametric resonance could be easily included
in the Automaton, but since our time domain
model is not capable of simulating such effects,
we neglect them. The states contained in the
blue trapezoid and the purple ellipsoid represent
the desired behavior of the system and will be
referred to as marked states Q)m ;. The marked
states Qm; C @; model a cyclic working pro-
cess and all but the STOP state are the func-
tional states responsible for power conversion.
The STOP state needs to be accessible from all
other states, in case of a manual shut down of
the WEC, through the controllable event cg;. A
safe operation of the automaton is achieved if the
catastrophic state IRF and IEF are prevented. We
define the desired states Qp,; = Q; — {IRF,;, IEF;}.
The states inside the red rectangle are states of
extreme operation and are only admissible for a
limited amount of time, thus the corresponding
timing states. The overload state OL is not a
functional state, in the sense that no controller
can prevent electrical overload once it occurs
(all local controllers have protection mechanisms
included to avoid overload, so if OL is reached,
the local controller failed).
We introduce transition states to model the time
for decision making of the supervisor (here one
time step) and to break algebraic loops, since
e.g. the position of the stop valve is used to
determine a discrete state, but is also a control
output at the same time. Therefore, we use the
temporary states:
DS Decision state
CF Control failure
FA Failure
TS Transition states
OL Overload state
The events that the actuators in the WEC can
control are called controllable events X ;:
c1 WEC activation
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cy Start power conversion

cs Enable reference following control (SMC)
¢4 Enable Ideal Feedback (FB) control

c5 Enable FB and HSSV control

cg Disable current controller

cy; Enable break sequence

cg Manual stop / cg Emergency stop

c1o Start counting / c¢;; Continue counting

The behaviour of the discrete model is complete
with the uncontrollable events X ;:

u; Enough WEC heave motion (global)

up Turbine rotation > min. generator speed
us Not enough WEC heave motion (global)
ug Medium-High WEC heave motion (global)
us Low WEC heave motion (global)

ue Turbine at 90% max. generator speed

uy Turbine below 90% max. generator speed
ug Turbine over max. speed

ug Half of time over max. speed passed

uyp Functional failure

uj; Half of admissible time in overload passed
uye; No suitable controller found

This yields the set of all events ¥; = ¥ ; U Xy ;.
To describe the transition between the states in
Q; via the events in X;, the transition function
d; © Qi x ¥; = Q; is commonly used. Note
that the event c3g is blocked for the server array.
Uncontrollable events are always able to occur.
This fully describes the automaton for each WEC

Gi = (Qi72i75i7q0an,i)7 (25)

with the initial state ¢y being the STOP state for
the entire park.

2) Global Array State: We model the global array
state based on a the server array motion, the
failure state of the WECs and the current state
of charge to determine the amount of power that
should go to the grid transmission. The resulting
Automaton is trivial, with the functional states
baseload BL, over/under base load, and STOP. We
do not present the Automaton and supervisor,
because of the multiple ways to define the grid
load, e.g. with a simple Fuzzy Logic.

ITI. CONTROL DESIGN

In this work the controllers only take into ac-
count the dominant dynamics. Therefore, we ne-
glect both the much faster current dynamics of
the electromagnetic energy conversion and the
switching dynamics of the power electronics.

A. Low Level Controllers

First we briefly introduce the local controllers
for the park’s main purpose, power production,
followed by control algorithms for protection
and power shedding.

1) Turbine/Generator Control: Henriques et. al.
present an ideal feedback relation for the gen-
erator control torque based on the instantaneous
turbine rotational speed [9], [24], namely,

Ugen i = Min (abepxai, PRed jzq Tgn;ﬁX) . (26)

It is ideal in terms of the maximization of the
aerodynamic efficiency of a fixed OWC which
runs the identical biradial turbine and is limited
by the physical generator constraints, namely the
rated power ngg;ed and the maximal generator
torque Tger*. The parameter apep is analytically
determined from the turbine power characteris-
tics at the best efficiency point [24]. This gener-
ator control will function as a benchmark in the
time domain simulation.
2) Turbine Reference Speed Following: In [17] we
show that the benefits of Sliding Mode Con-
trol in terms of power improvements mostly
occur in low energetic sea states and need an
appropriate reference velocity for the potential
available wave energy. Due to the randomness of
ocean waves, low energetic responses of WECs
occur in the order of minutes due to changing
sets of waves, even in high energetic sea states.
Therefore, the idea pursued in this work is to
detect areas of low WEC response and switch
from (26) to a 2nd order SMC control law for
reference following [17], namely,

Ugen, i
max 7Uidt,
= Tgen .
—asgn(d; — g(o;))dt

Here o denotes the switching surface, which is
the error to the reference velocity and g(o;) =
—Asgno;|o;|7 ensures convergence to the sliding
surface when the gains are chosen properly [25].
We consider the physical constraints with,

if |Ul| > Csw,i
if Ju;| < cswi-
(27)

Cow.i = min (1,P§;§d (Tgfggxmi)) . (28)
The reference speed comes from the server array,
which will continue to be controlled with (26).
We use a primitive wave estimator, based on the
knowledge of incidents of free surface peaks of
the three WECs in the server array. Over time,
this give us an estimated incident wave angle
st and a group velocity vest. The reference speed
generator negatively offsets and time delays the
instantaneous rotational speed of the first two
server WECs based on 6. and ves for the cor-
responding client WEC, to obtain a low pass
filtered reference speed signal.
3) Stop Valve Position Control: The HSSV can limit
or cut off airflow through the turbine and con-
sequently reduce conversion between pneumatic
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and mechanical power. This power shedding
is useful in times, when the mechanical power
would exceed the generator constraints. Previ-
ously, the HSSV is closed entirely when Qg2 is
reached [24]. But, the generator efficiency map
in Fig. 2 indicates that the efficiency 7gen is drop-
ping significantly beyond 0.9 Qgi. Therefore, the
HSSV control used here limits the mechanical
power by partially closing the HSSV, which is
physically possible between 0.4 (60% closed) and
1 (open), for an efficient electro-mechanical con-
version. A closure > 0 and < 0.4 is physically not
possible since the pressure due to the restricted
cross-area is too low for the HSSV to maintain it’s
position, thus the HSSV would need to be closed
entirely. When the HSSV position control is ac-
tivated we use a straight forward PID controller
with anti wind-up structure to maintain 0.9 Q2%
when possible within the HSSV constraints.

B. Supervisory Controller

We follow the standard supervisory control ap-
proach [22] to constrain the behavior of the
previously presented Automaton, combined with
some elements presented for the work on wind
turbines [11]. The supervisory controller ensures
a safe operation of the individual WEC and the
WEC park by enabling the different local control
schemes. Furthermore, the supervisor aims to
improve the efficiency of the electromagnetic en-
ergy conversion for the client array, by enabling
(27) in times of low WEC response. Ultimately,
the supervisor S; is a discrete event Automaton
T;, driven by the states of the WEC park G,
with an output map ¢;, that imposes a certain
behavior onto G; through a control action ;. We
name the desired Automaton

Di = (QD;i7Ei’6i>q07Qm,i)-

A language of an Automation is the (infinite) set
of sequences of events along its path (see paths
in Fig. 4). We denote the general language of G;
as L(G;) and the language of the behaviour over
the marked states L, (G;). The language through
the marker states Qm, controlled by §; in G; is

(29)

This is the desired closed loop language.

1) Controllability And Supervisor Formal Design:
Now, let the language of the desired behavior of
Automaton D; be denoted K;. Generally, the aim
of the supervisor is not to modify L(G;) itself, but
to achieve the desired language L (G;, S;), while
maintaining the nonblocking behaviour. The nec-
essary conditions for this language controllability
[ [22], prop. 4.1 ] are restated in

| Continuous

Discrete state

rot. speed 1) (2) B @
.y [0;0.025) 0.025;0.9) [051) > 1 xmax
valve pos. 1) (2 3
UHSSV, i =0 [0.4;1) =1
elec. power 1) (2 3)

Petec,i <—1 (=1;1) >1 xPpgkd
array motion (@) 2 3) 4)
moving RMS [0;0.2) [0.2;0.4) [0.4;1) >1
battery charge (1) 2 (3) 4)

Zsoc (0;0.1) [0.1;0.2) [0.2;0.9) [0.9;1)

TABLE 1
VIRTUAL DISCRETE EVENT OBSERVER

Proposition 1. Fix a nonblocking Automaton G
with closed language L(G) and marked language
Lu(G).

1) For nonempty K C L(G) there exists a super-
visor S such that L(G,S) = K iff K is prefix
closed and controllable.

2) For nonempty K C L,,(G) there exists a super-
visor S such that L,,(G,S) = K, and the closed
loop system is nonblocking iff K is controllable,
and KN Ly(G) =K

Further, K is controllable if

K, NL(G) C K. (31)
Here, K denotes a prefix of K. Therefore, (31)
requires that any previous sequence of events
in K, if followed by an uncontrollable event w,
needs to be be a prefix of another sequence in K.
This makes K invariant under control action of
Y. Clearly, due to the desired cyclic behavior
of our designed supervisor D;, this condition
is satisfied. The Automaton G; can always be
pushed back into a sequence of events in K;
and furthermore, as the marked states are part
of D;, K; is Ln(G;)-closed, satisfying the second
condition in proposition 1. Consequently, the
supervisor can be realized with (75, ¢;).

2) Virtual State Observer: The Automaton T; ,
which is a component of the supervisor S; func-
tions similar to an observer. It uses the state
space states, to detect the current discrete event
state ¢; € ();. At this stage, knowledge about the
system is incorporated into the numeric values
that function as thresholds. The first three rows
of Table I are taken for each WEC i, whereas the
last two rows are global states. The extreme val-
ues originate from the physical constraints. The
intermediate intervals for the rotational speed are
determined from the efficiency of the generator
shown in Fig. 2. It has to be noted that the value
for the array motion which is based on the mean
moving average root-mean-square (RMS) heave
position of the three server WECs is somewhat

21038



FIRST-AUTHOR-SURNAME et al.: PAPER-TITLE

arbitrary, but based on the observations of the
time domain simulation model power generation
capabilities.

3) Decision Maker: We use all five states detected
in Table I to construct the state transition func-
tion ¢; for the supervisor S;. We use a 5-tuple,
with the respective dimension for the inputs, i.e.
24*3x3x4x4 for every WEC i to implement a
mapping from the instantaneous state ¢; to a con-
trol action. The only difference between server
and client array is that instead of activating csg,
the supervisor will force the WECs in the server
array to activate c4. The consequence of reaching
a state with no predefined control action is ¢y,
stopping the WEC.

IV. DYNAMIC SIMULATION

We conduct the time domain simulations with
MATLAB-Simulink using the fixed time step Eu-
ler (odel) solver because of the solver’s reli-
ability when handling discontinuous dynamics
(At = 0.001s). To illustrate the effectiveness of
the proposed control architecture, we use a high-
energetic sea state, emulated by a random wave
created with a Pierson-Moskowitz spectrum. We
use a significant wave height H; = 4.5m and
peak period T}, = 10s over 1200s simulation time
to go through different phases of WEC response.
The detailed time evolution of important quan-
tities from a client WEC (Nr.3) are illustrated in
Fig. 5 as an example. For the discussion we are
focusing on three time intervals, A, B and C.

A: Power shedding. The supervisor activates
the partial HSSV control multiple times to
ensure the rotational speed stays between
the 0.9 Qggx (dotted) and Qg;;x (dashed).

B: More power is transmitted to the grid, since
Tsoc is close to one. In the same interval, the
reference following is briefly activated.

C: Reference speed following. The server ar-
ray has little motion response to the waves,
thus the client WEC goes into the reference
following SMC control. The peak-to-average
power ratio decreases, but the electromag-
netic energy conversion is forced to a higher
efficiency.

V. CONCLUSION

We demonstrated a safe operation of WEC park,
simulated in all DoFs, with a classical super-
visory control approach that switches between
ideal local controllers. We used power shedding
based on more than just physical constraint,
but also as a means of maintaining high ef-
ficiency. The proposed controller shows poten-
tial for further investigations with different lo-
cal controllers, optimized for different operating
regimes.
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Time series values of OWC WEC Nr. 3
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