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ABSTRACT

A key challenge for deploying deep neural networks (DNNs) in safety critical
settings is the need to provide rigorous ways to quantify their uncertainty. In
this paper, we propose a novel algorithm for constructing predicted classification
confidences for DNNs that comes with provable correctness guarantees. Our ap-
proach uses Clopper-Pearson confidence intervals for the Binomial distribution in
conjunction with the histogram binning approach to calibrated prediction. In addi-
tion, we demonstrate how our predicted confidences can be used to enable down-
stream guarantees in two settings: (i) fast DNN inference, where we demonstrate
how to compose a fast but inaccurate DNN with an accurate but slow DNN in a
rigorous way to improve performance without sacrificing accuracy, and (ii) safe
planning, where we guarantee safety when using a DNN to predict whether a given
action is safe based on visual observations. In our experiments, we demonstrate
that our approach can be used to provide guarantees for state-of-the-art DNNs.

1 INTRODUCTION

Due to the recent success of machine learning, there has been increasing interest in using predic-
tive models such as deep neural networks (DNNs) in safety-critical settings, such as robotics (e.g.,
obstacle detection (Ren et al., 2015) and forecasting (Kitani et al., 2012)) and healthcare (e.g., diag-
nosis (Gulshan et al., 2016; Esteva et al., 2017) and patient care management (Liao et al., 2020)).

One of the key challenges is the need to provide guarantees on the safety or performance of DNNs
used in these settings. The potential for failure is inevitable when using DNNss, since they will in-
evitably make some mistakes in their predictions. Instead, our goal is to design tools for quantifying
the uncertainty of these models; then, the overall system can estimate and account for the risk inher-
ent in using the predictions made by these models. For instance, a medical decision-making system
may want to fall back on a doctor when its prediction is uncertain whether its diagnosis is correct, or
a robot may want to stop moving and ask a human for help if it is uncertain to act safely. Uncertainty
estimates can also be useful for human decision-makers—e.g., for a doctor to decide whether to trust
their intuition over the predicted diagnosis.

While many DNNs provide confidences in their predictions, especially in the classification setting,
these are often overconfident. This phenomenon is most likely because DNNs are designed to overfit
the training data (e.g., to avoid local minima (Safran & Shamir, 2018)), which results in the predicted
probabilities on the training data being very close to one for the correct prediction. Recent work has
demonstrated how to calibrate the confidences to significantly reduce overconfidence (Guo et al.,
2017). Intuitively, these techniques rescale the confidences on a held-out calibration set. Because
they are only fitting a small number of parameters, they do not overfit the data as was the case in
the original DNN training. However, these techniques do not provide theoretical guarantees on their
correctness, which can be necessary in safety-critical settings to guarantee correctness.

We propose a novel algorithm for calibrated prediction in the classification setting that provides
theoretical guarantees on the predicted confidences. We focus on on-distribution guarantees—
i.e., where the test distribution is the same as the training distribution. In this setting, we can build
on ideas from statistical learning theory to provide probably approximately correctness (PAC) guar-
antees (Valiant, 1984). Our approach is based on a calibrated prediction technique called histogram
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binning (Zadrozny & Elkan, 2001), which rescales the confidences by binning them and then rescal-
ing each bin independently. We use Clopper-Pearson bounds on the tails of the binomial distribution
to obtain PAC upper/lower bounds on the predicted confidences.

Next, we study how it enables theoretical guarantees in two applications. First, we consider the
problem of speeding up DNN inference by composing a fast but inaccurate model with a slow but
accurate model—i.e., by using the accurate model for inference only if the confidence of the inaccu-
rate one is underconfident (Teerapittayanon et al., 2016). We use our algorithm to obtain guarantees
on accuracy of the composed model. Second, for safe planning, we consider using a DNN to predict
whether or not a given action (e.g., move forward) is safe (e.g., do not run into obstacles) given an
observation (e.g., a camera image). The robot only continues to act if the predicted confidence is
above some threshold. We use our algorithm to ensure safety with high probability. Finally, we
evaluate the efficacy of our approach in the context of these applications.

Related work. Calibrated prediction (Murphy, 1972; DeGroot & Fienberg, 1983; Platt, 1999) has
recently gained attention as a way to improve DNN confidences (Guo et al., 2017). Histogram
binning is a non-parametric approach that sorts the data into finitely many bins and rescales the
confidences per bin (Zadrozny & Elkan, 2001; 2002; Naeini et al., 2015). However, traditional ap-
proaches do not provide theoretical guarantees on the predicted confidences. There has been work
on predicting confidence sets (i.e., predict a set of labels instead of a single label) with theoreti-
cal guarantees (Park et al., 2020a), but this approach does not provide the confidence of the most
likely prediction, as is often desired. There has also been work providing guarantees on the overall
calibration error (Kumar et al., 2019), but this approach does not provide per-prediction guarantees.

There has been work speeding up DNN inference (Hinton et al., 2015). One approach is to allow
intermediate layers to be dynamically skipped (Teerapittayanon et al., 2016; Figurnov et al., 2017;
Wang et al., 2018), which can be thought of as composing multiple models that share a backbone.
Unlike our approach, they do not provide guarantees on the accuracy of the composed model.

There has also been work on safe learning-based control (Akametalu et al., 2014; Fisac et al., 2019;
Bastani, 2019; Li & Bastani, 2020; Wabersich & Zeilinger, 2018; Alshiekh et al., 2018); however,
these approaches are not applicable to perception-based control. The most closely related work
is Dean et al. (2019), which handles perception, but they are restricted to known linear dynamics.

2 PAC CONFIDENCE PREDICTION

In this section, we begin by formalizing the PAC confidence coverage prediction problem; then, we
describe our algorithm for solving this problem based on histogram binning.

Calibrated prediction. Let z € X be an example and y € ) be one of a finite label set, and let
D be a distribution over X' x Y. A confidence predictor is a model f : X — Py, where Py is the
space of probability distributions over labels. In particular, f (x), is the predicted confidence that
the true label for = is y. We let § : X — Y be the corresponding label predictor—i.e., §(x) =
arg maxyecy f (x)y—and let p : X — Rxq be corresponding fop-label confidence predictor—
ie., p(z) = maxycy f (x),. While traditional DNN classifiers are confidence predictors, a naively
trained DNN is not reliable—i.e., predicted confidence does not match to the true confidence; recent
work has studied heuristics for improving reliability (Guo et al., 2017). In contrast, our goal is to
construct a confidence predictor that comes with theoretical guarantees.

We first introduce the definition of calibration (DeGroot & Fienberg, 1983; Zadrozny & Elkan, 2002;
Park et al., 2020b)—i.e., what we mean for a predicted confidence to be “correct”. In many cases,
the main quantity of interest is the confidence of the top prediction. Thus, we focus on ensuring that
the top-label predicted confidence p(z) is calibrated (Guo et al., 2017); our approach can easily be
extended to providing guarantees on all confidences predicted using f . Then, we say a confidence
predictor f is well-calibrated with respect to distribution D if

Pay~ply=9(2) [ plz) =1] =1t (vt € [0, 1)).

That is, among all examples « such that the label prediction §(z) has predicted confidence t = p(x),
9 () is the correct label for exactly a ¢ fraction of these examples. Using a change of variables (Park



Published as a conference paper at ICLR 2021

et al., 2020b), f being well-calibrated is equivalent to
plx) = c;(a:) =P yyop v =4") | p(z') = p(x)] (Vo € X). (1)

Then, the goal of well-calibration is to make p equal to c”;. Note that f appears on both sides
of the equation p(z) = c}(w)—implicitly in p—which is what makes it challenging to satisfy.
Indeed, in general, it is unlikely that (1) holds exactly for all x. Instead, based on the idea of
histogram binning (Zadrozny & Elkan, 2001), we consider a variant where we partition the data into
a fixed number of bins and then construct confidence coverages separately for each bin. In particular,
consider K bins By, ..., Bx C [0,1], where B; = [0,b;] and By, = (by_1, bg] for k > 1. Here, K
and 0 < by < --- < bg_1 < bg = 1 are hyperparameters. Given f, let Kj: X —-{1,...,K} to
denote the index of the bin that contains p(z)—i.e., p(x) € By (a)-

Definition 1 We say f is well-calibrated for a distribution D and bins By, ..., Bk if
plw) = ¢j(w) == Py [y = (') | Da) € By (VzeX), @

where we refer to ¢ f(:zz) as the true confidence. Intuitively, this definition “coarsens” the calibration

problem across the bins—i.e., rather than sorting the inputs z into a continuum of “bins” p(z) = ¢
for each ¢ € [0, 1] as in (1), we sort them into a finite number of bins p(x) € By; intuitively, we
have c’} A if the bin sizes are close to zero. It may not be obvious what downstream guarantees

can be obtained based on this definition; we provide examples in Sections 3 & 4.

Problem formulation. We formalize the problem of PAC calibration. We focus on the setting
where the training and test distributions are identical—e.g., we cannot handle adversarial examples
or changes in covariate distribution (e.g., common in reinforcement learning). Importantly, while

we assume a pre-trained confidence predictor f is given, we make no assumptions about f—e.g., it
can be uncalibrated or heuristically calibrated. If f performs poorly, then the predicted confidences
will be close to 1/|Y|—i.e., express no confidence in the predictions. Thus, it is fine if f is poorly
calibrated; the important property is that the confidence predictor f have similar true confidences.

The challenge in formalizing PAC calibration is that quantifying over all = in (2). One approach is
to provide guarantees in expectation over = (Kumar et al., 2019); however, this approach does not
provide guarantees for individual predictions.

Instead, our goal is to find a set of predicted confidences that includes the true confidence with
high probability. Of course, we could simply predict the interval [0, 1], which always contains the
true confidence; thus, simultaneously want to make the size of the interval small. To this end, we

consider a confidence coverage predictor C : X — 2%, where ¢ f(x) e C(z) with high probability.

In particular, C (z) outputs an interval [¢,¢] C R, where ¢ < T, instead of a set. We only consider a
single interval (rather than disjoint intervals) since one suffices to localize the true confidence ¢ -

We are interested in providing theoretical guarantees for an algorithm used to construct confidence
coverage predictor C given a held-out calibration set Z C X x ). In addition, we assume the
algorithm is given a pretrained confidence predictor f . Thus, we consider C' as depending on Z and
f , which we denote by C (- f , Z). Then, we want C to satisfy the following guarantee:

Definition 2 Given § € Rugandn € N, C'is probably approximately correct (PAC) if for any D,

Pz.p» /\ ci(z) € Clz; f,2)| =10 3)

reX

Note that ¢; depends on D. Here, “approximately correct” technically refers to the mean of
C (z; f , Z), which is an estimate of ¢ f(x); the interval captures the bound € on the error of this es-
timate; see Appendix A for details. Furthermore, the conjunction over all x € X may seem strong.
We can obtain such a guarantee due to our binning strategy: the property g (z) € c (x; f , Z) only
depends on the bin By; (o). so the conjunction is really only over bins k € {1,.., K}.
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Algorithm. We propose a confidence coverage predictor that satisfies the PAC property. The prob-
lem of estimating the confidence interval C'(z:) of the binned true confidence ¢ 7 (z) is closely related
to the binomial proportion confidence interval estimation; consider a Bernoulli random variable
b ~ B = Bernoulli(d) for any § € [0, 1], where b = 1 denotes a success and b = 0 denotes a
failure, and 6 is unknown. Given a sequence of observations by .,, := (b1, ...,b,) ~ B", the goal is
to construct an interval (:)(blm) C R that includes 6 with high probability—i.e.,

Py, ,,~Bn {9 € é(blm)} >1—a, 4)

where o € Ry is a given confidence level. In particular, the Clopper-Pearson interval

écp(bl;n;a) = I:ilélf {9 ‘ Py[S > s] > %}, sup{e ‘ Py[S < s] > ;}] ,
9

guarantees (4) (Clopper & Pearson, 1934; Brown et al., 2001), where s = Z?:l b; is the number
of observed successes, n is the number of observations, and .S is a Binomial random variable S ~
Binomial(n, 6). Intuitively, the interval is constructed such that the number of observed success falls
in the region with high-probability for any # in the interval. The following expression is equivalent
due to the relationship between the Binomial and Beta distributions (Hartley & Fitch, 1951; Brown
etal., 2001)—i.e., Py[S > s] = Ip(s,n — s + 1), where Iy is the CDF of Beta(s,n — s + 1):

Ocp(byom; @) = [% quantile of Beta(s,n — s + 1), (1 - %) quantile of Beta(s + 1,n — s)} .

Now, for each of the K bins, we apply Ocp with confidence level o = %—i.e.,

Clx; f, Z,6) == Ocp (W,if(x); Ii’) where W}, == {]l(;z}(x) =y) ’ (z,y) € Zst kp(z) = k}

Here, W} is the set of observations of successes vs. failures corresponding to the subset of labeled
examples (z,y) € Z such that p(z) falls in the bin By, where a success is defined to be a correct
prediction (z) = y. We note that for efficiency, the confidence interval for each of the K bins can

be precomputed. Our construction of C satisfies the following; see Appendix B for a proof:
Theorem 1 Our confidence coverage predictor C is PAC forany 6 € Rygandn € N.

Note that Clopper-Pearson intervals are exact, ensuring the size of C for each bin is small in practice.
Finally, an important special case is when there is a single bin B = [0, 1]—i.e.,

Colx; f,2',6) = Ocp(W36)  where W= {1(j() =¢) | («/,¢) € Z'}.

Note that Cy does not depend on x, so we drop it—i.e., C’o( f ,Z',6) = @CP(W; 0)—i.e., Cy com-
putes the Clopper-Pearson interval over Z’, which is a subset of the original set Z.

3  APPLICATION TO FAST DNN INFERENCE

A key application of predicted confidences is to perform model composition to improve the running
time of DNNs without sacrificing accuracy. The idea is to use a fast but inaccurate model when it
is confident in its prediction, and switch to an accurate but slow model otherwise (Bolukbasi et al.,
2017); we refer to the combination as the composed model. To further improve performance, we can
have the two models share a backbone—i.e., the fast model shares the first few layers of the slow
model (Teerapittayanon et al., 2016). We refer to the decision of whether to skip the slow model as
the exit condition; then, our goal is to construct confidence thresholds for exit conditions in a way
that provides theoretical guarantees on the overall accuracy.

Problem setup. The early-stopping approach for fast DNN inference can be formalized as a se-
quence of branching classifiers organized in a cascading way—i.e.,

G ) = {@m@:) it AT (5i(2) < %) A (@) > m) (Fm € {1,.., M = 1})
T Jam(z)  otherwise,
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T 9{ fa(@)

’ fi ‘ ’ f2 ‘ ’ f3 ‘
1 1 1
fi(z) f2(z) fs(@)
Figure 1: A composed model in a cascading way for M = 4.

where M is the number of branches, fm is the confidence predictor, and 4,, and p,, are the asso-
ciated label and top-label confidence predictor, respectively. For conciseness, we denote the exit
condition of the mth branch by d,, (i.e., d,,,(z) = ]l(/\:';1 Bi(z) < v) A (Pm(z) > Yim))) with
thresholds 71, ..., vm € [0,1]. The fm share a backbone and are trained in the standard way; see
Appendix F.4 for details. Figure 1 illustrates the composed model for M = 4; the gray area rep-
resents the shared backbone. We refer to an overall model composed in this way as a cascading
classifier.

Desired error bound. Given £ € R+, our goal is to choose v1.p7—1 = (71,...,Ym—1) so the
error difference of the cascading classifier g and the slow classifier 3, is at most é—i.e.,
Perr = Pz y)~p [Uc(2) # Y] = Poyyop [ (x) # y] <& 5

To obtain the desired error bound, an example z exits at the mth branch if ¢, is likely to classify =
correctly, allowing for at most & fraction of errors total. Intuitively, if the confidence of ¢,, on x is
sufficiently high, then §,,(x) = y with high probability. In this case, §ys either correctly classifies
or misclassifies the same example; if the example is misclassified, it contributes to decrease perr;
otherwise, we have ,,(x) = y = g (x) with high probability, which contributes to maintain pey.

Fast inference. To minimize running time, we prefer to allow higher error rates at the lower
branches—i.e., we want to choose 7, as small as possible at lower branches m.

Algorithm. Our algorithm takes prediction branches fm (form € {1,..., M}), the desired relative
error £ € [0, 1], a confidence level 6 € [0, 1], and a calibration set Z C X x Y, and outputs y1.p7—1
so that (5) holds with probability at least 1 — §. It iteratively chooses the thresholds from ~; to
Yam—1; at each step, it chooses 7, as small as possible subject to pe; < £. Note that -y, implicitly
appears in pe;, in the constraint due to the dependence of d,,,(x) on 7,,. The challenge is enforcing
the constraint since we cannot evaluate it. To this end, let

em = Pl y)un [Jm (@) # Y A () # Gar(2) A di(2) = 1]

/

€m = Py)~D [Ga(z) # Yy A Gm(x) # G (2) Adm(z) = 1],

then it is possible to show that pe; = ng;ll em — eh. (see proof of Theorem 2 in Appendix C).

Then, we can compute bounds on e,,, and e}, using the following:

P [Qm(x) =Y ‘ Z)m(l') 7é gM(x) /\dm(x) = 1] € [Qmﬂém] = éo (fm’Zm’ 3(]\46_1)>

P {00 (0) = | ) 2 () A ln(0) = 1] € ] = Co (Fars Zon 53— )

P [Jm () # Gar(x) Adp(x) = 1] € [0, Tm] = Ocp (Wm; 3(]\45_1)> )
where
Zm ={(2,y) € Z | §m(x) # Ju(2) A dip(x) = 1}
Wi = A{1(Gm(z) # I () Adin(2) = 1) | (2,y) € Z}.
Thus, we have e,,, < &,,7, and e/, > ¢/ r,., in which case it suffices to sequentially solve

=mIm>
m

Y = argmin -y subj. to Z ¢y — ciry < & (6)
v€[0,1] i=1

Here, ¢, Tm. C,,,» and r,,, are implicitly a function of v, which we can optimize using line search.
We have the following guarantee; see Appendix C for a proof:
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Theorem 2 We have p,,, < & with probability at least 1 — § over Z ~ D™.

Moreover, the proposed greedy algorithm (6) is actually optimal in reducing inference speed when
M = 2. Intuitively, we are always better off in terms of inference time by classifying more examples
using a faster model. In particular, we have the following theorem; see Appendix D for a proof:

Theorem 3 If M = 2, v{ minimizes (6), and the classifiers ¥, are faster for smaller m, then the
resulting ¢ is the fastest cascading classifier among cascading classifiers that satisfy per < &.

4  APPLICATION TO SAFE PLANNING

Robots acting in open world environments must rely on deep learning for tasks such as object
recognition—e.g., detect objects in a camera image; providing guarantees on these predictions is
critical for safe planning. Safety requires not just that the robot is safe while taking the action,
but that it can safely come to a stop afterwards—e.g., that a robot can safely come to a stop be-
fore running into a wall. We consider a binary classification DNN trained to predict a probability

f(x) € [0, 1] of whether the robot is unsafe in this sense.! If f(z) > ~ for some threshold v € [0, 1],

then the robot comes to a stop (e.g., to ask a human for help). If the label 1(f(x) > ) correctly
predicts safety, then this policy ensures safety as long as the robot starts from a safe state (Li &
Bastani, 2020). We apply our approach to choose + to ensure safety with high probability.

Problem setup. Given a performant but potentially unsafe policy 7 (e.g., a DNN policy trained to
navigate to the goal), our goal is to override 7 as needed to ensure safety. We assume that 7 is trained
in a simulator, and our goal is to ensure that 7 is safe according to our model of the environment,
which is already a challenging problem when 7 is a deep neural network over perceptual inputs. In
particular, we do not address the sim-to-real problem.

Let z € X be the states, Xre C X be the safe states (i.e., our goal is to ensure the robot stays in
Xate), 0 € O be the observations, u € U be the actions, g : X x U — X be the (deterministic)
dynamics, and h : X — O be the observation function. A state x is recoverable (denoted € X.) if
the robot can use 7 in state z and then safely come to a stop using a backup policy 7 (e.g., braking).

Then, the shield policy uses 7 if x € AL, and 7y otherwise (Bastani, 2019). This policy guarantees
safety as long as an initial state is recoverable—i.e., g € Xec. The challenge is determining whether
T € Xec. When we observe x, we can use model-based simulation to perform this check. However,
in many settings, we only have access to observations—e.g., camera images or LIDAR scans—so
this approach does not apply. Instead, we propose to train a DNN to predict recoverability—i.e.,

1(0) = {1 (“un-recoverable™) if f(0) >~

h =h
0 (“recoverable”) otherwise where ¢ (),

with the goal that §(0) &~ y*(z) = 1(z & Xec), resulting in the following the shield policy mspiela:

' _ f@(o) ifglo)=0
Wshleld(o) '7 {ﬂ-o (0) otherwise.

Safety guarantee. Our main goal is to choose -y so that 7gpielq €nsures safety with high probability—
i.e., given £ € R+ and any distribution D over initial states Xy C X, we have

Dunsafe = PCND"shield K Z ')(safe] S 67 (7)

where ((zg,7) = (x0,21,...) is a rollout from xy ~ D generated using m—i.e., ;41 =
g(x¢, m(h(x;))).2 We assume the rollout terminates either once the robot reaches its goal, or once it
switches to 7y and comes to a stop; in particular, the robot never switches from 7 back to 7.

Success rate. To maximize the success rate (i.e., the rate at which the robot achieves its goal), we
need to minimize how often 7gye1q SWitches to mg, which corresponds to maximizing +.

'Since | V| = 2, f can be represented as a map f : X — [0, 1]; the second component is simply 1 — f(z).
2We can handle infinitely long rollouts, but in practice rollouts will be finite (but possibly arbitrarily long).

and Dy, is an induced distribution over rollouts (o, 7shield)-
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Figure 2: Calibration comparison; default parameters of Care K = 20, n = 20,000, and 6 = 10~2,

Algorithm. Our algorithm takes the confidence predictor f , desired bound ¢ € R+ ( on the unsafety
probability, confidence level § € [0, 1], calibration set W C X of rollouts ¢ ~ D5, and calibra-

tion set Z C O of samples from distribution D described below; see Appendix E.5 for details on

sampling ¢ and constructing W, Z, and D. We want to maximize v subject to pypsate < &, Where
Punsafe 15 implicitly a function of . However, we cannot evaluate pynsafe, SO We need an upper bound.

To this end, consider a rollout that the first unsafe state is encountered on step ¢ (i.e., T; & Xafe
but x; € X for all ¢ < t), which we call an unsafe rollout, and denote the event that the unsafe
rollout is encountered by FE}; we exploit the unsafe rollouts to bound pypsate. In particular, let p; ==
Pewp, [Ey), and let p := .2 p; be the probability that a rollout is unsafe. Then, consider a new
distribution D over O with a probability density function p(0) := >.° pp, (0 | Et) - pt/b, where
Db, 1s the original probability density function of D3; in particular, we can draw an observation

o ~ D by sampling the observation of the first unsafe state from a rollout sample (and rejecting if the
entire rollout is safe). Then, we can show the following (see a proof of Theorem 4 in Appendix E):

Dunsafe < PON[)[Z)(O) = 0] + D = Dunsafe- (8)

We use our confidence coverage predictor Cyy to compute bounds on pypsate—i.e.,

P, 5[9(0) =1] € [c, e == Co <f, AR g) where  Z':={(0,1)| 0 € Z}

per, 7] == Ocp (W’, g) where W' = {1(¢ € Xaus) | ¢ € W}.

Here, Z’ is a labeled version of Z, where “1” denotes “un-recoverable”, n := |W|, and n’ := |Z|,
where n > n'. Then, we have Pypsate < 7 - (1 — ¢), so it suffices to solve the following problem:
~ = argmax v subj. to 7-(1—¢)<¢ )
~'€[0,1]

Here, c is implicitly a function of 4’; thus, we use line search to solve this optimization problem.
We have the following safety guarantee, see Appendix E for a proof:

Theorem 4 We have pynspe < & with probability at least 1 — § over W ~ D2 and Z ~ Dv,

5 EXPERIMENTS

We demonstrate that how our proposed approach can be used to obtain provable guarantees in our
two applications: fast DNN inference and safe planning. Additional results are in Appendix G.

5.1 CALIBRATION

We illustrate the calibration properties of our approach using reliability diagrams, which show the
empirical accuracy of each bin as a function of the predicted confidence (Guo et al., 2017). Ideally,
the accuracy should equal the predicted confidence, so the ideal curve is the line y = x. To draw our
predicted confidence intervals in these plots, we need to rescale them; see Appendix F.3.

Setup. We use the ImageNet dataset (Russakovsky et al., 2015) and ResNet101 (He et al., 2016) for
evaluation. We split the ImageNet validation set into 20, 000 calibration and 10, 000 test images.
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(a) Comparison to baselines. (b) Varying desired error rate &.
method top-1 error (%) CPU (us) GPU (ps) MACs
slow network 22.32 21431 2.95 7.83 x 10°
(1 — ¢’)-softmax (baseline) 22.34 104.24 1.78 6.60 x 10°
(1 — ¢’)-temperature scaling (baseline) 22.22 109.57 1.81 6.83 x 10°
histogram binning (baseline) 24.54 70.72 1.19 4.62 x 10°
rigorous (ours) 23.26 85.58 1.34 5.33 x 10°

(c) Running time comparison.

Figure 3: Fast DNN inference results; default parameters are n = 20, 000, £ = 0.02, and § = 1073,

Baselines. We consider three baselines: (i) naive softmax of f , (i) temperature scaling (Guo et al.,
2017), and (iii) histogram binning (Zadrozny & Elkan, 2001); see Appendix FE.2 for details. For
histogram binning and our approach, we use K = 20 bins of the same size.

Metric. We use expected calibration error (ECE) and reliability diagrams (see Appendix F.3).

Results. Results are shown in Figure 2. The ECE of the naive softmax baseline is 4.79% (Figure
2a), of temperature scaling enhances this to 1.66% (Figure 2b), and of histogram binning is 0.99%
(Figure 2c). Our approach predicts an interval that include the empirical accuracy in all bins (solid
red lines in Figure 2c); furthermore, the upper/lower bounds of the ECE over values in our bins is
[0.0%, 3.76%)], which includes zero ECE. See Appendix G.1 for additional results.

5.2 FAST DNN INFERENCE

Setup. We use the same ImageNet setup along with ResNet101 as the calibration task. For the
cascading classifier, we use the original ResNet101 as the slow network, and add a single exit branch
(i.e., M = 2) at a quarter of the way from the input layer. We train the newly added branch using
the standard procedure for training ResNet101.

Baselines. We compare to naive softmax and to calibrated prediction via temperature scaling, both
using a threshold y; =1 — ¢ ', where 13 " is the sum of & and the validation error of the slow model;
intuitively, this threshold is the one we would use if the predicted probabilities are perfectly cali-
brated. We also compare to histogram binning—i.e., our approach but using the means of each bin
instead of the upper/lower bounds. See Appendix F.2 for details.

Metrics. First, we measure test set top-1 classification error (i.e., 1 — accuracy), which we want to
guarantee this lower than a desired error (i.e., the error of the slow model and desired relative error
£). To measure inference time, we consider the average number of multiplication-accumulation op-
erations (MACs) used in inference per example. Note that the MACs are averaged over all examples
in the test set since the combined model may use different numbers of MACs for different examples.

Results. The comparison results with the baselines are shown in Figure 3a. The original neural
network model is denoted by “slow network™, our approach (6) by “rigorous”, and our baseline by

“(1 — ¢£')-softmax”, “(1 — & )-temp.”, and “hist. bin.”. For each method, we plot the classification
error and time in MACs. The desired error upper bound is plotted as a dotted line; the goal is for the
classification error to be lower than this line. As can be seen, our method is guaranteed to achieve
the desired error, while improving the inference time by 32% compared to the slow model. On the
other hand, the histogram baseline improves the inference time but fails to satisfy the desired error.
Asymptotically, histogram binning is guaranteed to be perfectly calibrated, but it makes mistakes
due to finite sample errors. The other baselines do not improve inference time. Next, Figure 3b
shows the classification error as we vary the desired relative error &; our approach always achieves
the desired error on the test set, and is often very close (which maximizes speed). However, the
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Figure 4: Safe planning results; default parameters are: n = 20, 000, £ = 0.1, § = 1072,

baselines often violate the desired error bound. Finally, the MACs metric is only an approximation
of the actual inference time. To complement MACs, we also measure CPU and GPU time using the
PyTorch profiler. In Figure 3c, we show the inference times for each method, where trends are as
before; our approach improves running time by 54%, while only reducing classification error by 1%.
The histogram baseline is faster than our approach, but does not satisfy the error guarantee. These
results include the time needed to compute the intervals, which is negligible.

5.3 SAFE PLANNING

Setup. We evaluate on Al Habitat (Savva et al., 2019), an indoor robot simulator that provides
agents with observations o = h(z) that are RGB camera images. The safety constraint is to avoid
colliding with obstacles such as furniture in the environment. We use the learned policy 7 available
with the environment. Then, we train a recoverability predictor, trained using 500 rollouts with a
horizon of 100. We calibrate this model on an additional n rollouts.

Baselines. We compare to three baselines: (i) histogram binning—i.e., our approach but using the
means of each bin rather than upper/lower bounds, (ii) a naive approach of choosing v = 0.5, and
(iii) a naive but adaptive approach of choosing v = &, called “£-naive”.

Metrics. We measure both the safety rate and the success rate; in particular, a rollout is successful
if the robot reaches its goal state, and a rollout is safe if it does not reach any unsafe states.

Results. We show results in Figure 4a. The desire safety rate £ is shown by the dotted line—i.e., we
expect the safety rate to be above this line. As can be seen, our approach achieves the desired safety
rate. While it sacrifices success rate, this is because the underlying learned policy 7 is frequently
unsafe; in particular, it is only safe in about 30% of rollouts. The naive approach fails to satisfy the
safety constraint. The £-naive approach tends to be optimistic, and also fails when ¢ = 0.03 (Figure
4b). The histogram baseline performs similarly to our approach. The main benefit of our approach
is providing the absolute guarantee on safety, which the histogram baseline does not provide. Thus,
in this case, our approach can provide this guarantee while achieving similar performance. Figure
4b shows the safety rate as we vary the desired safety rate £. Both our approach and the baseline
satisfy the desired safety guarantee, whereas the naive approaches do not always do so.

6 CONCLUSION

We have proposed a novel algorithm for calibrated prediction that provides PAC guarantees, and
demonstrated how our approach can be applied to fast DNN inference and safe planning. There are
many directions for future work—e.g., leveraging these techniques in more application domains and
extending our approach to settings with distribution shift (see Appendix F.1 for a discussion).
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A CONNECTION TO PAC LEARNING THEORY

‘We explain the connection to PAC learning theory. First, note that we can represent C as a confidence
interval around the empirical estimate of c;(z)—i.e., ¢4(z) = 35 nes, LY = 9(2"))/|S%
where S, = {(z',vy) | p(z’) € Bmf(x)}. Then, we can write

[l

Olx) = e(2) — €,.4(x) + &),

In this case, (3) is equivalent to

Py.pn /\ éf(x) ~ € p(a) < cf(x) < éf(x) + € (o) >1-9, (10)
reX
for some €;,€1,...,€x,€x. In this bound, “approximately” refers to the fact that the empirical

estimate ¢;(x) is within € of the true value c(z), and “probably” refers to the fact that this error
bound holds with high probability over the training data Z ~ D™. By abuse of terminology, we
refer to the confidence interval predictor C' as PAC rather than just ¢ f(x)

Alternatively, we also have the following connection to PAC learning theory:

Definition 3 Given ¢, € Rygandn € N, Cis probably approximately correct (PAC) if, for any
distribution D, we have

Py pn []leD [Cf(x) c C(:c;f,Z)} >1- e} >1-04. (11

The following theorem shows that the proposed confidence coverage predictor C satisfies the PAC
guarantee in Definition 3.

13
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Theorem 5 Our confidence coverage predictor C satisfies Definition 3 for all €,6 € Ry, and

n € N.

Proof. 'We exploit the independence of each bin for the proof. Let Gﬁf(m) =c f(ac), which is the
parameter of the Binomial distribution of the f(x)th bin, the following holds:

et ()]
:

)

~ A . £ > _
bz
I K
f— ~ > _
ZiPD" TLPD cf(:c)e \:/ x) € By| >1 e]
- A A
= P P |cj(x) € Cla; f,Z,6) A p(z) eBk} >1—¢
Z~D" _k:lxND
C ok _
- (z) € C(x; £,2,0) | p(z) € B 5(r) e Bl >1—
ZEI/?D" _;wa _Cf(w) (fo ) ’p(l') k;i| J:?D [p((ﬂ) k] > 6]
K ) A S
= 0r € Ocp | Wi —= p(z) € B p(x) € B > 1—
[ n et srca] mocner ]
K s
= 1|0k € Ocp | Wi; p(z) € By] > 1 —
27X ; {k CP( k K)} ng[ (z) € By] = e]
- 5
= 1|0k € Ocp | Wi; h(z) € Bl > 1—
_ZAIJPD” ; |:k CP( k )} mND[p(m) K] > €
A . 5
A /\ 1 |:91€ (S @Cp (Wk,K)] = 1]
k=1
K 5 «
= 1|6 € Ocp [ Wi; — p(z) € Bp] > 1 —
ZEPDn [; [’“ CP( k K)} xINPD [p(x) k) € k/:\l
A 5
ZNDn /:\ |:9k€@CP (W E
K K ) 5
= Z?Dn ZLPD [25(1‘) S Bk] >1—c¢ 1 |:9k € Ocp <Wk; >:| = ]_‘|
k=1 k=1
A 3
k=1
K A 5 K
= 1>1- 16,0 Wii— | =1 1
|12 1| [x [ () ] A
- ]
= 10, €Ocp (Wi;— || =1
2 [Ar[peesen ()]
Sk A 5
:ZiPDn -k/:\lek € Ocp (Wk,K>‘|
>1-4,

where the last inequality holds by the union bound.
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B PROOF OF THEOREM 1

We prove this by exploiting the independence of each bin. Recall that C(z) == [¢ 7(@) =€y, (@) +
€.], and the interval is obtained by applying the Clopper-Pearson interval with confidence level %

at each bin. Then, the following holds due the Clopper-Pearson interval for all k € {1,2,..., K}:

4]

P {lcf,k — éf,k‘ > 64 < It

where ¢y = cy(x) and ¢7, = ¢;(x) for z such that r;(z) = k, and € = max(e,,&). By
applying the union bound, the following also holds:

P

K
Nleji—épl > Ek} <9,
k=1

Considering the fact that X is partitioned into K spaces due to the binning and the equivalence form
(10) of the PAC criterion in Definition 3, the claimed statement holds.

C PROOF OF THEOREM 2

We drop probabilities over (x,y) ~ D. First, we decompose the error of a cascading classifier
P [Jo(z) # y] as follows:

P [jo(e) # 3] = P [jole) # y A (Jole) = gu(2) V o(@) £ du ()]
=P [(ic(@) £y Ajo(@) = gu(@) v (ic(@) #y A c(e) # u (@)
= Pljo(e) £y Afo@) = ur(@)] + P [jo(@) # y A jola) # @),

where the last equality holds since the events of ¢ (z) = §as(x) and of o (z) # §ar(x) are disjoint.

Similarly, for the error of a slow classifier P [§s () # y], we have:
Plgm () #yl =P [ () # y AN o) = g (@)] + P [ga (@) # y Ao () # a ()]

Thus, the error difference can be represented as follows:

P [gc(z) # y] — P [gm(z) # y]
=P ljc(z) #yNjc(z) # gm ()] = P [gm () # y Ado(r) # gu(x)]. (12)

To complete the proof, we need to upper bound (12) by . Define the following events:

m—1

Dy, = ‘ (Pi(z) < i) ADm(T) > Ym (Vm e {1,..,.M —1})
e

Dy = , (Pi(w) <)

Ec = jc(x) # Jm ()

E. = Gm(x) # gam(x) (Yme{l,...,M —1})

#y (Vme{l,...M —1})
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where D1, Dy, ..., Dy form a partition of a sample space. Then, we have:
P [jc(x) #y AN jo(x) # gu()] =P [Fe A Ec]

=P

M
Fo AN Eo A \/ Dm]

m=1

=P

P <k

(FC N Ec N Dm)]
1

IP[Fc/\Ec/\Dm]

o

3
Il

Il
NE

P [Fy A Emy A Dy

3
Il
-

o

P [Fon | Em A D] - P [Ep A Din]

3
I

Similarly, we have:

M
P [gar(2) # y A go(e) # gu(@)] = Y PG| En A D] - P [Eny A Dii].

m=1
Thus, (12) can be rewritten as follows:

P lgc(z) # y] — P [gm(z) # vl

JZM:(IP[Fm\EmADm]-IP[EmADm}—IP[G|Em/\Dm]-1P[EmADm])

3
&

-

(em —e,)
m=1
M-—1
= (em — €1,)
m=1
<&,

where the last equality holds since e); — ef;, = 0, and the last inequality holds due to (6) with
probability at least 1 — ¢, thus proves the claim.

D PROOF OF THEOREM 3

Suppose there is 'yi which is different to 7] and produces a faster cascading classifier than the
cascading classifier with ;. Since ~7 is the optimal solution of (6), v; > ~;. This further implies
that the less number of examples exits at the first branch of the cascading classifier with v}, but these
examples are classified by the upper, slower branch. This means that the overall inference speed of
the cascading classifier with ~y{ is slower then that with v, which leads to a contradiction.

E PROOF OF THEOREM 4

For clarity, we use r to denote a state x is “recoverable” (i.e., y*(x) = 0) and u to denote a state
x is “un-recoverable” (i.e., y*(x) = 1). Now, note that a rollout {(xg, Tshield) = (zo,Z1,-..)
is unsafe if (i) at some step ¢, we have y*(x;) = u (i.e., x; is not recoverable), yet y(o;) = 7,
where o; = h(x:) (i.e., § predicts x; is recoverable), and furthermore (ii) for every step i < t — 1,
y*(x;) = 9(0;) = r—i.e,

Punsafe = Penn,, [{7 (7\1 (y*(gjz) =rAg(o;) = r) A (y*(:ct) =uNg(o) = r))] . (13)

t=0 \7=0
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Condition (i) is captured by the second parenthetical inside the probability; intuitively, it says that
§(0¢) is a false negative. Condition (ii) is captured by the first parenthetical inside the probability;
intuitively, it says that §(o;) is a true negative for any i« < ¢ — 1. Next, let the event E}; be

t—1
E, = /\ v (z;) =r ANy (xe) = u,
i=0
then the following holds:

Peop. [i; (t_/\1 (y*( N — So0) — u A g(or) 27‘)>]

t=0 \7=0

8
N
~

|
<
>
<
—~
S
~—
|
<
N—
>
ouny
<
*
—~

8
G
~

Il

e [ (R0t (s
t=0 \i=0 i=0

=Peun,, ., \/ <Et A /_\ 9(0;) =r Agloy) = T>]
Lt=0 i=0

< ]PENDWshield \/ (Et A g(ot) - 7‘)‘| '
Lt=0

Recall that p := Y ;> Peop, [Ei] and pp(0) = >.,2 o pp. (0 | Et) - Pewp, [E:]/p; then we can
upper-bound (13) as follows:

Punsafe < ]PEND

T shield

V (B niton) = r)]

= Z IPEND""shleld [Et /\ Q(Ot) = r]
=0

- Z / L(go) =7) "PDryaq (o Ex)- IPENDmmm [E4] do
L(§(0) = 1) > Py, (0| Be) - Penp,,, [Ed] do
t=0

(G(0) = 7)Y oo (0| Ee) - Penp,[Er] do
t=0

I
—

=
<

where we use the fact that E; are disjoint by construction for the first equality, and we use o without
time index ¢ for the third equality since it clearly represents the last observation if it is conditioned
on E;. Moreover, the last inequality holds due to the following: (i) pp,. (o | Et) = pp, (o | Ey),
since F; implies that the backup policy of mgieq iSn’t activated up to the step ¢, SO 7ghielg = 7, and
(i) Pe~n,, [Et] < Penp, [Ey], since mgniena is less likely to reach unsafe states by its design than
7. Thus, the constraint in (9) implies pynsate < & With probability at least 1 — §, so the claim follows.
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F ADDITIONAL DISCUSSION

F.1 LIMITATION TO ON-DISTRIBUTION SETTING

Our PAC guarantees (i.e., Theorems 1 & 5) transfer to the test distribution if it is identical to the
validation distribution. We believe that providing theoretical guarantees for out-of-distribution data
is an important direction; however, we believe that our work is an important stepping stone to-
wards this goal. In particular, to the best of our knowledge, we do not know of any existing work
that provides theoretical guarantees on calibrated probabilities even for the in-distribution case. One
possible direction is to use our approach in conjunction with covariate shift detectors—e. g., (Gretton
etal., 2012). Alternatively, it may be possible to directly incorporate ideas from recent work on cali-
brated prediction with covariate shift (Park et al., 2020b) or uncertainty set prediction with covariate
shift (Cauchois et al., 2020; Tibshirani et al., 2019). In particular, we can use importance weighting
q(z)/p(zx), where p(x) is the training distribution and ¢(z) is the test distribution, to reweight our
training examples, enabling us to transfer our guarantees from the training set to the test distribution.
The key challenge is when these weights are unknown. In this case, we can estimate them given a
set of unlabeled examples from the test distribution (Park et al., 2020b), but we then need to account
for the error in our estimates.

F.2 BASELINES

The following includes brief descriptions on baselines that we used in experiments.

Histogram binning. This algorithm calibrates the top-label confidence prediction of f by sorting the
calibration examples (z,y) into bins B; based on their predicted top-label confidence—i.e., (z,y)

is associated with B; if p(x) € B;. Then, for each bin, it computes the empirical confidence
D; = ﬁ > (eyes; 1@(x) = y), where S; is the set of labeled examples that are associated with

bin B;—i.e., the empirical counterpart of the true confidence in (2). Finally, during the test-time, it
returns a predicted confidence p; for all future test examples z if p(x) € B;.

(1- {)-softmax. In fast DNN inference, a threshold can be heuristically chosen based on the
desired relative error ¢ and the validation error of the slow model. In particular, when a cascading
classifier consists of two branches—i.e., M = 2, the threshold of the first branch is chosen by

v =1-¢ ", where & " is the sum of & and the validation error of the slow model. We call this
approach (1 — ¢')-softmax.

(1- fl)-temperature scaling. A more advanced approach is to first calibrate each branch to get
better confidence. We consider using temperature scaling to do so—i.e., we first calibrate each

branch using the temperature scaling, and then use the branch threshold by 73 = 1 — fl when
M = 2. We call this approach (1 — ¢ )-temperature scaling.

F.3 CALIBRATION: INDUCED INTERVALS FOR ECE AND RELIABILITY DIAGRAM

ECE. The expected calibration error (ECE), which is one way to measure calibration performance,
is defined as follows:

J
ECE:X_:||S5|||SI > - Y i@ =),

(z,y)€S; 191 (z,y)€S;

where J is the total number of bins for ECE, S C X’ x Y is the evaluation set, and S; is the set of
labeled examples associated to the jth bin—i.e., (x,y) € S; if p(z) € Bj.

A confidence coverage predictor C (x) outputs an interval instead of a point estimate p(x) of the
confidence. To evaluate the confidence coverage predictor, we remap intervals using the ECE

formulation. In particular, we equivalently represents C'(2) by a mean confidence ¢(x) and dif-

ferences from the mean—i.e., C(z) = [c(z),¢(x)] = [¢7(z) — €, ¢5(x) + €] (see Appendix
A for a description on this equivalent representation). Then, we sort each labeled example into
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bins using ¢;(x) to form S;. Next, we consider an interval instead of p(z) to compute ECE—
i.e., ECEinquced = [ECE, ECE|, where

J
1S5 -1 ;
BcE= 31w Jp - LS @) =y,
j=1 |5 s €Conty 1551 (z,y)€S;
J
__ S 1
ECE = Z M sup |Pj — 1(§(z) = y)|, and
J=1 |S‘ pj €Conf; |SJ‘ (2,9)€S;

Conf; := [Conf;, Conf;] := [(Trlr})igsvc(x),(qqrz)ag(svc(x)} .
T, J z, J

Reliability diagram. This evaluation technique is a pictorial summary of the ECE, where the x-
axis represents the mean confidence |S—1‘ Z( 2.)ES, p(x) for each bin, and the y-axis represents the
J ’ J

mean accuracy ﬁ 2 (ey)e s, L(#(x) = y) for each bin. If an interval from a confidence coverage

predictor is given, then the mean confidence is replaced by Conf, resulting in visualizing an interval
instead of a point.

F.4 FAST DNN INFERENCE: CASCADING CLASSIFIER TRAINING

We describe a way to train a cascading classifier with M branches. Basically, we consider to inde-
pendently train M different neural networks with a shared backbone. In particular, we first train the
M'th branch using a training set by minimizing a cross-entropy loss. Then, we train the (M — 1)th
branch, which consists of two parts: a backbone part from the Mth branch, and the head of the
(M — 1)th branch. Here, the backbone part is already trained in the previous stage, so we do not
update the backbone part and only train the head of this branch using the same training set by mini-
mizing the same cross-entropy loss (with the same optimization hyperparameters). This step is done
repeatedly down to the first branch.

F.5 SAFE PLANNING: DATA COLLECTION FROM A SIMULATOR

We collect required data from a simulator, where a given policy 7 is already learned over the simu-
lator. We describe how we form the necessary data from rollouts sampled from the simulator.

First, to sample a rollout ¢, we use 7 from a random initial state xy ~ D; we denote the sequence of
states visited as a rollout {(xg, 7) := (xo, z1, . . . ). We denote the induced distribution over rollouts
by ¢ ~ D;. Note that the ¢ contains unsafe states since 7 is potentially unsafe. However, when
constructing our recoverability classifier, we only use the sequence of safe states, followed by a
single unsafe state. In particular, we let W be a set of i.i.d. sampled rollouts ¢ ~ Dj. Next, for
a given rollout, we consider the observation in the first unsafe state in that rollout (if one exists);
we denote the distribution over such observations by D. Finally, we take Z to be a set of sampled
observations o ~ D.

G ADDITIONAL EXPERIMENTS

G.1 CALIBRATION
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Figure 5: Calibration comparison in reliability diagrams and ECEs. The size of validation set for
calibration is 20, 000. The blue histogram represents the example ratio for the corresponding bin.
The diagonal line labeled “ideal” is the best reliability diagram, which produces the zero ECE.
The estimated reliability diagram is represented “estimated” in dotted red. (a) The naive softmax
output from a neural network is unreliable in ECE. (b, ¢) The temperature scaling and histogram
binning are fairly good calibration approaches, which decreases ECE. (d) The proposed approach
generates “induced” intervals (see Appendix F.3) on top of the histogram binning approach, where
each interval contains the ideal diagonal line with high probability. Moreover, the proposed one also
produces induced ECE interval, where it contains the zero ECE with high probability.
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Figure 6: Calibration comparison via reliability diagrams and ECE. The size of validation set for
calibration is 2,000. See the caption of Figure 5 for interpretation. For the induced intervals, the
length of the interval is larger than that with n = 20, 000 due to the estimation error.
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Figure 7: Accuracy-confidence plot. This plot is useful for choosing a proper confidence
threshold that achieves a desired conditional accuracy (Lakshminarayanan et al., 2017); the x-
axis is the confidence threshold ¢ and the y-axis is the empirical value of the conditional ac-
curacy P [g(z) =y | p(x) > t]. Since our approach outputs an interval [c(z),¢(z)], we plot
Plj(z) =y | c(x) >t] and P [§(z) = y | &(x) > ¢] for the upper and lower bound of the green
area, respectively.
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G.2 FAST DNN INFERENCE
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Figure 8: Ablation study on various n for £ = 0.02, § = 1072, and M = 2. Each plot uses the
shown number of samples n with the same £ and §. The “estimated trade-off” represents the error
and MAC:s trade-off depending on threshold ~;. The markers show the trade-off by the baselines.
The “desired error” is a user-specified error bound, where the error of each method need to be below
of this line. The proposed approach reduces the inference speed as the number of sample increases,
while satisfying the desired error bound. The baselines are either fails to satisfy the desired error
bound or overly conservative to satisfy the bound.
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Figure 9: Ablation study on various £ for n = 20,000, § = 10~2, and M = 2. Each plot uses
the shown desired relative error £ with the same n and 6. The “estimated trade-off” represents the
error and MACs trade-off depending on threshold ;. The markers show the trade-off by the shown
baselines. The “desired error” is a user-specified error bound, where the error of each method need
to be below of this line. The proposed approach allows more error as at most specified by the desired
error, to reduce the inference speed. Other baselines either overly increase the error or conservatively

maintain overly low error.
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Figure 10: Ablation study on various § for n = 20,000, £ = 0.02, and M = 2. Each plot uses
the shown misconfidence level § with the same n and . The “estimated trade-off” represents the
error and MACs trade-off depending on threshold ;. The markers show the trade-off by the shown
baselines. The “desired error” is a user-specified error bound, where the error of each method need
to be below of this line. The proposed approach produces larger error gap toward the desired error as
we enforce stronger confidence level—i.e., from § = 10~! to 6 = 10~%. Note that other baselines
do not depend on ¢ as designed.
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G.3 SAFE PLANNING
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Figure 11: Ablation study on various n for ¢ = 0.1 and § = 10~2. Each plot uses the shown sample
size n with the same £ and 0. The “naive”, “£-naive”, and “histogram binning” represent baseline
results on the safety rate and success rate. The proposed approach is labeled “rigorous”. The desired
safety rate is a user-specified rate, where the safety rate of each method need to be above of this line.
The safety rate of the proposed approach is above the desired safety rate, and it tends to be closer to
the desired safety rate as n increases.
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Figure 12: Ablation study on various ¢ for n = 20,000 and § = 10~2. Each plot uses the shown
desired unsafe rate £ with the same n and §. The “naive”, “£-naive”, and “histogram binning”
represent baseline results on the safety rate and success rate. The proposed approach is labeled
“rigorous”. The desired safety rate is a user-specified rate, where the safety rate of each method
need to be above of this line. The safety rate of the proposed approach is closely above the desired
safety rate to satisfy the safety constraint. However, the naive can violate the safety constraint, and
the £-naive can be overly optimistic. The histogram binning and £-naive look empirically fine, but
they can in theory violate desired safety rate (e.g., see Figure 4b).
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Figure 13: Ablation study on various ¢ for n = 20,000 and ¢ = 0.1. Each plot uses the shown
misconfidence level £ with the same n and €. The “naive”, “£-naive”, and “histogram binning”
represent baseline results on the safety rate and success rate. The proposed approach is labeled
“rigorous”. The desired safety rate is a user-specified rate, where the safety rate of each method
need to be above of this line. The proposed approach produces more conservative safety rates—
i.e., larger gap between the estimated safety rate and desired safety rate—as we enforce stronger
confidence level—i.e., from § = 10~ ! to § = 10~*. Note that other baselines do not depend on § as
designed.

27



	1 Introduction
	2 PAC Confidence Prediction
	3 Application to Fast DNN Inference
	4 Application to Safe Planning
	5 Experiments
	5.1 Calibration
	5.2 Fast DNN Inference
	5.3 Safe Planning

	6 Conclusion
	A Connection to PAC Learning Theory
	B Proof of Theorem 1
	C Proof of Theorem 2
	D Proof of Theorem 3
	E Proof of Theorem 4
	F Additional Discussion
	F.1 Limitation to On-Distribution Setting
	F.2 Baselines
	F.3 Calibration: Induced Intervals for ECE and Reliability Diagram
	F.4 Fast DNN Inference: Cascading Classifier Training
	F.5 Safe Planning: Data Collection from a Simulator

	G Additional Experiments
	G.1 Calibration
	G.2 Fast DNN Inference
	G.3 Safe Planning


