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Abstract

We construct a novel second-order time marching scheme with the full decoupling structure to solve a highly coupled
onlinear two-phase fluid flow system consisting of the nonlocal mass-conserved Allen–Cahn equation where two types of
ow regimes are considered (Navier–Stokes and Darcy). We achieve the full decoupled structure by introducing a nonlocal
ariable and designing an additional ordinary differential equation for it which plays the key role to maintain the unconditional
nergy stability. The whole scheme is built upon the pressure correction/ quadratization approach for the fluid equation and
onlinear double-well potential, respectively. At each time step, one only needs to solve several independent elliptic equations
ith constant coefficients illustrating the high practical efficiency. We strictly prove that the scheme satisfies the unconditional

nergy stability, and carry out various numerical simulations to prove its stability and accuracy numerically, such as spinodal
ecomposition and fingering instability due to the continuous injection flow, etc.
c 2020 Elsevier B.V. All rights reserved.
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1. Introduction

This paper develops a new completely decoupled second-order time-marching numerical method for solving
wo-phase incompressible fluid flow systems, in which the moving interface is governed by the nonlocal mass-
onserved Allen–Cahn-type phase-field model. To show the versatility of the decoupling method, we consider two
ypes of fluid flow models, one of which is the Navier–Stokes equation, and the other is the Darcy equation confined
n the Hele–Shaw cell. The phase-field method generally includes two gradient flow models, in which the first
s the Cahn–Hilliard dynamics, and the second is the Allen–Cahn dynamics. The former can conserve the mass
utomatically while the latter cannot. The nonlocal conserved Allen–Cahn model (abbreviated as CAC) derived
rom [1] which had been widely used to simulate the two-phase fluid flow problems or other situations (cf. [2–11]),
s a modified version of Allen–Cahn dynamics, where the shortcoming of non-conservation of mass is removed.
ormally, the accurate mass conservation is realized through the use of a very simple technique in which a nonlocal

erm is added to eliminate mass variance caused by the chemical potential. Compared with other versions of the
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mass-conserved Allen–Cahn type models (cf. [6,12–14]) or the fourth-order Cahn–Hilliard equation with automatic
mass-conservation property, the CAC model proposed in [1] has some obvious advantages. First, it can achieve
an accurate conserved mass like the Cahn–Hilliard equation, but it is relatively simple to solve because it is a
second-order equation. Second, since it follows the law of energy dissipation, it is more suitable for the design of
energy stable schemes

Remarkably, we recall there exist many effective methods for the two components of the flow-coupled phase-
eld models. For example, the well-known projection type methods can efficiently solve the incompressible
avier–Stokes equations and Darcy equations, see [15–24]. Numerous methods, e.g., stabilization method [25–30],

onvex splitting method [31–35], Invariant Energy Quadratization (IEQ) [36–39], Scalar Auxiliary Variable (SAV)
ethod [40–42]), or others [43–49] compose a large pool to deal with the phase-field type models. However, after

oupling the phase-field model with the flow field, the synthetic model (cf. [50–54]) turns to a highly coupled
onlinear dynamical system which is very challenging for algorithm developments especially the energy-stable
chemes. In the model, the stiffness is not only from the small interfacial width in the phase-field equation, but
lso due to the nonlinear couplings between the phase-field variable and the velocity field through the advection
nd surface tension terms (abbreviated as adv-surf ). For highly coupled nonlinear systems with large stiffness
ssue problems, the simple discretization for nonlinear terms may lead to fully coupled/nonlinear schemes with
onsiderable instability, or suffer from expensive computational costs, which is the motivation to develop a stable
cheme (especially a linear, fully-decoupled scheme that can maintain energy stability unconditionally is preferred).
o this end, one of the most challenging problems in algorithm designs is how to find an appropriate discretization
ethod for the adv-surf terms.
Here, we briefly review the numerical schemes of the coupled phase-field models with Navier–Stokes equations

nd Darcy equations. For the Navier–Stokes coupled phase-field model, as far as the author knows, the only available
nergy-stable fully-decoupled scheme was developed in [22,29,55], in which the way to achieve the full decoupling
tructure is to add a stabilization term to the explicit advection velocity term (abbreviated as Stab-method, see

the details of the scheme (3.48) given in Remark 3.6). However, this decoupling type scheme is only first-order
accurate in time, and it requires more calculations at each time step because the scheme for the phase-field model has
variable coefficients. For the Darcy coupled phase-field model, the situation is much better (in terms of accuracy)
and a second-order fully-decoupled scheme was developed in [23], in which the adv-surf terms are discretized
hrough explicit and implicit combination method (abbreviated as Exp–Imp method, see the details of the scheme
3.66)–(3.67) given in Remark 3.7). It should be emphasized that for the Navier–Stokes coupling system, the Exp–
mp method can only generate a fully-coupled scheme, see [24,35,56–62]. Hence, a natural question arises: why
an we get a fully-decoupled scheme when using the Exp–Imp method to deal with the Darcy coupling model, but
an only get a fully-coupled scheme when using the same method to deal with the Navier–Stokes coupling model?

The answer is due to the special format of the Darcy equation, where the pressure gradient and the velocity field
atisfy an explicit linear relationship that does not involve any spatial derivatives. Therefore, one can use the pressure
radient and surface tension to express the fluid velocity explicitly and linearly, thereby achieving a completely
ecoupled type of scheme. However, if we use the same method to process the Navier–Stokes equation, the advective
nd viscous terms containing spatial derivatives will prevent us from obtaining similar linear relationships, so we
annot obtain a fully-decoupled scheme. Moreover, although the scheme given in [23] is fully-decoupled, there is
ome other notable shortcoming. For example, its computational cost is high because it needs to solve the phase-field
quation with variable coefficients at each time step (see Fig. 4.3).

Therefore, the focus of this paper to develop a scheme that maintains energy stability unconditionally and the
econd-order time accuracy, while also achieving the full decoupling calculations. We expect this scheme is not
nly suitable for the Darcy coupling model, but also for the Navier–Stokes coupling model. Meanwhile, when the
ovel scheme is applied to either Navier–Stokes or Darcy coupled model, we hope that compared with the scheme
n [23] that requires solving the variable-coefficient equations, the schemes given in this article are more efficient,
hat is, only the constant-coefficient equations are needed to be solved. To this goal, when developing numerical
lgorithms, we do not intend to use the specific form of the Darcy equation, but instead, turn our attention to
sing the obvious but usually ignored property of “zero-energy-contribution” satisfied by the adv-surf terms. In
ther words, it can be seen easily that the adv-surf terms do not impact the total free energy or energy diffusivity,
hich means their contribution to the free energy is zero. This is a well-known property, but it has never been

sed to design numerical algorithms. In this paper, we introduce a nonlocal variable and apply this property to
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design a special ordinary differential equation (ODE) that contains the inner products of the adv-surf terms with
some specific functions. In this way, the system can be rewritten into a new form, and the adv-surf terms can be
discretized in a simple explicit manner. The original system and the newly modified system are equivalent, because
the added ODE is trivial at the continuous level and all items contained in it are zero. But after discretization, the
new variable and its associated ODE will play a key role. First, the ODE can help eliminate all the troublesome
nonlinear terms to obtain provable stability. Second, the nonlocal property of the new variable can be used to
decompose each unknown variable into a linear combination form and thus all equations can be decomposed into
multiple independent equations, thereby obtaining a fully-decoupled structure.

This decoupling method is then combined other proven effective methods (projection/SAV methods) to form the
expected scheme. The implementation of this scheme is very simple. It only needs to solve a few linear independent
elliptic equations with constant coefficients at each time step, which means that computation is very efficient. We
also give a rigorous proof of the solvability and unconditional energy stability of the scheme and further simulate
various numerical examples in 2D and 3D to show its numerical effectiveness. In addition to the above-mentioned
benefits, another important advantage of the new decoupling method is that it is universally applicable. For instance,
first, it can be combined with other linear methods (such as the linear stabilization, IEQ methods, etc.) to form
various types of fully-decoupled energy-stable schemes. Second, it can also be applied to any nonlinear coupling
type model to form an effective full decoupling scheme (especially gradient flow type models coupled with other
fields), for example, the temperature-coupled dendritic crystal growth model [63,64], the magnetic/electric-coupled
model [65–67], the flow-coupled nematic/smectic liquid crystal model [68–70], etc.

We organize the rest of this article as follows. We briefly introduce the two models in Section 2, namely the
Navier–Stokes equations coupled with the CAC model (NS-CAC, for short) and the Darcy equations coupled with
the CAC model (D-CAC, for short). In Section 3, numerical schemes are constructed for solving these two models
and introduce the practical implementation process in detail. We prove the unconditional energy stability rigorously
(implementation and solvability are given in the Appendix). In Section 4, we implement the numerical simulations
numerically to demonstrate the stability, accuracy of the developed schemes. In Section 5, we give some concluding
remarks.

2. NS-CAC model and D-CAC model

We first briefly introduce the two models, the NS-CAC model, and the D-CAC model. Both models have been
often applied to simulate the two-phase flow system, where the latter focuses on the fluid dynamics in porous media.

We introduce some notations here. The L2 inner product of any two functions φ(x) and ψ(x) is expressed as
(φ(x), ψ(x)) =

∫
Ω φ(x)ψ(x)dx, and the L2 norm of φ(x) is denoted as ∥φ∥

2
= (φ, φ).

2.1. NS-CAC model

Suppose that Ω is a smooth, bounded, and connected domain in Rd , d = 2, 3. We define φ(x, t) as a phase-field
variable (macro labeling function) to represent the mass (or volume) fraction of two different fluid components in
the fluid mixture, i.e.,

φ(x, t) =

{
1 fluid 1,
−1 fluid 2.

(2.1)

The discontinuity between the two distinct values ±1 is smoothed by a thin transition region of width O(ϵ) where
ϵ ≪ 1. In terms of the variable φ and the average velocity field u for the fluid mixture, the postulated total free
energy reads as

E(u, φ) =

∫
Ω

(1
2
|u|

2
+ λ(

1
2
|∇φ|

2
+ F(φ))

)
dx, (2.2)

which is a combination of the kinetic energy, gradient potential, and the Ginzburg–Landau functional. Here, the
nonlinear potential F(φ) is chosen to be the double-well form, i.e., F(φ) =

1
4ϵ2 (φ2

− 1)2, λ is related to the surface
ension parameter, and the surface tension is defined as 2

√
2 λ , see [71].
3 ϵ
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Then, by applying the L2 gradient flow method to the total free energy (that is, the Allen–Cahn relaxation
ynamics), the NS-CAC model reads as:

φt + ∇ · (uφ) + M
(
µ−

1
|Ω |

∫
Ω

µdx
)

= 0, (2.3)

µ = λ(−∆φ + f (φ)), (2.4)
ut + (u · ∇)u − ν∆u + ∇ p + φ∇µ = 0, (2.5)
∇ · u = 0, (2.6)

where M, ν, λ are all positive parameters, M is the mobility parameter, p is the pressure, ν is the fluid viscosity,
f (φ) = F ′(φ) =

1
ϵ2 (φ3

− φ), µ =
δE
δφ

is the variational derivative or chemical potential, and the nonlocal term
−

1
|Ω |

∫
Ω µdx is added in (2.3) to eliminate the total variance of mass (cf. [1]). We assume the boundary conditions

re either periodic or

u|∂Ω = 0, ∂nφ|∂Ω = 0, (2.7)

where n is the unit outward normal on the boundary ∂Ω . The initial conditions read as

u|(t=0) = u0, p|(t=0) = p0 , φ|(t=0) = φ0. (2.8)

One can easily obtain mass conservation property for the model. By taking the L2 inner product of (2.3) with 1,
nd applying the divergence theorem and the boundary conditions (2.7), the mass conservation property reads as:

d
dt

∫
Ω

φdx = 0. (2.9)

It is also easy to see that the system (2.3)–(2.6) follows a dissipation law of energy by performing the following
rocess of energy estimate. We multiply the inner product of (2.3) by µ in L2 to derive

(φt , µ) = −M
µ−

1
|Ω |

∫
Ω

µdx
2

−

∫
Ω

∇ · (uφ)µdx, (2.10)

where we use

(µ−
1

|Ω |

∫
Ω

µdx, µ)

= (µ−
1

|Ω |

∫
Ω

µdx, µ−
1

|Ω |

∫
Ω

µdx) + (µ−
1

|Ω |

∫
Ω

µdx,
1

|Ω |

∫
Ω

µdx)

=

µ−
1

|Ω |

∫
Ω

µdx
2
,

since (µ −
1

|Ω |

∫
Ω µdx, 1

|Ω |

∫
Ω µdx) = 0. Taking the inner product of (2.4) with −φt in L2 and using integration

y parts, we get

− (µ, φt ) = −
d
dt

∫
Ω

(
λ

2
|∇φ|

2
+ λF(φ))dx. (2.11)

Taking the inner product of (2.5) with u in L2, using integration by parts and (2.6), we obtain
d
dt

∫
Ω

1
2
|u|

2dx + ∥
√
ν∇u∥

2
+

∫
Ω

(
φ∇µ · u + (u · ∇)u · u

)
dx = 0. (2.12)

ombining the above three Eqs. (2.10)–(2.12) and noticing some terms are canceled out, we obtain the energy law
s follows:

d
dt

E(u, φ) = −M
µ−

1
|Ω |

∫
Ω

µdx
2

− ∥
√
ν∇u∥

2, (2.13)

where two of the negative terms specify the diffusion rate of the total free energy E(u, φ).
Remarkably, during the process of obtaining the energy law (2.13), the two integrals originated from the advection

nd surface tension terms finally vanish due to the following two identities hold:∫ (
φ∇µ · u + ∇ · (uφ)µ

)
dx = 0,

∫
(u · ∇)u · udx = 0. (2.14)
Ω Ω

4
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One can easily verify the above two equalities by using integration by parts, (2.6) and (2.7). The final disappearance
of these nonlinear terms can be regarded as they do not impact the total free energy of the system. Therefore, we
refer them as “zero-energy-contribution” terms. In next subsection, this well-known but often overlooked property
will be used to develop the numerical scheme with full decoupling structure.

2.2. D-CAC model

The D-CAC model follows the same framework as the NS-CAC model expect that the fluid momentum equation
follows the Darcy’s law. The D-CAC model reads as

φt + ∇ · (uφ) + M
(
µ−

1
|Ω |

∫
Ω

µdx
)

= 0, (2.15)

µ = λ(−∆φ + f (φ)), (2.16)

τut + ανu + ∇ p + φ∇µ = 0, (2.17)

∇ · u = 0, (2.18)

where u represents the nondimensionalized seepage velocity, τ is a positive parameter, α > 0 is the dimensionless
hydraulic conductivity. Note the time derivative of the seepage velocity u is retained for flows in porous medium,
cf. [23,24,72,73].

The boundary conditions are either periodic or

u · n|∂Ω = ∂nφ|∂Ω = 0. (2.19)

The initial conditions read as

φ|(t=0) = φ0, u|(t=0) = u0, p|(t=0) = p0. (2.20)

The D-CAC system (2.15)–(2.18) also follows energy dissipation property. Since the derivation process is quite
imilar to the NS-CAC model, we omit the details and only present the energy law is as follows:

d
dt

E (u, φ) = −M
µ−

1
|Ω |

∫
Ω

µdx
2

− α∥
√
νu∥

2, (2.21)

here the two negative terms on the right end specify the diffusion rate of the total free energy, and the total energy
eads as

E (u, φ) =

∫
Ω

(τ
2
|u|

2
+ λ(

1
2
|∇φ|

2
+ F(φ))

)
dx. (2.22)

. Numerical scheme

In this section, we develop numerical schemes for the two coupled nonlinear systems, the NS-CAC model
2.3)–(2.6) and the D-CAC model (2.15)–(2.18).

.1. NS-CAC model

.1.1. Reformulation
We introduce a nonlocal variable Q(t) and an ODE system related to it, that reads as:⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩

Qt =

∫
Ω

(∇ · (uφ)µ+ (φ∇µ) · u + (u · ∇)u · u) dx,

∇ · u = 0,
Q|(t=0) = 1,
u|∂Ω = 0 or all variables are periodic.

(3.1)

By utilizing the “zero-energy-contribution” property (2.14) satisfied by the adv-surf terms, it is easy to derive that
the ODE (3.1) is equivalent to an ODE (Q = 0, Q| = 1) with the trivial solution of Q(t) = 1.
t (t=0)

5
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We introduce another nonlocal auxiliary variable U (t) such that

U (t) =

√∫
Ω

(F(φ) −
s

2ϵ2φ
2)dx + B, (3.2)

where s is a positive stabilization parameter, and B is a constant to guarantee that the radicand is positive. Note that
F(φ) is a quartic polynomial, so no matter how big s is, the term

∫
Ω (F(φ) −

s
2ϵ2φ

2)dx can always be guaranteed
o be bounded from below.

Then, by using the two variables Q and U , and combining the ODE (3.1) with the NS-CAC system (2.3)–(2.6),
e get a modified system as:

φt + Q∇ · (uφ) = −M
(
µ−

1
|Ω |

∫
Ω

µdx
)
, (3.3)

µ = λ(−∆φ +
s
ϵ2φ + HU ), (3.4)

Ut =
1
2

∫
Ω

Hφt dx, (3.5)

ut + Q(u · ∇)u − ν∆u + ∇ p + Qφ∇µ = 0, (3.6)
∇ · u = 0, (3.7)

Qt =

∫
Ω

(
∇ · (uφ)µ+ (φ∇µ) · u + (u · ∇)u · u

)
dx, (3.8)

where

H (φ) =
f (φ) −

s
ϵ2φ√∫

Ω (F(φ) −
s

2ϵ2φ
2)dx + B

. (3.9)

The transformed system (3.3)–(3.8) satisfies the following initial conditions,

u|(t=0) = u0, p|(t=0) = p0, φ|(t=0) = φ0,

Q|(t=0) = 1, U |(t=0) =

√∫
Ω

(F(φ0) −
s

2ϵ2 (φ0)2)dx + B.
(3.10)

and the boundary conditions are either periodic or

u|∂Ω = 0, ∂nφ|∂Ω = 0, (3.11)

In the next two comments, we will give some detailed explanations of the above reformulation.

emark 3.1. When we combine the ODE (3.8) with the original system (2.3)–(2.6), we make some modifications
o the resulting model. The first modification is made to the chemical potential µ, in which the nonlocal variable

is used, and (3.6) is obtained by taking the time derivative for U . This modification will not change the system,
because we can restore the chemical potential (2.4) by integrating (3.6) over time. The second modification is made
to the adv-surf terms where we multiply them by Q. Since the variable Q is equal to 1, the PDE system is not
changed by this modification as well. In summary, the above description illustrates the equivalence between the two
PDE systems, (2.3)–(2.6) and (3.3)–(3.8).

Remark 3.2. The modified system (3.3)–(3.8) still holds the property of mass conservation. By taking the L2 inner
product of (3.3) with 1, and using the nonlocal property of the variable Q, we get∫

Ω

Q∇ · (uφ)dx = Q
∫
Ω

∇ · (uφ)dx = 0, (3.12)

hich is due the boundary condition u · n|∂Ω = 0. This means d
dt

∫
Ω φdx = 0, that is, the mass is conserved over

time. Moreover, for the discrete scheme, since the discrete solution of Q is also nonlocal, as long as the numerical
solution of u has a similar boundary condition, the mass conservation property of the discrete solution of φ still
holds.
6
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The transformed system (3.3)–(3.8) also follows an energy dissipative law that can be derived by a similar
rocedure to obtain (2.13). We present the detailed process since the energy stability proof in the discrete level
ollows the same line.

By taking the L2 inner product of (3.3) with µ, we derive

(φt , µ) + Q
∫
Ω

∇ · (uφ)µdx = −M
µ−

1
|Ω |

∫
Ω

µdx
2
. (3.13)

By taking the L2 inner product of (3.4) with φt , we obtain

− (µ, φt ) + λ
d
dt

∫
Ω

(
1
2
|∇φ|

2
+

s
2ϵ2 |φ|

2
)

dx + λU
∫
Ω

Hφt dx = 0. (3.14)

y taking the L2 inner product of (3.5) with 2λU , we obtain

λ
d
dt

(|U |
2) − λU

∫
Ω

Hφt dx = 0. (3.15)

By taking the L2 inner product of (3.6) with u and using (3.7), we obtain
d
dt

∫
Ω

1
2
|u|

2dx + ν∥∇u∥
2
+ Q

∫
Ω

u · ∇u · udx + Q
∫
Ω

φ∇µ · udx = 0. (3.16)

By multiplying (3.8) with Q, we obtain

d
dt

(
|Q|

2

2

)
= Q

∫
Ω

(
∇ · (uφ)µ+ (φ∇µ) · u + (u · ∇)u · u

)
dx. (3.17)

By combining the above five equalities and noticing that the three nonlocal terms with Q in (3.13) and (3.16)
re canceled by the three nonlocal terms in (3.17), we obtain the energy law as follows,

d
dt

(∫
Ω

(1
2
|u|

2
+
λ

2
|∇φ|

2
+
λs
2ϵ2 |φ|

2)dx + λ|U |
2
+

|Q|
2

2

)
= −M

µ−
1

|Ω |

∫
Ω

µdx
2

− ∥
√
ν∇u∥

2
≤ 0.

(3.18)

3.1.2. Decoupled numerical scheme for the NS-CAC model
Now we develop a numerical scheme for (3.3)–(3.8) based on the second-order backward differential formula

(BDF2) as follows. Let ψn be the numerical approximation to the analytic function ψ(·, t)|t=tn . Let δt > 0 be a
ime step size and set tn

= nδt for 0 ≤ n ≤ N with T = Nδt .
Assuming (ũ,u, p, φ, µ, Q,U )n and (ũ,u, p, φ, µ, Q,U )n−1 are known, we update (ũ,u, p, φ, µ, Q,U )n+1 by

aφn+1
− bφn

+ cφn−1

2δt
+ Qn+1

∇ · (u∗φ∗) = −M
(
µn+1

−
1

|Ω |

∫
Ω

µn+1dx
)
, (3.19)

µn+1
= λ(−∆φn+1

+
s
ϵ2φ

n+1
+ H∗U n+1), (3.20)

aU n+1
− bU n

+ cU n−1
=

1
2

∫
Ω

H∗(3φn+1
− 4φn

+ φn−1)dx, (3.21)

aũn+1
− bun

+ cun−1

2δt
+ Qn+1(u∗

· ∇)u∗
− ν∆ũn+1

+ ∇ pn
+ Qn+1φ∗

∇µ∗
= 0, (3.22)

aQn+1
− bQn

+ cQn−1

2δt
=

∫
Ω

(
∇ · (u∗φ∗)µn+1

+ (φ∗
∇µ∗) · ũn+1

+ (u∗
· ∇)u∗

· ũn+1
)

dx, (3.23)

and
a

2δt
(un+1

− ũn+1) + ∇(pn+1
− pn) = 0, (3.24)

∇ · un+1
= 0, (3.25)

here
a = 3, b = 4, c = 1,u∗

= 2un
− un−1, φ∗

= 2φn
− φn−1,

∗ n n−1 ∗ ∗
(3.26)
µ = 2µ − µ , H = H (φ ).
7
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The boundary conditions for the unknown variables un+1, ũn+1 and φn+1 are either periodic or the following

ũn+1
|∂Ω = 0,un+1

· n|∂Ω = ∂nφ
n+1

|∂Ω = 0. (3.27)

We give the details on how to obtain the decoupling structure and implementation details, see Appendix A.1. In
he following remarks, we give some detailed descriptions of the above scheme.

emark 3.3. The computations of the second-order scheme (3.19)–(3.25) require all values of t = t1. In practice,
e can obtain these values by constructing a similar first-order scheme based on the backward Euler method

e.g. setting a = 2, b = 2, c = 0, ψ∗
= ψ0,∀ψ , the scheme becomes first order). Meanwhile, similar to the

ontinuous case, the mass-conserved property of φn+1 still holds. By taking the L2 inner product with 1 for (3.19),
sing integration by parts, the boundary condition of u∗

· n|∂Ω = 0, and noticing that Qn+1 is a nonlocal scalar, we
erive

∫
Ω φ

n+1dx =
∫
Ω

bφn
−cφn−1

a dx. By using the math induction (since it is easy to derive
∫
Ω φ

1dx =
∫
Ω φ

0dx
rom the first-order scheme), it is easy to obtain

∫
Ω φ

n+1dx =
∫
Ω φ

ndx = · · · =
∫
Ω φ

0dx.

emark 3.4. We use the second-order pressure-correction method to solve the Navier–Stokes equations. In this
ay, the calculation of the pressure is separated from the calculation of the velocity field. The variable ũ is an

ntermediate velocity field that only meets the homogeneous Dirichlet boundary condition but does not verify
he divergence-free condition. (3.24)–(3.25) is the projection step to obtain the final velocity field un+1, which is
ivergence-free, but only partially meets the homogenous Dirichlet boundary condition. To solve the pressure pn+1

nd un+1, by applying the divergence operator ∇· to (3.24) and using the divergence-free conditions for un+1, then
he following Poisson equation for pn+1 with the periodic boundary conditions or homogenous Neumann boundary
onditions, is obtained, i.e.,

− ∆pn+1
= −

3
2δt

∇ · ũn+1
− ∆pn. (3.28)

Once pn+1 is computed from (3.28), we update un+1 by using (3.24), i.e.,

un+1
= ũn+1

−
2δt
3

∇(pn+1
− pn). (3.29)

emark 3.5. Energy stability can be improved by effectively using the stabilization term (the term related to s in
3.20)). This had been demonstrated by numerous numerical tests given in [74,75] for a series of phase-field models
ith high stiffness while using larger time steps for simulations. For models with very high stiffness issue due to

he model parameters or strong anisotropy so that spatial oscillations can induce severe constraints on the time step,
hile the SAV method applied to these models are formally unconditionally energy stable, but exceedingly small

ime steps are needed to achieve reasonable accuracy. To fix such an inherent deficiency, the stabilization technique
s often combined with the SAV method to form the so-called stabilized-SAV (S-SAV) method. More precisely,
y adding one or several suitable linear stabilization terms and treating involved nonlinear terms in a semi-explicit
ay, we can construct an unconditionally energy stable scheme which is easy to solve and can produce accurate

esults with reasonable time steps. About the details of how to apply various effective stabilization terms to different
ighly stiff models, we refer to some recent review works in [74,75].

.1.3. Unconditional energy stability
Now we prove that the scheme (3.19)–(3.25) is unconditionally energy stable as follows.

heorem 3.1. The time-discrete scheme (3.19)–(3.25) satisfies the discrete energy dissipation law as follows

1
(En+1

− En−1) ≤ −∥
√
ν∇ũn+1

∥
2
− M

µn+1
−

1
∫
µn+1dx

2
≤ 0, (3.30)
δt |Ω | Ω

8
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P

w

where

En+1
=

1
2

(1
2
∥un+1

∥
2
+

1
2
∥2un+1

− un
∥

2
)

+
δt2

3
∥∇ pn+1

∥
2

+
λ

2
(
1
2
∥∇φn+1

∥
2
+

1
2
∥2∇φn+1

− ∇φn
∥

2)

+
λs
2ϵ2 (

1
2
∥φn+1

∥
2
+

1
2
∥2φn+1

− φn
∥

2)

+ λ(
1
2
|U n+1

|
2
+

1
2
|2U n+1

− U n
|
2) +

1
2

(
1
2
|Qn+1

|
2
+

1
2
|2Qn+1

− Qn
|
2).

(3.31)

roof. After taking the inner product of (3.22) with 2δt ũn+1 in the L2 space, we arrive at the following equation:

(3ũn+1
− 4un

+ un−1, ũn+1) + 2δt∥
√
ν∇ũn+1

∥
2
+ 2δt(∇ pn, ũn+1)

+ 2δt Qn+1
(∫

Ω

(u∗
· ∇)u∗

· ũn+1dx +

∫
Ω

(φ∗
∇µ∗) · ũn+1dx

)
= 0.

(3.32)

From (3.24), for any variable v with ∇ · v = 0 and v · n|∂Ω = 0, we have

(un+1, v) = (ũn+1, v). (3.33)

We derive following equality

(3ũn+1
− 4un

+ un−1, ũn+1)

= (3ũn+1
− 4un

+ un−1,un+1) + (3ũn+1
− 4un

+ un−1, ũn+1
− un+1)

= (3un+1
− 4un

+ un−1,un+1) + (3ũn+1, ũn+1
− un+1)

= (3un+1
− 4un

+ un−1,un+1) + 3(ũn+1
+ un+1, ũn+1

− un+1)

=
1
2

(
∥un+1

∥
2
− ∥un

∥
2
+ ∥2un+1

− un
∥

2
− ∥2un

− un−1
∥

2

+ ∥un+1
− 2un

+ un−1
∥

2
)

+3(∥ũn+1
∥

2
− ∥un+1

∥
2),

(3.34)

here we use the following identity

2(3a − 4b + c, a) = a2
− b2

+ (2a − b)2
− (2b − c)2

+ (a − 2b + c)2. (3.35)

We reformulate the projection step (3.24) as
3

2δt
un+1

+ ∇ pn+1
=

3
2δt

ũn+1
+ ∇ pn. (3.36)

By taking the square of both sides of the above equation, we get
9

4δt2 ∥un+1
∥

2
+ ∥∇ pn+1

∥
2

=
9

4δt2 ∥ũn+1
∥

2
+ ∥∇ pn

∥
2
+

3
δt

(ũn+1,∇ pn). (3.37)

Hence, by multiplying 2δt2/3 of the above equation, we derive

3
2

(∥un+1
∥

2
− ∥ũn+1

∥
2) +

2δt2

3
(∥∇ pn+1

∥
2
− ∥∇ pn

∥
2) = 2δt(ũn+1,∇ pn). (3.38)

By taking the inner product of (3.24) with 2δtun+1 in the L2 space, we have
3
2

(∥un+1
∥

2
− ∥ũn+1

∥
2
+ ∥un+1

− ũn+1
∥

2) = 0. (3.39)

We combine (3.32), (3.34), (3.38), and (3.39) to obtain
1
2

(∥un+1
∥

2
− ∥un

∥
2
+ ∥2un+1

− un
∥

2
− ∥2un

− un−1
∥

2
+ ∥un+1

− 2un
+ un−1

∥
2)

+
3
2
∥un+1

− ũn+1
∥

2
+

2δt2

3
(∥∇ pn+1

∥
2
− ∥∇ pn

∥
2) + 2δt∥

√
ν∇ũn+1

∥
2

+ 2δt Qn+1
(∫

(u∗
· ∇)u∗

· ũn+1dx +

∫
(φ∗

∇µ∗) · ũn+1dx
)

= 0.

(3.40)
Ω Ω

9
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By taking the L2 inner product of (3.19) with 2δtµn+1 in the L2 space, we have

(3φn+1
− 4φn

+ φn−1, µn+1) + 2δt Qn+1
∫
Ω

∇ · (u∗φ∗)µn+1dx

+ 2δt M
µn+1

−
1

|Ω |

∫
Ω

µn+1dx
2

= 0.
(3.41)

By taking the L2 inner product of (3.20) with −(3φn+1
− 4φn

+ φn−1), we find

−(µn+1,3φn+1
− 4φn

+ φn−1) + λ(∇φn+1,∇(3φn+1
− 4φn

+ φn−1))

+ λU n+1
∫
Ω

H∗(3φn+1
− 4φn

+ φn−1)dx + λ
s
ϵ2 (φn+1, 3φn+1

− 4φn
+ φn−1) = 0.

(3.42)

By taking the L2 inner product of (3.21) with 2λU n+1 and using (3.35), we obtain

λ
(

|U n+1
|
2
− |U n

|
2
+ |2U n+1

− U n
|
2
− |2U n

− U n−1
|
2

+ |U n+1
− 2U n

+ U n−1
|
2

)
= λU n+1

∫
Ω

H∗(3φn+1
− 4φn

+ φn−1)dx.
(3.43)

By multiplying (3.23) with 2δt Qn+1 and using (3.35), we obtain
1
2

(
|Qn+1

|
2
− |Qn

|
2
+ |2Qn+1

− Qn
|
2
− |2Qn

− Qn−1
|
2
+ |Qn+1

− 2Qn
+ Qn−1

|
2

)
= 2δt Qn+1

∫
Ω

(
∇ · (u∗φ∗)µn+1

+ (φ∗
∇µ∗) · ũn+1

+ (u∗
· ∇)u∗

· ũn+1
)

dx.
(3.44)

Hence, by combining (3.40)–(3.44), we arrive at

1
2

(∥un+1
∥

2
− ∥un

∥
2
+ ∥2un+1

− un
∥

2
− ∥2un

− un−1
∥

2) +
2δt2

3
(∥∇ pn+1

∥
2
− ∥∇ pn

∥
2)

+
λ

2
(∥∇φn+1

∥
2
− ∥∇φn

∥
2
+ ∥∇(2φn+1

− φn)∥2
− ∥∇(2φn

− φn−1)∥2)

+ λ(|U n+1
|
2
− |U n

|
2
+ |2U n+1

− U n
|
2
− |2U n

− U n−1
|
2)

+
1
2

(|Qn+1
|
2
− |Qn

|
2
+ |2Qn+1

− Qn
|
2
− |2Qn

− Qn−1
|
2)

+
λs
2ϵ2 (∥φn+1

∥
2
− ∥φn

∥
2
+ ∥2φn+1

− φn
∥

2
− ∥2φn

− φn−1
∥

2)

+

{ 1
2
∥un+1

− 2un
+ un−1

∥
2
+

3
2
∥un+1

− ũn+1
∥

2

+
λ

2
∥∇(φn+1

− 2φn
+ φn−1)∥2

+
λs
2ϵ2 ∥φn+1

− 2φn
+ φn−1

∥
2

+ λ|U n+1
− 2U n

+ U n−1
|
2
+

1
2
|Qn+1

− 2Qn
+ Qn−1

|
2

}
= −2δt∥

√
ν∇ũn+1

∥
2
− 2δt M

µn+1
−

1
|Ω |

∫
Ω

µn+1dx
2
.

(3.45)

Finally, we obtain (3.30) after dropping the positive terms of (3.45) in { }. □

emark 3.6. For the sake of completeness, here we present the commonly used temporal discretization methods
or the nonlinearly coupled adv-surf terms, see also in [23,29,35,52,55,76–79]. For simplicity, we only discretize the
elated terms while other terms remain unchanged continuously so that readers can understand them more clearly.
hese schemes read as⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩

φt + ∇ · (un+1φn)  
Exp−Imp method

+M
(
µn+1

−
1

|Ω |

∫
Ω

µn+1dx
)

= 0,

un+1
− un

δt
+ (u · ∇)u − ν∆u + ∇ p + φn

∇µn+1   = 0,
(3.46)
Exp−Imp method

10
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o

or ⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
φt + ∇ · (un+1φn+1)  

Implicit method

+M
(
µn+1

−
1

|Ω |

∫
Ω

µn+1dx
)

= 0,

un+1
− un

δt
+ (u · ∇)u − ν∆u + ∇ p + φn+1

∇µn+1  
Implicit method

= 0,
(3.47)

r ⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
φt + ∇ · ((un

−δtφn
∇µn+1  

Stab−method

)φn) + M
(
µn+1

−
1

|Ω |

∫
Ω

µn+1dx
)

= 0,

un+1
− un

δt
+ (u · ∇)u − ν∆u + ∇ p + φn

∇µn+1  
explicit since µn+1 is obtained above

= 0.
(3.48)

We can see that the scheme (3.46) is a coupled linear scheme because the adv-surf terms are handled by the Exp–Imp
method; the scheme (3.47) is a coupled nonlinear scheme because the adv-surf terms are implicitly processed; and
the scheme (3.48) is a fully-decoupled and linear scheme developed by the Stab-method, but the extra stabilization
term (−δtφn

∇µn+1) added in the advection contains the implicit processed potential µn+1, so it is necessary to
solve the phase-field equation with variable coefficients at each time step. In addition, (3.46) and (3.47) have a
second-order time-accurate version, while (3.48) only has a first-order version so far.

Compared with the above schemes that either have a coupling structure, or variable coefficients, or only have
first-order time accuracy, the scheme (3.19)–(3.25) developed in this article is linear, fully-decoupled, second-order
time-accurate, and unconditionally energy stable, which illustrates very high efficiency in practice.

3.2. D-CAC model

Now we develop the numerical scheme to solve the D-CAC model (2.15)–(2.18). Since the nonlinear coupling
terms in the D-CAC model are the same as that in the NS-CAC model, we ignore the duplication steps for simplicity.

3.2.1. Reformulation
We still introduce a nonlocal variable Q(t) and an ODE system related to it that reads as:⎧⎪⎪⎨⎪⎪⎩

Qt =

∫
Ω

(∇ · (uφ)µ+ (φ∇µ) · u) dx,

Q|(t=0) = 1,
u · n|∂Ω = 0, or all variables are periodic.

(3.49)

The ODE (3.49) is still equivalent to a trivial ODE (Qt = 0, Q|(t=0) = 1) which has the solution of Q(t) = 1. The
other nonlocal variable U is still defined as (3.2). Then, by using the two variables Q,U , and combining the ODE
(3.49), the D-CAC system (2.15)–(2.18) is reformulated to the following equivalent form:

φt + Q∇ · (uφ) = −M
(
µ−

1
|Ω |

∫
Ω

µdx
)
, (3.50)

µ = λ(−∆φ +
s
ϵ2φ + HU ), (3.51)

Ut =
1
2

∫
Ω

Hφt dx, (3.52)

τut + ανu + ∇ p + Qφ∇µ = 0, (3.53)

∇ · u = 0, (3.54)

Qt =

∫ (
∇ · (uφ)µ+ (φ∇µ) · u

)
dx, (3.55)
Ω

11
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T

where H (φ) =
f (φ)− s

ϵ2 φ√∫
Ω (F(φ)− s

2ϵ2 φ
2)dx+B

. The initial conditions read as

u|(t=0) = u0, p|(t=0) = p0, φ|(t=0) = φ0,

Q|(t=0) = 1, U |(t=0) =

√∫
Ω

(F(φ0) −
s

2ϵ2 (φ0)2)dx + B.
(3.56)

and the boundary conditions are either periodic or

u · n|∂Ω = 0, ∂nφ|∂Ω = 0. (3.57)

3.2.2. Decoupled scheme for the d-CAC model
Similar to the scheme (3.19)–(3.25) for the NS-CAC model, we develop the BDF2 scheme to solve the equivalent

D-CAC model (3.50)–(3.55) as follows. We update (ũ,u, p, φ, µ, Q,U )n+1 by

aφn+1
− bφn

+ cφn−1

2δt
+ Qn+1

∇ · (u∗φ∗) = −M
(
µn+1

−
1

|Ω |

∫
Ω

µn+1dx
)
, (3.58)

µn+1
= λ(−∆φn+1

+
s
ϵ2φ

n+1
+ H∗U n+1), (3.59)

aU n+1
− bU n

+ cU n−1
=

1
2

∫
Ω

H∗(3φn+1
− 4φn

+ φn−1)dx, (3.60)

τ
aũn+1

− bun
+ cun−1

2δt
+ ανũn+1

+ ∇ pn
+ Qn+1φ∗

∇µ∗
= 0, (3.61)

aQn+1
− bQn

+ cQn−1

2δt
=

∫
Ω

(
∇ · (u∗φ∗)µn+1

+ (φ∗
∇µ∗) · ũn+1

)
dx, (3.62)

and

τ
a

2δt
(un+1

− ũn+1) + ∇(pn+1
− pn) = 0, (3.63)

∇ · un+1
= 0, (3.64)

where the boundary conditions are either periodic or the following

un+1
· n|∂Ω = ∂nφ

n+1
|∂Ω = 0. (3.65)

We give the details on how to obtain the decoupling structure and implementation details, see Appendix A.2.

Remark 3.7. For the sake of completeness, here we present the fully-decoupled scheme developed in [23] applied
to the D-CAC model. We know that method in [23] deals with the Darcy coupled Cahn–Hilliard model, so we just
apply its decoupling method to the Darcy coupled CAC model. For simplicity, only the first-order version is given
here, since the second-order version follows the same line. The scheme in [23] reads as

φt + ∇ · (un+1φn) + M
(
µn+1

−
1

|Ω |

∫
Ω

µn+1dx
)

= 0, (3.66)

τ
un+1

− un

δt
+ ανun+1

+ ∇ pn
+ φn

∇µn+1
= 0. (3.67)

ote that the adv-surf terms are just discretized using the traditional Exp–Imp method, similar to (3.46). Due to
he special format of the Darcy equations, by using the explicit linear relationship between un+1 and other items,
he decoupling structure of the above scheme can be obtained. More precisely, one can rewrite (3.67) as

un+1
=

1
τ
δt + αν

( τ
δt

un
− ∇ pn

+ φn
∇µn+1

)
. (3.68)

hen, the scheme (3.66) can be reformulated as

φt +
1

τ ∇ ·

(
(
τ

un
− ∇ pn

+ φn
∇µn+1)φn

)
+ M

(
µn+1

−
1

∫
µn+1dx

)
= 0. (3.69)
δt + αν δt |Ω | Ω

12
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This scheme does achieve a full decoupling structure, however, it is necessary to solve the phase-field equation
with variable coefficients (for µn+1) at each time step, which increases the practical computational cost (as shown
n Fig. 4.3).

.2.3. Unconditional energy stability
Now we prove that the scheme (3.58)–(3.64) is unconditionally energy stable as follows.

heorem 3.2. The time-discrete scheme (3.58)–(3.64) satisfies the discrete energy dissipation law as follows
1
δt

(En+1
− En−1) ≤ −α∥

√
νũn+1

∥
2
− M

µn+1
−

1
|Ω |

∫
Ω

µn+1dx
2

≤ 0, (3.70)

here

En+1
=
τ

2

(1
2
∥un+1

∥
2
+

1
2
∥2un+1

− un
∥

2
)

+
δt2

3τ
∥∇ pn+1

∥
2

+
λ

2
(
1
2
∥∇φn+1

∥
2
+

1
2
∥2∇φn+1

− ∇φn
∥

2)

+
λs
2ϵ2 (

1
2
∥φn+1

∥
2
+

1
2
∥2φn+1

− φn
∥

2)

+ λ(
1
2
|U n+1

|
2
+

1
2
|2U n+1

− U n
|
2) +

1
2

(
1
2
|Qn+1

|
2
+

1
2
|2Qn+1

− Qn
|
2).

(3.71)

roof. After taking the inner product of (3.61) with 2δt ũn+1 in the L2 space, we arrive at the following equation:

τ (3ũn+1
− 4un

+ un−1, ũn+1) + αδt∥
√
νũn+1

∥
2
+ 2δt(∇ pn, ũn+1)

+ 2δt Qn+1
∫
Ω

φ∗
∇µ∗

· ũn+1dx = 0.
(3.72)

Since the schemes (3.63)–(3.64) are the same as (3.24)–(3.25), by taking the same process as the proof in
Theorem 3.1, we can also obtain (3.34), (3.38), and (3.39). Therefore, by combining them with (3.72), we obtain

τ

2
(∥un+1

∥
2
− ∥un

∥
2
+ ∥2un+1

− un
∥

2
− ∥2un

− un−1
∥

2
+ ∥un+1

− 2un
+ un−1

∥
2)

+
3τ
2

∥un+1
− ũn+1

∥
2
+

2δt2

3τ
(∥∇ pn+1

∥
2
− ∥∇ pn

∥
2) + 2αδt∥

√
νũn+1

∥
2

+ 2δt Qn+1
∫
Ω

φ∗
∇µ∗

· ũn+1dx = 0.

(3.73)

By taking the L2 inner product of (3.58) with 2δtµn+1 in the L2 space, we have

(3φn+1
− 4φn

+ φn−1, µn+1) + 2δt Qn+1
∫
Ω

∇ · (u∗φ∗)µn+1dx

+ 2δt M
µn+1

−
1

|Ω |

∫
Ω

µn+1dx
2

= 0.
(3.74)

By taking the L2 inner product of (3.59) with −(3φn+1
− 4φn

+ φn−1), we find

−(µn+1, 3φn+1
− 4φn

+ φn−1) + λ(∇φn+1,∇(3φn+1
− 4φn

+ φn−1))

+ λU n+1
∫
Ω

H∗(3φn+1
− 4φn

+ φn−1)dbx

+ λ
s
ϵ2 (φn+1, 3φn+1

− 4φn
+ φn−1) = 0.

(3.75)

By taking the L2 inner product of (3.60) with 2λU n+1 and using (3.35), we obtain

λ
(

|U n+1
|
2
− |U n

|
2
+ |2U n+1

− U n
|
2
− |2U n

− U n−1
|
2

+ |U n+1
− 2U n

+ U n−1
|
2

)
= λU n+1

∫
H∗(3φn+1

− 4φn
+ φn−1)dx.

(3.76)
Ω
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By multiplying (3.62) with 2δt Qn+1 and using (3.35), we obtain
1
2

(
|Qn+1

|
2
− |Qn

|
2
+ |2Qn+1

− Qn
|
2
− |2Qn

− Qn−1
|
2
+ |Qn+1

− 2Qn
+ Qn−1

|
2

)
= 2δt Qn+1

∫
Ω

(
∇ · (u∗φ∗)µn+1

+ (φ∗
∇µ∗) · ũn+1

)
dx.

(3.77)

Hence, by combining (3.73)–(3.77), we arrive at

τ

2
(∥un+1

∥
2
− ∥un

∥
2
+ ∥2un+1

− un
∥

2
− ∥2un

− un−1
∥

2) +
2δt2

3τ
(∥∇ pn+1

∥
2
− ∥∇ pn

∥
2)

+
λ

2
(∥∇φn+1

∥
2
− ∥∇φn

∥
2
+ ∥∇(2φn+1

− φn)∥2
− ∥∇(2φn

− φn−1)∥2)

+ λ(|U n+1
|
2
− |U n

|
2
+ |2U n+1

− U n
|
2
− |2U n

− U n−1
|
2
)

+
1
2

(|Qn+1
|
2
− |Qn

|
2
+ |2Qn+1

− Qn
|
2
− |2Qn

− Qn−1
|
2
)

+
λs
2ϵ2 (∥φn+1

∥
2
− ∥φn

∥
2
+ ∥2φn+1

− φn
∥

2
− ∥2φn

− φn−1
∥

2)

+

{ τ
2
∥un+1

− 2un
+ un−1

∥
2
+

3τ
2

∥un+1
− ũn+1

∥
2

+
λ

2
∥∇(φn+1

− 2φn
+ φn−1)∥2

+
λs
2ϵ2 ∥φn+1

− 2φn
+ φn−1

∥
2

+ λ|U n+1
− 2U n

+ U n−1
|
2
+

1
2
|Qn+1

− 2Qn
+ Qn−1

|
2

}
= −2αδt∥

√
νũn+1

∥
2
− 2δt M

µn+1
−

1
|Ω |

∫
Ω

µn+1dx
2
.

(3.78)

Finally, we obtain (3.70) after dropping the positive terms of (3.78) in { }. □

. Numerical simulations

In this section, we first verify the stability/accuracy of the proposed schemes (3.19)–(3.25) and (3.58)–(3.64).
hen we implement several simulations, including the spinodal decompositions for the NS-CAC model and the
ngering instability due to the continuous injection flow for the D-CAC model.

The computational domain is set to be a rectangular type with (x, y) ∈ Ω = [0, L x ] × [0, L y] for 2D, and
x, y, z) ∈ Ω = [0, L x ] × [0, L y] × [0, L z] for 3D. The Fourier spectral method is used to discretize the direction
atisfying the periodic boundary conditions. The Legendre–Galerkin method (cf. [80]) is used to discretize the
irections with physical boundary conditions given by (3.27) and (3.65), in which PN is used for φ,µ, and the
nf–sup stable pair (PN , PN−2) is used for the velocity field and pressure p, respectively,

.1. Accuracy and stability

In this subsection, we implement numerical tests to verify the accuracy and energy stability of the schemes
3.19)–(3.25) for solving the NS-CAC model, (3.58)–(3.64) for solving the D-CAC model. For convenience, we
bbreviate them as DSAV.

We set the 2D computational domain to be Ω = [0, 2π ]2, and assume that the x-direction satisfies the periodic
oundary condition. The physical boundary conditions (3.27) and (3.65) are assumed along the y-direction for the
S-CAC model and D-CAC model, respectively. We set the initial conditions to two circles with different radii that

ead as follows:⎧⎪⎪⎨⎪⎪⎩
φ0(x, y) = 1 +

2∑
i=1

tanh(
ri −

√
(x − xi )2 + (y − yi )2

1.5ϵ
),

u0(x, y) = 0, p0(x, y) = 0,

(4.1)

where r1 = 1.4, r2 = 0.5, x1 = π − 0.8, x2 = π + 1.7, y1 = y2 = π . For the NS-CAC model, we set the model

parameters as ν = 1, λ = 0.01, ϵ = 0.05, M = 10, B = 10, and S = 2. For the D-CAC model, we set the model

14
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Fig. 4.1. Accuracy tests computed by the DSAV scheme where the L2 numerical errors are plotted at t = 0.2 for the phase-field variable
φ, the average of the two velocity components (u, v), the pressure p, and the auxiliary variable Q for (a) NS-CAC model and (b) D-CAC
model.

Fig. 4.2. (a) The comparisons of the energy (2.2) in the original form and the energy (3.31) in the modified form computed by using the
time step δt = 0.1/23, and (b) the evolutions of energy (2.2) computed with different δt .

parameters as α = 100, ν = 1, λ = 0.01, ϵ = 0.05, M = 10, B = 10, and S = 2. We discretize the x-direction
by using 257 Fourier modes and use Legendre polynomials with the degree up to 256 to discretize the y-direction.
Using this sufficient fine grid, the interface can be well resolved, so that the spatial errors are negligible compared
with the temporal errors. We use the numerical solutions calculated by using the scheme DSAV with a very tiny
time step size δt = 1e−8 as the exact solutions.

In Fig. 4.1(a) and (b), for the DSAV schemes of the NS-CAC model and the D-CAC model, respectively, by
using different time step sizes, we plot the numerical errors of L2 at t = 0.2 between the obtained solutions and the
exact solutions. We notice that for both models, the DSAV schemes provide second-order accuracy for the variables
(φ,u, Q). For the NS-CAC model, the pressure accuracy is first-order, and for the D-CAC model, the pressure
accuracy is the second-order.

In Fig. 4.2(a), we show the difference between the original free energy (2.2) and the discrete energy (3.31)
computed using the time step size δt = 0.1/23. We see that there is almost no visible difference between them. We
also append the small inset figures for the phase-field φ at the initial moment and the steady-state where we can

see that the small circle is finally absorbed into the big circle due to the coarsening effect.
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Fig. 4.3. The comparisons of L2 errors for φ, and the average number of iterations needed by the scheme DSAV and scheme CS (developed
in [23]) per time step for the D-CAC model.

Furthermore, we use different time steps to test the energy stability of the scheme DSAV. Since there is no visible
difference between the original energy (2.2) and (3.31) shown in Fig. 4.2(a), in this test, we plot the evolution curves
of the total free energy in the original form (2.2) calculated by DSAV using different time steps in Fig. 4.2(b) for
the NS-CAC model. It can be seen that the obtained energy evolution curves always show monotonic decays, which
means that DSAV is unconditionally energy stable. Moreover, as the time step gets smaller and smaller, the obtained
energy curves overlap with each other, indicating that the obtained solution is getting closer and closer to the exact
solution.

To show the effectiveness of the scheme DSAV, in Fig. 4.3, for the D-CAC model, we compare the scheme DSAV
with another type of fully-decoupled scheme developed in [23] (see also Remark 3.7) where the convex-splitting
scheme is used for the double-well potential and implicit–explicit combination method is used for the adv-surf
terms (denoted by CS, for short). In Fig. 4.3(a), we compare the L2 error obtained by DSAV and CS. For each δt ,
the error obtained by CS is slightly less than DSAV since the scheme CS handles many terms implicitly which can
give better accuracy. However, if we further test the average number of iterations of these two schemes, as shown
in Fig. 4.3(b), we immediately find the scheme DSAV is much more efficient than CS.

4.2. Spinodal decomposition

In this example, for the NS-CAC model, we investigate the spinodal decomposition (phase separation). The initial
conditions are set as follows,

u0(x) = 0, p0(x) = 0, φ(x) = φ̄0 + 0.001rand(x), (4.2)

where the rand(x) is the random number in [−1, 1] that follows the normal distribution.
We perform 3D simulations and set the computational domain to be Ω = [0, 2π ]3. We set the model parameters

s ν = 1, λ = 0.01, ϵ = 0.04, M = 100, B = 10, S = 2, and set δt = 5e−4 for better accuracy. The periodic
oundary conditions are assumed and the space is discretized using the Fourier-spectral method where 2563 Fourier
odes are adopted. We vary the initial average φ̄0, and plot the steady-state contour in Fig. 4.4, where, to get a
ore accurate view, we plot the steady-state for the domain of [0, 4π ]3 (8 periods) for all simulated cases. The

quilibrium solution presents the P-Schwarz surface phase (φ̄0 = 0), Lamella phase (φ̄0 = 0.1), Lawson surface
hase (φ̄0 = 0.3, 0.35, 0.45), cylindrical phase (φ̄0 = 0.4), and spherical phase (φ̄0 = 0.55). These simulations show
ualitatively consistent features with the numerical/experimental results obtained in [81–83]. In Fig. 4.5, the total
ree energy functional (scaled by applying the logarithm function) (3.31) is plotted.
16
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o

Fig. 4.4. The isosurfaces of {φ = 0} for eight periods [0, 4π ]3 for the equilibrium solutions of 3D spinodal decompositions example with
φ̄0 = 0, 0.1, 0.3, 0.35, 0.4, 0.45, and 0.55 for the NS-CAC model.

Fig. 4.5. Time evolutions of the logarithm of total free energy (3.31) for all 3D spinodal decomposition examples with various initial values
f φ̄0.
17
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4.3. Fingering instability of D-CAC model

In this subsection, using the D-CAC model, we simulate the viscous fingering pattern instability problem
Saffman–Taylor instability), which is one of the most in-depth studied research problems in fluid dynamic systems,
hich demonstrate the formation and evolution of elaborate patterned structures. It considers the development of

nterfacial instabilities when a fluid displaces another of higher viscosity between the narrowly spaced plates of a
ele–Shaw cell, see [84–86]. An extensively investigated version of the problem is the so-called radial fingering
ow driven by injection. It considers the radial intrusion of a fluid of low-viscosity that is injected under a constant

njection rate against a more viscous liquid that initially occupies the entire cell. Experiments involving the injection-
riven radial flow for immiscible fluids show that as the size of the fluid–fluid interface grows outward, fingers form,
pread out, and start to split at their tips, creating complex branched patterns [84–86].

We implement numerical simulations in 2D where Ω = [0, 2π ]2 is the computed domain. To represent the
injection flow, we adopt the Gaussian method designed in [85] where a potential radial velocity upot is imposed in
the momentum equation and the phase-field equation, namely, the D-CAC model is revised as

φt + ∇ · ((u + upot )φ) + M
(
µ−

1
|Ω |

∫
Ω

µdx
)

= 0, (4.3)

µ = λ(−∆φ + f (φ)), (4.4)
τut + αν(φ)(u + upot ) + ∇ p + φ∇µ = 0, (4.5)
∇ · u = 0, (4.6)

with ⎧⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎩

upot (x, y) = −C(1 − e−4r (x,y)2/R2
0 )r̃(x,y),

r (x, y) =

√
(x − π )2 + (y − π )2,

r̃(x, y) = (
x − π

r (x, y) + η
,

y − π

r (x, y) + η
),

ν(φ) = ν1
1 − φ

2
+ ν2

1 + φ

2
,

(4.7)

where C is the injection strength, R0 is the radius of the circular injection region, η is a small quantity such that
(x, y)+η ̸= 0 for any (x, y) ∈ Ω , ν1 is the viscosity of the displaced fluid, ν2 is the viscosity of the injected fluid,

and ν1 > ν2.
We set the initial conditions as follows:

φ0(x, y) = tanh(
r̃ −

√
(x − π )2 − (y − π )2

ϵ
),u0(x, y) = (0, 0), p0(x, y) = 0, (4.8)

where r̃ = r0 + 0.001(1 + cos(kθ )) and θ = arctan( y−π

x−π
) and k the wave number of the perturbation. We assume

periodic boundary conditions and discretize the space by using the Fourier-spectral method, where each direction
is discretized using 1025 Fourier modes. The model parameters read as

r0 = R0 = 0.2,C = 25, τ = 1, α = 1000, ν1 = 20, ν2 = 1,
M = 10, ϵ = 0.008, λ = 0.01, B = 10, S = 2, η = 1e−6, δt = 1e−5.

(4.9)

In Fig. 4.6(a)–(c), by using different wave numbers k = 6, 14 and 36, we plot the phase-field variable φ at
ifferent times (to be clearer, we use the grayscale snapshots). We observe that the droplet forms a clear fingering
attern over time. When the wave number increases, we can see a larger number of fingers forming, and on each
nger, more bifurcations are formed.

Next, we test the effect of the viscosity of the displaced fluid on the formation of the fingering pattern. We set
he model parameters as

r0 = R0 = 0.8, k = 60,C = 25, τ = 1, α = 1000, ν2 = 1,
M = 10, ϵ = 0.008, λ = 0.01, B = 10, S = 2, η = 1e−6, δt = 1e−5.

(4.10)

n Fig. 4.7, we plot the phase-field variable φ by varying the viscosity of the displaced fluid ν1 such that it is
ncreased from 2 to 200. When ν = 2, that is, the viscosity of the two fluids is very close, no fingering pattern
1
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Fig. 4.6. Snapshots of the phase-field variable φ at different times which show the formation of fingering patterns where various wave
numbers of the perturbation are used with (a) k = 6, (b) k = 16, and (c) k = 36. Blank and dark regions represent the injected fluid with
less viscosity and the displaced fluid with higher viscosity, respectively.

is formed, shown in Fig. 4.7(a). With the increases of ν1 that means the viscosity contrast becomes larger, while
the number of main fingers remains roughly the same (see t = 0.04, the third subfigure in each of Fig. 4.7(b)–
e)), we can observe extremely complex patterns formed during the evolution of time. For example, the length
f the branched fingers becomes uneven, some fingers grow up, become long, straight, or even bifurcated again;
ome fingers become short, bended, or even are pinched-off, as shown in Fig. 4.7(b)–(e) for ν1 = 5, 20, 100, 200,
espectively.

. Concluding remarks

In this article, for the two-phase flow model that couples the mass-conserved Allen–Cahn equation with two
uid flow systems (the incompressible Navier–Stokes equations and the Darcy equations), we develop a new full
ecoupling method, and combine it with other proven effective numerical methods, to form an efficient numerical
cheme with full decoupling structure and second-order time accuracy. The scheme is highly efficient and only
eeds to solve linear elliptic equations with constant coefficients. The specialty of the new decoupling method is
hat by adding an additionally designed ODE to the PDE system, the nonlinear coupling term can be explicitly
andled while still ensuring unconditional energy stability. We also conduct numerous numerical tests in 2D and
D to demonstrate the accuracy and stability of the scheme.
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Fig. 4.7. Snapshots of the phase-field variable φ at different times which show the formation of fingering patterns where the viscosity of
isplaced fluid ν1 is varied with (a) ν1 = 2, (b) ν1 = 5, (c) ν1 = 20, (d) ν1 = 100, and (e) ν1 = 200. Blank and dark regions represent the
njected fluid with less viscosity and the displaced fluid with higher viscosity, respectively.

ppendix. Decoupled implementation of schemes

.1. Implementation of scheme (3.19)–(3.25)

We discuss how to obtain the decoupled structure of the scheme (3.19)–(3.25) where the key idea is the nonlocal
n+1
roperty of the variable Q .

20



X. Yang Computer Methods in Applied Mechanics and Engineering 377 (2021) 113597

w

r

R
e

w
∂

s

(

w

Step 1: we split (φ,µ,U )n+1 into a linear combination form

φn+1
= φn+1

1 + Qn+1φn+1
2 , µn+1

= µn+1
1 + Qn+1µn+1

2 ,U n+1
= U n+1

1 + Qn+1U n+1
2 , (A.1)

and solve (φ1, φ2, µ1, µ2,U1,U2)n+1.
Using (A.1), the system (3.19)–(3.20) can be split into the following two subsystems:⎧⎪⎨⎪⎩

a
2Mδt

φn+1
1 = −

(
µn+1

1 −
1

|Ω |

∫
Ω

µn+1
1 dx

)
+

bφn
− cφn−1

2Mδt
,

µn+1
1 = λ

(
−∆φn+1

1 + H∗U n+1
1 +

s
ϵ2φ

n+1
1

)
,

(A.2)

and ⎧⎪⎨⎪⎩
a

2Mδt
φn+1

2 = −

(
µn+1

2 −
1

|Ω |

∫
Ω

µn+1
2 dx

)
−

1
M

∇ · (u∗φ∗),

µn+1
2 = λ

(
−∆φn+1

2 + H∗U n+1
2 +

s
ϵ2φ

n+1
2

)
.

(A.3)

The boundary conditions described in (3.27) are requested to be periodic or satisfy

∂nφ
n+1
1 |∂Ω = ∂nφ

n+1
2 |∂Ω = 0. (A.4)

We consider the mass of φn+1
i and obtain it by taking the L2 inner product with 1 for the first equation of (A.2)

and the first equation of (A.3), and using Remark 3.3. Then we get∫
Ω

φn+1
1 dx =

∫
Ω

φndx =

∫
Ω

φn−1dx =

∫
Ω

φ0dx,
∫
Ω

φn+1
2 dx = 0, (A.5)

hich implies the φn+1
1 maintain the total mass.

To solve (φ1, µ1, φ2, µ2)n+1, we continue to split them using the two nonlocal variables U n+1
1 and U n+1

2
espectively, namely

φn+1
i = φn+1

i1 + U n+1
i φn+1

i2 , µn+1
i = µn+1

i1 + U n+1
i µn+1

i2 , i = 1, 2. (A.6)

eplacing (φ1, φ2, µ1, µ2)n+1 in the two subsystems (A.2) and (A.3) using (A.6), decomposing the obtained
quations according to U n+1

1 and U n+1
2 , we get⎧⎪⎨⎪⎩

a
2Mδt

φn+1
i j = −

(
µn+1

i j −
1

|Ω |

∫
Ω

µn+1
i j dx

)
+ G i ,

µn+1
i j = λ

(
−∆φn+1

i j +
s
ϵ2φ

n+1
i j

)
, i, j = 1, 2,

(A.7)

here G11 =
bφn

−cφn−1

2Mδt ,G12 = G22 = 0,G21 = −
1
M ∇ · (u∗φ∗) and the boundary conditions are either

nφ
n+1
i j |∂Ω = 0 or periodic.

The mass of φn+1
i j can be obtained by taking the L2 inner product with 1 for the first equation of the four

ubsystems of (A.7), that is⎧⎪⎪⎨⎪⎪⎩
∫
Ω

φn+1
11 dx =

∫
Ω

φndx =

∫
Ω

φn−1dx =

∫
Ω

φ0dx,∫
Ω

φn+1
12 dx =

∫
Ω

φn+1
21 dx =

∫
Ω

φn+1
22 dx = 0.

(A.8)

To solve the four sub-systems (A.7), after combining the two equations in each sub-system together and using
A.8), we derive

a
2Mδt

φn+1
i j + λ(−∆φn+1

i j +
s
ϵ2φ

n+1
i j ) = Ĝ i j , i, j = 1, 2, (A.9)

here⎧⎪⎪⎨⎪⎪⎩
Ĝ11 =

bφn
− cφn−1

2Mδt
+ λ

s
ϵ2

1
|Ω |

∫
Ω

φn+1
11 dx,

Ĝ12 = Ĝ22 = −λ(H∗
−

1
∫

H∗dx), Ĝ21 = −
1

∇ · (u∗φ∗).
(A.10)
|Ω | Ω M
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It is very easy to solve (A.9) since all four equations are just elliptic equations with constant coefficients (note that
φn+1

12 = φn+1
22 , thus we only need to solve three elliptic equations here).

Step 2: we further solve U n+1. We rewrite (3.21) to be the following form:

U n+1
=

1
2

∫
Ω

H∗φn+1dx + gn, (A.11)

here gn
=

1
3 (bU n

− cU n−1) −
1
6

∫
Ω H∗(bφn

− cφn−1)dx, and replace (U, φ)n+1 using (A.1) to get

U n+1
1 + Qn+1U n+1

2 =
1
2

∫
Ω

H∗(φn+1
1 + Qn+1φn+1

2 )dx + gn. (A.12)

According to Qn+1, we get

U n+1
i =

1
2

∫
Ω

H∗φn+1
i dx + G i

u, i = 1, 2, (A.13)

here G1
u = gn,G2

u = 0. We continue to replace (φ1, φ2)n+1 in (A.13) using (A.6) and apply a simple factorization
o derive

U n+1
i =

1
2

∫
Ω H∗φn+1

i1 dx + G i
u

1 −
1
2

∫
Ω H∗φn+1

i2 dx
, i = 1, 2, (A.14)

We can directly solve U n+1
i , i = 1, 2 from (A.14) under the premise of (A.14) is always solvable. To show that,

for the equation of φi2, i = 1, 2 in (A.9), by taking the L2 inner product of them with φn+1
i2 and using (A.8), we

deduce

−λ

∫
Ω

H∗φn+1
i2 dx =

a
2Mδt

∥φn+1
i2 ∥

2
+ λ∥∇φn+1

i2 ∥
2
+
λs
ϵ2 ∥φn+1

i2 ∥
2

≥ 0, i = 1, 2. (A.15)

ence, the denominator in (A.14) is always non-zero which means it is always solvable. After (U1,U2)n+1 are
omputed, (φ1, µ1, φ2, µ2)n+1 can be updated from (A.6) directly.

Step 3: we solve the velocity field ũn+1 in (3.22). We write ũn+1 as

ũn+1
= ũn+1

1 + Qn+1ũn+1
2 . (A.16)

fter replacing the variable ũn+1 in (3.22) with (A.16), we split the obtained equation in terms of Qn+1 to obtain
wo sub-systems:

a
2δt

ũn+1
i − ν∆ũn+1

i = Ri
u, i = 1, 2, (A.17)

where R1
u = −∇ pn

+
bun

−cun−1

2δt , R2
u = −(u∗

· ∇)u∗
− φ∗

∇µ∗. The boundary conditions of two variables (ũ1, ũ2)n+1

re either periodic or satisfy ũn+1
1 |∂Ω = ũn+1

2 |∂Ω = 0. It is very easy to solve (A.17) since they are just elliptic
quations with constant coefficients.

Step 4: we solve the auxiliary variable Qn+1. Using the split form for the variables µn+1, ũn+1, one can rewrite
3.23) as the following form:

(
3

2δt
− η2)Qn+1

=
1

2δt
(4Qn

− Qn−1) + η1, (A.18)

where

ηi =

∫
Ω

(
∇ · (u∗φ∗)µn+1

i + (φ∗
∇µ∗) · ũn+1

i + (u∗
· ∇)u∗

· ũn+1
i

)
dx, i = 1, 2. (A.19)

t can be seen that the nonlocal equation (A.18) is very easy to be solved since η1 and η2 are all known terms
btained from Step 1–Step 3 under the premise of 3

2δt − η2 ̸= 0. Once Qn+1 is computed from (A.18), we update
˜ n+1 from (A.16), and (φ,µ,U )n+1 from (A.1).

The premise of 3
2δt − η2 ̸= 0 (solvability of (A.18)) can be obtained by performing the following simple energy

estimates. By taking the L2 inner product of the equation in (A.17) for i = 2 with ũn+1
2 , we deduce

−

∫ (
(φ∗

∇µ∗) · ũn+1
2 + (u∗

· ∇)u∗
· ũn+1

2

)
dx =

a
∥ũn+1

2 ∥
2
+ ∥

√
ν∇ũn+1

2 ∥
2

≥ 0. (A.20)

Ω 2δt

22
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F

F

d
t
a

A

H

W
i

t
e

By taking the L2 inner product of the first equation in (A.3) with µn+1
2 , of the second equation in (A.3) with

−
a

2Mδt φ
n+1
2 , and combining the two obtained equalities, we get

−
1
M

∫
Ω

∇ · (u∗φ∗)µn+1
2 dx =

µn+1
2 −

1
|Ω |

∫
Ω

µn+1
2 dx

2

+
aλ

2Mδt
∥∇φn+1

2 ∥
2
+

aλs
2Mδtϵ2 ∥φn+1

2 ∥
2

+
aλ

2Mδt
U n+1

2

∫
Ω

H∗φn+1
2 dx.

(A.21)

rom (A.13) for i = 2, we get U n+1
2

∫
Ω H∗φn+1

2 dx =
1
2 (

∫
Ω H∗φn+1

2 dx)2
≥ 0, which implies

−

∫
Ω

∇ · (u∗φ∗)µn+1
2 dx ≥ 0. (A.22)

rom (A.20) and (A.22), we get −η2 ≥ 0. Thus (A.18) is uniquely solvable.
Step 5: we update un+1 and pn+1 from (3.24) and (3.25) using the method given in Remark 3.4.
The above implementation process shows that the calculation of all unknown variables can be completely

ecoupled. At each time step, the total cost of includes the solution of three linear elliptic equations of (A.9),
wo linear elliptic equations in (A.17), and one Poisson-type equation in step 5. The decoupling of all equations
nd the characteristic of having only constant coefficients means very efficient calculations in practice.

.2. Implementation of scheme (3.58)–(3.64)

The implementation of the scheme (3.58)–(3.65) is also quite similar to the scheme (3.19)–(3.23) except Step 3.
ence we only give step 3 here.
Step 3: we split ũn+1 using Qn+1 as:

ũn+1
= ũn+1

1 + Qn+1ũn+1
2 . (A.23)

e replace the variable ũn+1 in (3.61) by using the split form given in (A.23), and then split the obtained equation
n terms of Qn+1 to get⎧⎪⎨⎪⎩

τ
a

2δt
ũn+1

1 + ανũn+1
1 = −∇ pn

+
bun

− cun−1

2δt
,

τ
a

2δt
ũn+1

2 + ανũn+1
2 = −φ∗

∇µ∗.

(A.24)

We use the split form for the variables µn+1 from (A.1) and ũn+1 from (A.23) to rewrite (3.62) as the following
form:

(
3

2δt
− θ2)Qn+1

=
1

2δt
(4Qn

− Qn−1) + θ1, (A.25)

where

θi =

∫
Ω

(
∇ · (u∗φ∗)µn+1

i + (φ∗
∇µ∗) · ũn+1

i

)
dx. (A.26)

To show (A.25) is solvable, we take the L2 inner product of (A.24) with ũn+1
2 , we obtain

−

∫
Ω

φ∗
∇µ∗

· ũn+1
2 dx = τ

a
2δt

∥ũn+1
2 ∥

2
+ α∥

√
νũn+1

2 ∥
2

≥ 0. (A.27)

Meanwhile −
∫
Ω ∇ · (u∗φ∗)µn+1

2 dx ≥ 0 still holds from (A.22). Thus (A.25) is uniquely solvable.
Similar to scheme (3.58)–(3.65), the implementation of the scheme (3.58)–(3.65) is also very simple, where

he total expense at each time step includes solving three linear elliptic equations in step 1, and one Poisson-type
quation in step 5, and all equations have constant coefficients, thereby implying very efficient practical calculations.
23
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