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#### Abstract

In this paper, we establish a new hydrodynamically coupled phase-field model for three immiscible fluid components system. The model consists of the Navier-Stokes equations and three coupled nonlinear Allen-Cahn type equations, to which we add nonlocal type Lagrange multipliers to conserve the volume of each phase accurately. To solve the model, a linear and energy stable time-marching method is constructed by combining the stabilized-Invariant Energy Quadratization (S-IEQ) approach and the projection method. The well-posedness of the scheme and its unconditional energy stability are rigorously proved. Several numerical simulations in 2D and 3D are carried out, including spinodal decomposition, dynamical deformations of a liquid lens and rising liquid drops, to validate the model and demonstrate the efficiency and energy stability of the proposed scheme, numerically.
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## 1. Introduction

The phase-field method (diffusive interface approach) had been widely applied to model and simulate the multiphase fluid flow and a variety of multiple-component materials, see Refs. 1, 3, 7, 13, 14, 17, 18, 20 and 34 and the references therein. Its essential modeling framework is to adopt a certain number of independent phase variables to label each material component and then postulate the total free energy in terms of them. For instance, the commonly-used total free energy for simulating the two-phasic fluid flow system that consists of two immiscible fluid components usually includes two parts where one is the bulk potential (double-well or logarithmic Flory-Huggins) that yields a hydrophobic contribution, and the other one
is the conformational capillary entropic term that demands a hydrophilic property. The competition between these two types of energy potentials enables the coexistence of two distinct phases in the immiscible two-phasic system. we refer to Refs. 118-14|16|18|192122 and 25 concerning the theoretical analysis, algorithm developments and numerical simulations for the two-phasic model.

Remarkably, it is not straightforward to extend the existing works of the twophasic model to the multi-phase scenario. For example, a modeling approach adopted in Ref. 15 is to postulate the total free energy as a simple summation of the original biphasic energy for each variable. In this way, the obtained system consists of three nonlinear coupled Cahn-Hilliard type equations of the same format where the coupling term is induced by a Lagrangian multiplier term in each equation to enforce the no-volume loss condition. However, as illustrated in Refs. [2 and 4. such a simple system is not well-posed for the total spreading case (some coefficient of gradient term is negative) and thus some nonphysical instabilities at interfaces may occur. To fix this problem, in Refs. 2] and 4, a sixth-order polynomial type coupling potential is added into the free energy which can ensure the system to be well-posed as long as a specific consistency condition for the surface tension parameters is satisfied. But the sixth-order polynomial potential causes more sophisticated nonlinear couplings of all three phase-field variables. The consequence is that a highly complicated, coupled and nonlinear system arrives which brings up many substantial difficulties to design efficient and stable schemes to solve it numerically. As far as the authors know, the only energy stable, linear numerical schemes with second-order accuracy are developed based on the recently developed so-called Invariant Energy Quadratization (IEQ) ${ }^{36}$ and Scalar Auxiliary Variable $(\mathrm{SAV})^{\sqrt{38139}}$ approaches. Except for these two methods, most of the existing methods are either first-order accurate in time, or energy unstable, or highly nonlinear, or even the combinations of these features (see Refs. 2]4 and 23).

Meanwhile, even though the three-phasic phase-field fluid flow model had been developed for more than a decade, we note almost all the numerical work (algorithm developments or simulations) were focused on the partial model (no flow-field coupled) instead of the full hydrodynamically coupled model. It is well known that when the Navier-Stokes equations are coupled into the system, a far more complicated model for algorithm developments arrives. This is because remarkably more nonlinear coupling terms between the flow field and the phase-field variables appear in addition to the stiffness issues induced by nonlinear terms. To the best of the authors knowledge, the only scheme with unconditional energy stability for solving the hydrodynamics coupled three-phasic model is developed in Ref. [23, however, their scheme is only first-order in time, and its computational cost is relatively expensive due to the nonlinear nature.

In this paper, we consider numerical approximations for solving the hydrodynamically coupled three components phase-field model. First, instead of solving the multiple coupled nonlinear fourth-order Cahn-Hilliard equations, we formulate the ternary phase-field model by using the Allen-Cahn equation. It is well known
that the second-order Allen-Cahn system is relatively easier to solve numerically in comparison with the fourth-order Cahn-Hilliard system. But an intrinsic bottleneck using the Allen-Cahn model is that the volume cannot be conserved when time evolves. To fix this issue, we modify the model by adding a nonlocal Lagrange multiplier to each of the phase equations. This term helps to maintain the original energy law and preserve the volume accurately. Second, we develop a linear scheme that can possess unconditional energy stability and second-order accuracy by combining the IEQ approach with the stabilization technique, the projection method, as well as a subtle implicit-explicit treatment. The developed method can efficiently solve the nonlinear couplings between the velocity and phase function through the nonlinear convective and stress terms. The combination of these proved efficient methods enables one to solve a linear elliptic system for the phase-field variables and the velocity field, and a Poisson equation for the pressure at each time step. We give rigorous proofs of the well-posedness of the linear system together with the energy stability, and further demonstrate the stability and accuracy numerically in simulating some classical benchmark numerical examples in 2D and 3D including the spinodal decomposition, dynamical deformations of a liquid lens and a rising liquid drop.

The rest of the paper is organized as follows. In Sec. 2 we briefly describe the hydrodynamically coupled, volume-conserved, three components Allen-Cahn phase-field model and derive its associated PDE energy dissipation law. In Sec. 3, we present the numerical scheme and prove the well-posedness of the semi-discretized linear system and its discrete energy dissipation law rigorously. In Sec.4 we present various numerical examples to illustrate the accuracy and efficiency of the proposed schemes. Some concluding remarks are given in Sec. 5

## 2. Model System

We now develop the volume-conserved, hydrodynamically coupled Allen-Cahn phase-field model for the three components fluid flows system. Let $\Omega$ be a smooth, rectangular, open bounded, connected domain in $\mathbb{R}^{d}, d=2,3$. Let $\phi_{i, i=1,2,3}$ be the $i$ th phase-field variable which represents the volume fraction of the $i$ th component in the fluid mixture, i.e.

$$
\phi_{i}= \begin{cases}1 & \text { inside the } i \text { th component }  \tag{2.1}\\ 0 & \text { outside the } i \text { th component }\end{cases}
$$

A smooth layer with the thickness $\epsilon$ is used to connect the interface between 0 and 1. Assuming the mixture being perfect (no volume leaking), thus the three unknowns $\phi_{1}, \phi_{2}, \phi_{3}$ satisfy

$$
\begin{equation*}
\phi_{1}+\phi_{2}+\phi_{3}=1 \tag{2.2}
\end{equation*}
$$

This is the so-called perfect mixture or hyperplane link condition, see Refs. $2 / 4$ and 23.

Remarkably, there exist several generalizations from the two-phasic model to the three-phasic model (cf. Refs. 2416 and 23). In this paper, we adopt below the total free energy developed in Refs. 24 423, Hence, after coupling with the hydrodynamics, the total free energy reads as

$$
\begin{align*}
E\left(\mathbf{u}, \phi_{1}, \phi_{2}, \phi_{3}\right)= & \underbrace{\int_{\Omega} \frac{1}{2}|\mathbf{u}|^{2} d \mathbf{x}}_{\text {I }}+\underbrace{\int_{\Omega} \frac{3 \epsilon}{8}\left(\Sigma_{1}\left|\nabla \phi_{1}\right|^{2}+\Sigma_{2}\left|\nabla \phi_{2}\right|^{2}+\Sigma_{3}\left|\nabla \phi_{3}\right|^{2}\right) d \mathbf{x}}_{\text {II }} \\
& +\underbrace{\int_{\Omega} \frac{12}{\epsilon} F\left(\phi_{1}, \phi_{2}, \phi_{3}\right) d \mathbf{x}}_{\text {III }} . \tag{2.3}
\end{align*}
$$

We give a brief introduction for all three parts of the total free energy in (2.3), I, II, and III, as follows.

Part I is the kinetic energy for the fluid where $\mathbf{u}$ is the fluid velocity. Part II is the linear gradient part in the well-known mixing energy potential for each of the phase-field variable that contributes to the hydrophilic type (tendency of mixing) of interactions between the fluid components. The coefficients $\Sigma_{i}, i=1,2,3$ are called the "spreading" coefficient of the phase $i$ at the interface between phases $j$ and $k$. Part III is a nonlinear potential that reads as

$$
\begin{align*}
F\left(\phi_{1}, \phi_{2}, \phi_{3}\right)= & \frac{\Sigma_{1}}{2} \phi_{1}^{2}\left(1-\phi_{1}\right)^{2}+\frac{\Sigma_{2}}{2} \phi_{2}^{2}\left(1-\phi_{2}\right)^{2}+\frac{\Sigma_{3}}{2} \phi_{3}^{2}\left(1-\phi_{3}\right)^{2} \\
& +P\left(\phi_{1}, \phi_{2}, \phi_{3}\right) \tag{2.4}
\end{align*}
$$

where

$$
\begin{equation*}
P\left(\phi_{1}, \phi_{2}, \phi_{3}\right)=3 \Lambda \phi_{1}^{2} \phi_{2}^{2} \phi_{3}^{2}, \tag{2.5}
\end{equation*}
$$

and $\Lambda$ is a non-negative constant. The potential $F$ represents the hydrophobic type (tendency of separation) of interactions. The parameter $\epsilon \ll 1$ is related to the width of the interface. As a consequence of the competition between parts II and III, the equilibrium configuration will include a diffusive interface.

The parameters, $\sigma_{i j}\left(\sigma_{12}, \sigma_{13}, \sigma_{23}\right)$, prescribe surface tension parameter between the different pairs of phases, for example, $\sigma_{12}$ is the surface tension parameter between the fluid 1 and fluid 2. To be algebraically consistent with the two-phasic systems, $\sigma_{i j}\left(\sigma_{12}, \sigma_{13}, \sigma_{23}\right)$ should verify the following conditions:

$$
\begin{equation*}
\Sigma_{i}=\sigma_{i j}+\sigma_{i k}-\sigma_{j k}, \quad i=1,2,3 \tag{2.6}
\end{equation*}
$$

Note $\Sigma_{i}$ might not be always positive. If $\Sigma_{i}>0$, the spreading is said to be "partial", and if $\Sigma_{i}<0$, it is called "total".

Assuming that the fluid is incompressible and follows a generalized Fick's law that the mass flux be proportional to the gradient of the chemical potential, we can derive the following hydrodynamically coupled Allen-Cahn model based on the $L^{2}$-gradient flow approach

$$
\begin{equation*}
\phi_{i t}+\nabla \cdot\left(\mathbf{u} \phi_{i}\right)=-M \frac{\mu_{i}}{\Sigma_{i}}, \tag{2.7}
\end{equation*}
$$

$$
\begin{align*}
& \mu_{i}=-\frac{3}{4} \epsilon \Sigma_{i} \Delta \phi_{i}+\frac{12}{\epsilon}\left(f_{i}+\beta_{L}\right), \quad i=1,2,3  \tag{2.8}\\
& \mathbf{u}_{t}+\mathbf{u} \cdot \nabla \mathbf{u}-\nu \Delta \mathbf{u}+\nabla p+\sum_{i=1}^{3} \phi_{i} \nabla \mu_{i}=0  \tag{2.9}\\
& \nabla \cdot \mathbf{u}=0 \tag{2.10}
\end{align*}
$$

where $\mu_{i}=\frac{\delta E}{\delta \phi_{i}}$ is the variational derivative or chemical potential, $M$ is the mobility parameter, $f_{i}=\partial_{i} F, p$ is the pressure, $\nu$ is the fluid viscosity, $\beta_{L}$ is the Lagrange multiplier to ensure the hyperplane link condition (2.2) and it can be derived as

$$
\begin{equation*}
\beta_{L}=-\frac{1}{\Sigma_{T}}\left(\frac{f_{1}}{\Sigma_{1}}+\frac{f_{2}}{\Sigma_{2}}+\frac{f_{3}}{\Sigma_{3}}\right) \tag{2.11}
\end{equation*}
$$

with $\Sigma_{T}=\frac{1}{\Sigma_{1}}+\frac{1}{\Sigma_{2}}+\frac{1}{\Sigma_{3}}$. We consider in this paper either of the two type boundary conditions below:

$$
\begin{equation*}
\text { (i) all variables are periodic, or (ii) }\left.\mathbf{u}\right|_{\partial \Omega}=\mathbf{0},\left.\partial_{\mathbf{n}} \phi_{i}\right|_{\partial \Omega}=0, \quad i=1,2,3, \tag{2.12}
\end{equation*}
$$

where $\mathbf{n}$ is the unit outward normal on the boundary $\partial \Omega$.
However, the Allen-Cahn dynamics (2.7) does not conserve the total volume of $\int_{\Omega} \phi_{i} d \mathbf{x}$ for any $i$. To fix it, we modify the system (2.7)-(2.10) to the following form:

$$
\begin{align*}
& \phi_{i t}+(\mathbf{u} \cdot \nabla) \phi_{i}+(\nabla \cdot \mathbf{u}) \phi_{i}=-M \frac{\bar{\mu}_{i}}{\Sigma_{i}}  \tag{2.13}\\
& \mu_{i}=-\frac{3}{4} \epsilon \Sigma_{i} \Delta \phi_{i}+\frac{12}{\epsilon}\left(f_{i}+\beta_{L}\right), \quad i=1,2,3  \tag{2.14}\\
& \mathbf{u}_{t}+\mathbf{u} \cdot \nabla \mathbf{u}-\nu \Delta \mathbf{u}+\nabla p-\sum_{i=1}^{3} \bar{\mu}_{i} \nabla \phi_{i}+\sum_{i=1}^{3} \nabla\left(\phi_{i} \bar{\mu}_{i}\right)=0  \tag{2.15}\\
& \nabla \cdot \mathbf{u}=0 \tag{2.16}
\end{align*}
$$

with

$$
\begin{equation*}
\bar{\mu}_{i}=\mu_{i}-\frac{1}{|\Omega|} \int_{\Omega} \mu_{i} d \mathbf{x} \tag{2.17}
\end{equation*}
$$

Here we use a nonlocal Lagrange multiplier term in (2.13) to cancel the variance of the volume of phase $i$. By taking the $L^{2}$ inner product of (2.13) with 1 , we obtain the volume conservation property that reads as

$$
\begin{equation*}
\frac{d}{d t} \int_{\Omega} \phi_{i} d \mathbf{x}=0 \tag{2.18}
\end{equation*}
$$

Meanwhile, the convective terms in (2.13) and the stress terms in (2.15) are identical to those in (2.7) and (2.9).

Remark 2.1. The system (2.13)-(2.14) is equivalent to the following two phasefield variables system

$$
\left\{\begin{array}{l}
\phi_{i t}+(\mathbf{u} \cdot \nabla) \phi_{i}+(\nabla \cdot \mathbf{u}) \phi_{i}=-M \frac{\bar{\mu}_{i}}{\Sigma_{i}}  \tag{2.19}\\
\mu_{i}=-\frac{3}{4} \epsilon \Sigma_{i} \Delta \phi_{i}+\frac{12}{\epsilon}\left(f_{i}+\beta_{L}\right), \quad i=1,2
\end{array}\right.
$$

where $\phi_{3}$ and $\mu_{3}$ are given by the following explicit formula:

$$
\begin{align*}
\phi_{1}+\phi_{2}+\phi_{3} & =1,  \tag{2.20}\\
\frac{\mu_{1}}{\Sigma_{1}}+\frac{\mu_{2}}{\Sigma_{2}}+\frac{\mu_{3}}{\Sigma_{3}} & =0 . \tag{2.21}
\end{align*}
$$

Since the proof is quite similar to Theorem 3.1, we omit the details here.
We now show the model equations (2.13)-(2.16) follow a dissipative energy law. By taking the $L^{2}$ inner product of (2.13) with $\bar{\mu}_{i}$, of (2.14) with $-\phi_{i t}$, of (2.15) with $\mathbf{u}$, performing integration by parts, we obtain

$$
\begin{align*}
& \left(\phi_{i t}, \bar{\mu}_{i}\right)+\left((\mathbf{u} \cdot \nabla) \phi_{i}, \bar{\mu}_{i}\right)+\left((\nabla \cdot \mathbf{u}) \phi_{i}, \bar{\mu}_{i}\right)=-M \Sigma_{i}\left\|\frac{\bar{\mu}_{i}}{\Sigma_{i}}\right\|^{2}  \tag{2.22}\\
& -\left(\mu_{i}, \phi_{i t}\right)=-\frac{3}{8} \epsilon \Sigma_{i} d_{t}\left\|\nabla \phi_{i}\right\|^{2}-\frac{12}{\epsilon}\left(f_{i}+\beta_{L}, \phi_{i t}\right)  \tag{2.23}\\
& \frac{1}{2} d_{t}\|\mathbf{u}\|^{2}+\nu\|\nabla \mathbf{u}\|^{2}-(p, \nabla \cdot \mathbf{u})-\sum_{i=1}^{3}\left(\bar{\mu}_{i} \nabla \phi_{i}, \mathbf{u}\right)-\sum_{i=1}^{3}\left(\phi_{i} \bar{\mu}_{i}, \nabla \cdot \mathbf{u}\right)=0 . \tag{2.24}
\end{align*}
$$

Then, by taking the summation of (2.22), (2.23), and (2.24) for $i=1,2,3$, using (2.16) for the pressure term, the equality $\left(\beta_{L},\left(\phi_{1}+\phi_{2}+\phi_{3}\right)_{t}\right)=\left(\beta_{L},(1)_{t}\right)=0$ due to (2.20), and the equality $\left(\phi_{i t}, \bar{\mu}_{i}\right)=\left(\phi_{i t}, \mu_{i}\right)$ due to (2.18), we obtain the following identity as

$$
\begin{equation*}
\frac{d}{d t} E\left(\mathbf{u}, \phi_{1}, \phi_{2}, \phi_{3}\right)=\chi, \tag{2.25}
\end{equation*}
$$

where

$$
\begin{equation*}
\chi=-\nu\|\nabla \mathbf{u}\|^{2}-M\left(\Sigma_{1}\left\|\frac{\bar{\mu}_{1}}{\Sigma_{1}}\right\|^{2}+\Sigma_{2}\left\|\frac{\bar{\mu}_{2}}{\Sigma_{2}}\right\|^{2}+\Sigma_{3}\left\|\frac{\bar{\mu}_{3}}{\Sigma_{3}}\right\|^{2}\right) . \tag{2.26}
\end{equation*}
$$

It appears that the inequality (2.25) forms like the energy dissipation law, but in fact since $\Sigma_{i}$ may not be always positive, one still needs to show the total free energy $E\left(\mathbf{u}, \phi_{1}, \phi_{2}, \phi_{3}\right)$ given in (2.3) is bounded from below and the energy decay rate $\chi \leq 0$ which can be ensured by the following Lemmas (cf. Ref. (2).

Lemma 2.1. For any $\xi_{1}+\xi_{2}+\xi_{3}=0$, there exists a constant $\underline{\Sigma}>0$ such that

$$
\begin{equation*}
\Sigma_{1}\left|\xi_{1}\right|^{2}+\Sigma_{2}\left|\xi_{2}\right|^{2}+\Sigma_{3}\left|\xi_{3}\right|^{2} \geq \underline{\Sigma}\left(\left|\xi_{1}\right|^{2}+\left|\xi_{2}\right|^{2}+\left|\xi_{3}\right|^{2}\right) \tag{2.27}
\end{equation*}
$$

if and only if the following condition holds:

$$
\begin{equation*}
\Sigma_{1} \Sigma_{2}+\Sigma_{1} \Sigma_{3}+\Sigma_{2} \Sigma_{3}>0, \quad \Sigma_{i}+\Sigma_{j}>0, \quad \forall i \neq j \tag{2.28}
\end{equation*}
$$

Lemma 2.2. Let $\sigma_{12}, \sigma_{13}$ and $\sigma_{23}$ be three positive numbers and $\Sigma_{1}, \Sigma_{2}$ and $\Sigma_{3}$ defined by (2.6) (Note $\Sigma_{i}$ might not be positive for some $i$ ). For any $\Lambda>0$, the bulk free energy $F\left(\phi_{1}, \phi_{2}, \phi_{3}\right)$ defined in (2.4) is bounded from below if $\phi_{1}, \phi_{2}, \phi_{3}$ is on the hyperplane $\mathcal{S}$ in $2 D$ with $\mathcal{S}=\left\{\phi_{1}+\phi_{2}+\phi_{3}=1\right\}$. Furthermore, the lower bound only depends on $\Sigma_{1}, \Sigma_{2}, \Sigma_{3}$ and $\Lambda$.

From Lemma [2.1, when (2.28) holds, the summation of the gradient entropy term is bounded from below since $\nabla\left(\phi_{1}+\phi_{2}+\phi_{3}\right)=0$ by (2.20), i.e.

$$
\begin{equation*}
\sum_{i=1}^{3} \Sigma_{i}\left\|\nabla \phi_{i}\right\|^{2} \geq \underline{\Sigma} \sum_{i=1}^{3}\left\|\nabla \phi_{i}\right\|^{2} \geq 0 \tag{2.29}
\end{equation*}
$$

Therefore, we derive $E\left(\mathbf{u}, \phi_{1}, \phi_{2}, \phi_{3}\right)$ is bounded from below from (2.29) and Lemma 2.2. To show the decay rate $\chi \leq 0$, from (2.21), we derive

$$
\begin{equation*}
\frac{\bar{\mu}_{1}}{\Sigma_{1}}+\frac{\bar{\mu}_{2}}{\Sigma_{2}}+\frac{\bar{\mu}_{3}}{\Sigma_{3}}=0 \tag{2.30}
\end{equation*}
$$

By applying Lemma 2.1, when (2.28) holds, we have

$$
\begin{equation*}
-\left(\Sigma_{1}\left\|\frac{\bar{\mu}_{1}}{\Sigma_{1}}\right\|^{2}+\Sigma_{2}\left\|\frac{\bar{\mu}_{2}}{\Sigma_{2}}\right\|^{2}+\Sigma_{3}\left\|\frac{\bar{\mu}_{3}}{\Sigma_{3}}\right\|^{2}\right) \leq-\underline{\Sigma}\left(\left\|\frac{\bar{\mu}_{1}}{\Sigma_{1}}\right\|^{2}+\left\|\frac{\bar{\mu}_{2}}{\Sigma_{2}}\right\|^{2}+\left\|\frac{\bar{\mu}_{3}}{\Sigma_{3}}\right\|^{2}\right) \tag{2.31}
\end{equation*}
$$

that implies the energy decay rate $\chi \leq 0$.
Remark 2.2. The bulk part energy $F\left(\phi_{1}, \phi_{2}, \phi_{3}\right)$ defined in (2.4) has to be bounded from below in order to form a meaningful physical system. For partial spreading case ( $\Sigma_{i}>0, \forall i$ ), one can drop the six-order polynomial term by assuming $\Lambda=0$ since $F_{0}\left(\phi_{1}, \phi_{2}, \phi_{3}\right) \geq 0$ is naturally satisfied. For the total spreading case, $\Lambda$ has to be nonzero. Moreover, to ensure the non-negativity for $F, \Lambda$ has to be large enough.

For 3D case, it is shown in Ref. 2 that the bulk energy $F$ is bounded from below when $P\left(\phi_{1}, \phi_{2}, \phi_{3}\right)$ takes the following form:

$$
\begin{equation*}
P\left(\phi_{1}, \phi_{2}, \phi_{3}\right)=3 \Lambda \phi_{1}^{2} \phi_{2}^{2} \phi_{3}^{2}\left(\phi_{\alpha}\left(\phi_{1}\right)+\phi_{\alpha}\left(\phi_{2}\right)+\phi_{\alpha}\left(\phi_{3}\right)\right), \tag{2.32}
\end{equation*}
$$

where $\phi_{\alpha}(x)=\frac{1}{\left(1+x^{2}\right)^{\alpha}}$ with $0<\alpha \leq \frac{8}{17}$.
Since (2.5) is commonly used in literatures (cf. Refs. 2 and (4), we adopt it as well for convenience. Nonetheless, it will be clear that the numerical schemes we develop in this paper can deal with either (2.4) or (2.32) without any essential difficulties.

## 3. Numerical Schemes

Before we construct the numerical scheme to solve the model (2.13)-(2.16), we introduce some notations here. Let $\delta t>0$ be a time step size and set $t^{n}=n \delta t$ for $0 \leq n \leq N$ with $T=N \delta t$. The $L^{2}$ inner product of any two functions $\phi(\mathbf{x})$ and $\psi(\mathbf{x})$ is denoted by $(\phi, \psi)=\int_{\Omega} \phi(\mathbf{x}) \psi(\mathbf{x}) d \mathbf{x}$, and the $L^{2}$ norm of $\phi(\mathbf{x})$ is denoted by $\|\phi\|^{2}=(\phi, \phi)$. Let $\psi^{n}$ be the numerical approximation to the analytic function $\left.\psi(\cdot, t)\right|_{t=t^{n}}$.

Since we expect to develop linear type schemes, we use the IEQ approach to handle the nonlinear potential $F\left(\phi_{1}, \phi_{2}, \phi_{3}\right)$. The IEQ method was recently developed in Refs. 5628 30/35 and 37, where its essential idea is to transform the bulk potential into a quadratic form (since the nonlinear potential is usually bounded from below) using a set of new variables. For the reformulated model, all nonlinear terms are treated semi-explicitly, which in turn yields a linear and unconditionally energy stable system. This method bypasses those typical challenges such as the justification/adjustment of convexity or implicit/explicit terms, and provides many flexibilities to treat the complicated nonlinear terms since the only request for the nonlinear potential is bounded from below. Here we give a slight modification to it by adding some stabilization terms. Remarkably, the extra added linear stabilization term is particularly effective to improve the energy stability while keeping the required accuracy. The projection method is used to discretize the Navier-Stokes equations thus the computations of the velocity can be decoupled from the pressure. For the coupled nonlinear terms like the stress and convective terms, we discretize them by using the implicit-explicit combination. The detailed procedure to develop the scheme is presented as follows:

We define an auxiliary function $U(\mathbf{x}, t)$ as

$$
\begin{equation*}
U=\sqrt{F\left(\phi_{1}, \phi_{2}, \phi_{3}\right)+B} \tag{3.1}
\end{equation*}
$$

where $B$ is any constant that ensures the radicand positive (in all numerical examples, we let $B=10$ ). Then, we rewrite the system (2.13) $-(2.16)$ to the following equivalent form with unknown variables $\left(\mathbf{u}, p, \phi_{i}, \mu_{i}, U\right)$ :

$$
\begin{align*}
& \phi_{i t}+(\mathbf{u} \cdot \nabla)\left(\phi_{i}-\hat{\phi}_{i}^{0}\right)+(\nabla \cdot \mathbf{u})\left(\phi_{i}-\hat{\phi}_{i}^{0}\right)=-M \frac{\bar{\mu}_{i}}{\Sigma_{i}}  \tag{3.2}\\
& \mu_{i}=-\frac{3}{4} \epsilon \Sigma_{i} \Delta \phi_{i}+\frac{12}{\epsilon}\left(H_{i}+\beta\right) U, \quad i=1,2,3  \tag{3.3}\\
& U_{t}=\frac{1}{2} \sum_{i=1}^{3} H_{i} \phi_{i t}  \tag{3.4}\\
& \mathbf{u}_{t}+\mathbf{B}(\mathbf{u}, \mathbf{u})-\nu \Delta \mathbf{u}+\nabla p-\sum_{i=1}^{3} \bar{\mu}_{i} \nabla\left(\phi_{i}-\hat{\phi}_{i}^{0}\right)+\sum_{i=1}^{3} \nabla\left(\left(\phi_{i}-\hat{\phi}_{i}^{0}\right) \bar{\mu}_{i}\right)=0  \tag{3.5}\\
& \nabla \cdot \mathbf{u}=0 \tag{3.6}
\end{align*}
$$

where

$$
\begin{align*}
\mathbf{B}(\mathbf{u}, \mathbf{v}) & =(\mathbf{u} \cdot \nabla) \mathbf{v}+\frac{1}{2}(\nabla \cdot \mathbf{u}) \mathbf{v}  \tag{3.7}\\
\hat{\phi}_{i}^{0} & =\frac{1}{|\Omega|} \int_{\Omega} \phi_{i}^{0} d \mathbf{x}  \tag{3.8}\\
\beta & =-\frac{1}{\Sigma_{T}}\left(\frac{H_{1}}{\Sigma_{1}}+\frac{H_{2}}{\Sigma_{2}}+\frac{H_{3}}{\Sigma_{3}}\right)  \tag{3.9}\\
H_{i} & =\frac{f_{i}}{\sqrt{F\left(\phi_{1}, \phi_{2}, \phi_{3}\right)+B}} \tag{3.10}
\end{align*}
$$

The transformed system (3.2)-(3.6) in terms with the variables $\left(\mathbf{u}, \phi_{i}, \mu_{i}, U, p\right)$ form a closed PDE system with the following initial conditions:

$$
\left\{\begin{array}{l}
\left.\mathbf{u}\right|_{(t=0)}=\mathbf{u}^{0},\left.\quad p\right|_{(t=0)}=p^{0},\left.\quad \phi_{i}\right|_{(t=0)}=\phi_{i}^{0}, \quad i=1,2,3,  \tag{3.11}\\
\left.U\right|_{(t=0)}=U^{0}=\sqrt{F\left(\phi_{1}^{0}, \phi_{2}^{0}, \phi_{3}^{0}\right)+B}
\end{array}\right.
$$

Note the boundary conditions for $U$ are not needed at all since Eq. (3.4) is only an ODE with time. Thus, the boundary conditions of the new system (3.2)-(3.6) are still (2.12).

We have made several modifications to the PDE model and thus we list some detailed remarks as follows.

Remark 3.1. We replace the advection term by the skew-symmetric form $\mathbf{B}(\mathbf{u}, \mathbf{v})$ in the momentum equation. Even though $\nabla \cdot \mathbf{u} \neq 0$, the identity $(\mathbf{B}(\mathbf{u}, \mathbf{v}), \mathbf{v})=0$ still holds as long as the boundary condition $\left.\mathbf{u} \cdot \mathbf{n}\right|_{\partial \Omega}=0$ is valid, which helps to preserve the discrete energy stability.

Remark 3.2. It is easy to see the convective terms in (3.2) and the stress terms in (3.5) are equivalent to that their original forms in (2.13) and (2.15) due to the divergence-free condition. These modified formulations help to ensure the perfect mixture condition (2.2) of the numerical solutions and the energy stability when developing discrete schemes. Because while using the projection methods to deal with the Navier-Stokes equations, the velocity used to discretize the convective term may not follow the divergence-free condition. Hence, the numerical solutions of $\phi_{i}$ may violate the condition (2.2) if we use the original convective term in (2.7). For comparisons, after taking the new convective terms in (2.13), by taking the summation for (2.13) for $i=1,2,3$, the convective terms turn into

$$
\begin{equation*}
(\mathbf{u} \cdot \nabla)\left(\sum_{i=1}^{3} \phi_{i}-\sum_{i=1}^{3} \hat{\phi}_{i}^{0}\right)+(\nabla \cdot \mathbf{u})\left(\sum_{i=1}^{3} \phi_{i}-\sum_{i=1}^{3} \hat{\phi}_{i}^{0}\right) \tag{3.12}
\end{equation*}
$$

which vanishes as long as $\sum_{i=1}^{3} \phi_{i}=1$ (since $\sum_{i=1}^{3} \hat{\phi}_{i}^{0}=1$ ) even if the divergencefree condition of $\mathbf{u}$ does not hold.

Using the second-order backward differentiation formula (BDF2), we now construct a time marching scheme to discretize the new system (3.2)-(3.6), that includes the following two steps:
Step 1. We compute $\tilde{\mathbf{u}}^{n+1}, \phi_{i}^{n+1}, \mu_{i}^{n+1}, U^{n+1}$ by

$$
\begin{align*}
& \frac{3 \tilde{\mathbf{u}}^{n+1}-4 \mathbf{u}^{n}+\mathbf{u}^{n-1}}{2 \delta t}+\mathbf{B}\left(\mathbf{u}^{*}, \tilde{\mathbf{u}}^{n+1}\right)-\nu \Delta \tilde{\mathbf{u}}^{n+1}+\nabla p^{n} \\
& \quad-\sum_{i=1}^{3} \bar{\mu}_{i}^{n+1} \nabla\left(\phi_{i}^{*}-\hat{\phi}_{i}^{0}\right)+\sum_{i=1}^{3} \nabla\left(\left(\phi_{i}^{*}-\hat{\phi}_{i}^{0}\right) \bar{\mu}_{i}^{n+1}\right)=0,  \tag{3.13}\\
& \frac{3 \phi_{i}^{n+1}-4 \phi_{i}^{n}+\phi_{i}^{n-1}}{2 \delta t}+\left(\tilde{\mathbf{u}}^{n+1} \cdot \nabla\right)\left(\phi_{i}^{*}-\hat{\phi}_{i}^{0}\right)+\left(\nabla \cdot \tilde{\mathbf{u}}^{n+1}\right)\left(\phi_{i}^{*}-\hat{\phi}_{i}^{0}\right) \\
& \quad=-M \frac{\bar{\mu}_{i}^{n+1}}{\Sigma_{i}},  \tag{3.14}\\
& \mu_{i}^{n+1}=-\frac{3}{4} \epsilon \Sigma_{i} \Delta \phi_{i}^{n+1}+\frac{12}{\epsilon}\left(H_{i}^{*}+\beta^{*}\right) U^{n+1}+\frac{S}{\epsilon} \Sigma_{i}\left(\phi_{i}^{n+1}-\phi_{i}^{*}\right),  \tag{3.15}\\
& 3 U^{n+1}-4 U^{n}+U^{n-1}=\frac{1}{2} \sum_{i=1}^{3} H_{i}^{*}\left(3 \phi_{i}^{n+1}-4 \phi_{i}^{n}+\phi_{i}^{n-1}\right), \tag{3.16}
\end{align*}
$$

where

$$
\left\{\begin{array}{l}
\mathbf{u}^{*}=2 \mathbf{u}^{n}-\mathbf{u}^{n-1}, \quad \phi^{*}=2 \phi^{n}-\phi^{n-1}  \tag{3.17}\\
H^{*}=H\left(\phi_{1}^{*}, \phi_{2}^{*}, \phi_{3}^{*}\right), \quad \beta^{*}=-\frac{1}{\Sigma_{T}}\left(\frac{H_{1}^{*}}{\Sigma_{1}}+\frac{H_{2}^{*}}{\Sigma_{2}}+\frac{H_{3}^{*}}{\Sigma_{3}}\right)
\end{array}\right.
$$

$S$ is a positive stabilization parameter, and the boundary conditions are either periodic or

$$
\begin{equation*}
\left.\tilde{\mathbf{u}}^{n+1}\right|_{\partial \Omega}=\mathbf{0},\left.\quad \partial_{\boldsymbol{n}} \phi_{i}^{n+1}\right|_{\partial \Omega}=0 \tag{3.18}
\end{equation*}
$$

Step 2. We compute $p^{n+1}, \mathbf{u}^{n+1}$ as follows:

$$
\begin{align*}
\frac{3}{2 \delta t}\left(\mathbf{u}^{n+1}-\tilde{\mathbf{u}}^{n+1}\right)+\nabla\left(p^{n+1}-p^{n}\right) & =0  \tag{3.19}\\
\nabla \cdot \mathbf{u}^{n+1} & =0 \tag{3.20}
\end{align*}
$$

where the boundary condition is either periodic or

$$
\begin{equation*}
\left.\mathbf{u}^{n+1} \cdot \boldsymbol{n}\right|_{\partial \Omega}=0 \tag{3.21}
\end{equation*}
$$

Remarkably, we add an extra linear, second-order stabilization term associated with $S$ in (3.15). This term introduces an error in the scale of $S(\delta t)^{2} \partial_{t t} \phi_{i}(\cdot)$ which is comparable with the error introduced by the second-order extrapolation of the nonlinear term (see also in Refs. 5|27|29|32). In Sec. (4, we present enough numerical evidence to show that this stabilizer is critical to maintain the accuracy and improve
the energy stability while using large time steps, see the accuracy/stability tests shown in Figs. 1 and 2

Remark 3.3. The computations of the second-order scheme (3.13)-(3.21) need the values of $\phi_{i}^{1}, U^{1}, p^{1}, \mathbf{u}^{1}$. In practice, we obtain these values by constructing a first-order scheme based on the backward Euler method that reads as the following.

Step 1 . We compute $\tilde{\mathbf{u}}^{1}, \phi_{i}^{1}, \mu_{i}^{1}, U^{1}$ by

$$
\begin{align*}
& \frac{\tilde{\mathbf{u}}^{1}-\mathbf{u}^{0}}{2 \delta t}+\mathbf{B}\left(\mathbf{u}^{0}, \tilde{\mathbf{u}}^{1}\right)-\nu \Delta \tilde{\mathbf{u}}^{1}+\nabla p^{0}-\sum_{i=1}^{3} \bar{\mu}_{i}^{1} \nabla\left(\phi_{i}^{0}-\hat{\phi}_{i}^{0}\right) \\
& \quad+\sum_{i=1}^{3} \nabla\left(\left(\phi_{i}^{0}-\hat{\phi}_{i}^{0}\right) \bar{\mu}_{i}^{1}\right)=0 \tag{3.22}
\end{align*}
$$



(c) S-IEQ/Implicit, $\left(\sigma_{12}, \sigma_{13}, \sigma_{23}\right)=0.01(1,1,3)$.

Fig. 1. The $L^{2}$ numerical errors of unknown variables computed by using the schemes S-IEQ, IEQ, and implicit with various temporal resolutions, where (a) S-IEQ and IEQ for all unknown variables with surface tension parameters $\left(\sigma_{12}, \sigma_{13}, \sigma_{23}\right)=0.01(1,1,1)$, (b) S-IEQ and IEQ with $\left(\sigma_{12}, \sigma_{13}, \sigma_{23}\right)=0.01(1,1,3)$, and (c) S-IEQ and implicit with $\left(\sigma_{12}, \sigma_{13}, \sigma_{23}\right)=0.01(1,1,3)$.


Fig. 2. Time evolution of the total free energy with various time steps computed by using the scheme (a) S-IEQ and (b) IEQ with various time steps from $\delta t=0.01$ to $\delta t=0.01 / 2^{8}$ with a factor of $1 / 2$ for each variance, where the surface tension parameters are set as $\left(\sigma_{12}, \sigma_{13}, \sigma_{23}\right)=$ $0.01(1,1,3)$ (In (b), the energy evolution curves with larger time steps computed by IEQ are plotted, and it can be seen that they blow up).

$$
\begin{align*}
& \frac{\phi_{i}^{1}-\phi_{i}^{0}}{\delta t}+\left(\tilde{\mathbf{u}}^{1} \cdot \nabla\right)\left(\phi_{i}^{0}-\hat{\phi}_{i}^{0}\right)+\left(\nabla \cdot \tilde{\mathbf{u}}^{1}\right)\left(\phi_{i}^{0}-\hat{\phi}_{i}^{0}\right)=-M \frac{\bar{\mu}_{i}^{1}}{\Sigma_{i}}  \tag{3.23}\\
& \mu_{i}^{1}=-\frac{3}{4} \epsilon \Sigma_{i} \Delta \phi_{i}^{1}+\frac{12}{\epsilon}\left(H_{i}^{0}+\beta^{0}\right) U^{1}+\frac{S}{\epsilon} \Sigma_{i}\left(\phi_{i}^{1}-\phi_{i}^{0}\right), \quad i=1,2,3  \tag{3.24}\\
& U^{1}-U^{0}=\frac{1}{2} \sum_{i=1}^{3} H_{i}^{0}\left(\phi_{i}^{1}-\phi_{i}^{0}\right) \tag{3.25}
\end{align*}
$$

Step 2. We compute $p^{1}, \mathbf{u}^{1}$ as follows:

$$
\begin{align*}
\frac{1}{\delta t}\left(\mathbf{u}^{1}-\tilde{\mathbf{u}}^{1}\right)+\nabla\left(p^{1}-p^{0}\right) & =0  \tag{3.26}\\
\nabla \cdot \mathbf{u}^{1} & =0 \tag{3.27}
\end{align*}
$$

The boundary condition for $\tilde{\mathbf{u}}^{1}, \mathbf{u}^{1}, \phi_{i}^{1}, \mu_{i}^{1}$ follows the same boundary conditions as the scheme (3.13)-(3.21).

The following theorem ensures the numerical solutions ( $\phi_{1}^{n+1}, \phi_{2}^{n+1}, \phi_{3}^{n+1}$ ) computed by the scheme (3.13)-(3.21) always satisfy the hyperplane link condition $\sum_{i=1}^{3} \phi_{i}^{n+1}=1$, namely, no volume loss for the whole discrete scheme.

Theorem 3.1. The system (3.14)-(3.15) is equivalent to the following scheme with two phase-field variables,

$$
\begin{align*}
& \frac{3 \phi_{i}^{n+1}-4 \phi_{i}^{n}+\phi_{i}^{n-1}}{2 \delta t}+\left(\tilde{\mathbf{u}}^{n+1} \cdot \nabla\right)\left(\phi_{i}^{*}-\hat{\phi}_{i}^{0}\right)+\left(\nabla \cdot \tilde{\mathbf{u}}^{n+1}\right)\left(\phi_{i}^{*}-\hat{\phi}_{i}^{0}\right) \\
& \quad=-M \frac{\bar{\mu}_{i}^{n+1}}{\Sigma_{i}} \tag{3.28}
\end{align*}
$$

$$
\begin{align*}
\mu_{i}^{n+1}= & -\frac{3}{4} \epsilon \Sigma_{i} \Delta \phi_{i}^{n+1}+\frac{12}{\epsilon}\left(H_{i}^{*}+\beta^{*}\right) U^{n+1} \\
& +\frac{S}{\epsilon} \Sigma_{i}\left(\phi_{i}^{n+1}-\phi_{i}^{*}\right), \quad i=1,2 \tag{3.29}
\end{align*}
$$

with

$$
\begin{align*}
\phi_{3}^{n+1} & =1-\phi_{1}^{n+1}-\phi_{2}^{n+1}  \tag{3.30}\\
\frac{\mu_{3}^{n+1}}{\Sigma_{3}} & =-\left(\frac{\mu_{1}^{n+1}}{\Sigma_{1}}+\frac{\mu_{2}^{n+1}}{\Sigma_{2}}\right) \tag{3.31}
\end{align*}
$$

Proof. First, assuming that (3.28)-(3.31) are satisfied, we derive (3.14)-3.15).
From (3.31), we derive

$$
\begin{equation*}
\frac{\bar{\mu}_{3}^{n+1}}{\Sigma_{3}}=-\left(\frac{\bar{\mu}_{1}^{n+1}}{\Sigma_{1}}+\frac{\bar{\mu}_{2}^{n+1}}{\Sigma_{2}}\right) \tag{3.32}
\end{equation*}
$$

Taking the summation of (3.28) for $i=1,2$, applying (3.30) at $t=t^{n+1}, t^{n}, t^{n-1}$, using (3.32) and $\sum_{i=1}^{3} \hat{\phi}_{i}^{0}=1$, we obtain

$$
\begin{gather*}
\frac{3 \phi_{3}^{n+1}-4 \phi_{3}^{n}+\phi_{3}^{n-1}}{2 \delta t}+\left(\tilde{\mathbf{u}}^{n+1} \cdot \nabla\right)\left(\phi_{3}^{*}-\hat{\phi}_{3}^{0}\right) \\
+\left(\nabla \cdot \tilde{\mathbf{u}}^{n+1}\right)\left(\phi_{3}^{*}-\hat{\phi}_{3}^{0}\right)=-M \frac{\bar{\mu}_{3}^{n+1}}{\Sigma_{3}} \tag{3.33}
\end{gather*}
$$

Furthermore, from (3.31), (3.30) and the definition of $\beta^{*}$ in (3.17), we derive

$$
\begin{aligned}
\mu_{3}^{n+1}= & -\Sigma_{3}\left(\frac{\mu_{1}^{n+1}}{\Sigma_{1}}+\frac{\mu_{2}^{n+1}}{\Sigma_{2}}\right) \\
= & -\Sigma_{3}\left(-\frac{3}{4} \epsilon \Delta \phi_{1}^{n+1}-\frac{3}{4} \epsilon \Delta \phi_{2}^{n+1}+\frac{12}{\epsilon}\left(\frac{H_{1}^{*}+\beta^{*}}{\Sigma_{1}}+\frac{H_{2}^{*}+\beta^{*}}{\Sigma_{2}}\right) U^{n+1}\right. \\
& \left.+\frac{S}{\epsilon}\left(\phi_{1}^{n+1}+\phi_{2}^{n+1}-\phi_{1}^{*}+\phi_{2}^{*}\right)\right) \\
= & -\frac{3}{4} \epsilon \Sigma_{3} \Delta \phi_{3}^{n+1}+\frac{12}{\epsilon}\left(H_{3}^{*}+\beta^{*}\right) U^{n+1}+\frac{S}{\epsilon} \Sigma_{3}\left(\phi_{3}^{n+1}-\phi_{3}^{*}\right)
\end{aligned}
$$

Second, we then assume that Eqs. (3.14)-(3.15) are satisfied and derive (3.28)(3.31). We use the math induction and assume (3.30) are valid for $t=t^{n}$ and $t=t^{n-1}$ (the validity of (3.30) at $t=t^{1}$ can be shown by taking the similar procedure of proof for the first-order scheme (3.22)-(3.27). For any $m$, we define

$$
\begin{equation*}
\Phi^{m}=\phi_{1}^{m}+\phi_{2}^{m}+\phi_{3}^{m}, \quad \mu^{m}=\frac{\mu_{1}^{m}}{\Sigma_{1}}+\frac{\mu_{2}^{m}}{\Sigma_{2}}+\frac{\mu_{3}^{m}}{\Sigma_{3}} \tag{3.34}
\end{equation*}
$$

By taking the summation of (3.14) for $i=1,2,3$, we derive

$$
\begin{equation*}
\frac{3}{2 \delta t}\left(\Phi^{n+1}-1\right)=-M \bar{\mu}^{n+1} \tag{3.35}
\end{equation*}
$$

where the combination of three convective terms vanishes since

$$
\begin{equation*}
\left(\tilde{\mathbf{u}}^{n+1} \cdot \nabla\right)\left(\sum_{i=1}^{3} \phi_{i}^{*}-\sum_{i=1}^{3} \hat{\phi}_{i}^{0}\right)+\left(\nabla \cdot \tilde{\mathbf{u}}^{n+1}\right)\left(\sum_{i=1}^{3} \phi_{i}^{*}-\sum_{i=1}^{3} \hat{\phi}_{i}^{0}\right)=0 \tag{3.36}
\end{equation*}
$$

where we use $\sum_{i=1}^{3} \phi_{i}^{*}=1$ by the induction.
By taking the summation of (3.15) for $i=1,2,3$, we derive

$$
\begin{equation*}
\mu^{n+1}=-\frac{3}{4} \epsilon \Delta \Phi^{n+1}+\frac{S}{\epsilon}\left(\Phi^{n+1}-1\right) . \tag{3.37}
\end{equation*}
$$

By taking the $L^{2}$ inner product of (3.35) with $-\frac{2 \delta t}{3} \bar{\mu}^{n+1}$, of (3.37) with $\Phi^{n+1}-1$, and taking the summation of the two obtained equalities, we derive

$$
\begin{equation*}
\frac{3}{4} \epsilon\left\|\nabla \Phi^{n+1}\right\|^{2}+\frac{S}{\epsilon}\left\|\Phi^{n+1}-1\right\|^{2}+\frac{2 \delta t}{3} M\left\|\bar{\mu}^{n+1}\right\|^{2}=0 \tag{3.38}
\end{equation*}
$$

where we use $\int_{\Omega}\left(\Phi^{n+1}-1\right) d \mathbf{x}=\int_{\Omega} \bar{\mu}^{n+1} d \mathbf{x}=0$. Since the left-hand side of (3.38) is a sum of non-negative terms, thus $\bar{\mu}^{n+1}=0$ that implies $\Phi^{n+1}=1$, i.e. (3.30) is valid. Hence, from (3.37), we get $\mu^{n+1}=0$ that implies (3.31).

The practical implementation process is described here. In fact, the new variable $U^{n+1}$ is not needed to be solved together with $\phi_{i}^{n+1}$. We rewrite (3.16) as

$$
\begin{equation*}
U^{n+1}=\frac{1}{2} \sum_{i=1}^{3} H_{i}^{*} \phi_{i}^{n+1}+g^{n} \tag{3.39}
\end{equation*}
$$

where

$$
\begin{equation*}
g^{n}=\frac{4 U^{n}-U^{n-1}}{3}-\frac{1}{2} \sum_{i=1}^{3} H_{i}^{*} \frac{4 \phi_{i}^{n}-\phi_{i}^{n-1}}{3} \tag{3.40}
\end{equation*}
$$

Thus, the system (3.13)-(3.16) can be rewritten as

$$
\begin{align*}
& \tilde{\mathbf{u}}^{n+1}+\frac{2 \delta t}{3} \mathbf{B}\left(\mathbf{u}^{*}, \tilde{\mathbf{u}}^{n+1}\right)-\frac{2 \delta t}{3} \nu \Delta \tilde{\mathbf{u}}^{n+1}, \\
& \quad-\frac{2 \delta t}{3} \sum_{i=1}^{3} \bar{\mu}_{i}^{n+1} \nabla\left(\phi_{i}^{*}-\hat{\phi}_{i}^{0}\right)+\frac{2 \delta t}{3} \sum_{i=1}^{3} \nabla\left(\left(\phi_{i}^{*}-\hat{\phi}_{i}^{0}\right) \bar{\mu}_{i}^{n+1}\right)=\boldsymbol{g}_{1},  \tag{3.41}\\
& \phi_{i}^{n+1}+\frac{2 \delta t}{3}\left(\tilde{\mathbf{u}}^{n+1} \cdot \nabla\right)\left(\phi_{i}^{*}-\hat{\phi}_{i}^{0}\right)+\frac{2 \delta t}{3}\left(\nabla \cdot \tilde{\mathbf{u}}^{n+1}\right)\left(\phi_{i}^{*}-\hat{\phi}_{i}^{0}\right)+\frac{2 \delta t}{3} \frac{\bar{\mu}_{i}^{n+1}}{\Sigma_{i}}=g_{2}^{i},  \tag{3.42}\\
& -\mu_{i}^{n+1}-\frac{3}{4} \epsilon \Sigma_{i} \Delta \phi_{i}^{n+1}+\frac{6}{\epsilon}\left(H_{i}^{*}+\beta^{*}\right) \sum_{i=1}^{3} H_{i}^{*} \phi_{i}^{n+1}+\frac{S}{\epsilon} \Sigma_{i} \phi_{i}^{n+1}=g_{3}^{i}, \tag{3.43}
\end{align*}
$$

where $\boldsymbol{g}_{1}, g_{2}^{i}, g_{3}^{i}$ include all explicit terms in each corresponding equation. Note the new auxiliary variable $U^{n+1}$ disappears in the above scheme, hence we solve the system (3.41) -(3.43) first and update $U^{n+1}$ by (3.39).

We develop the associated weak form of the system (3.41)-(3.43) and show its well-posedness. For simplicity, the periodic boundary conditions are only considered in this paper. For the physical boundary conditions (3.18)-(3.21), the proof can be derived similarly without any essential difficulties. We define three Sobolev spaces as follows:

$$
\begin{aligned}
H_{\mathrm{per}}^{k}(\Omega) & =\left\{\phi \in H^{k}(\Omega): \phi \text { is periodic }\right\} \\
\bar{H}^{k}(\Omega) & =\left\{\phi \in H_{\mathrm{per}}^{k}(\Omega): \int_{\Omega} \phi d \mathbf{x}=0\right\} \\
H_{\mathbf{u}}^{k}(\Omega) & =\left\{\mathbf{u} \in\left[H_{\mathrm{per}}^{k}(\Omega)\right]^{d}\right\}
\end{aligned}
$$

where $\Omega$ is the computed domain that is a smooth, open bounded, connected domain in $R^{d}, d=2,3$.

By integrating (3.42), we obtain

$$
\begin{equation*}
\int_{\Omega} \phi_{i}^{n+1} d \mathbf{x}=\int_{\Omega} \phi_{i}^{n} d \mathbf{x}=\cdots=\int_{\Omega} \phi_{i}^{0} d \mathbf{x} \tag{3.44}
\end{equation*}
$$

for $i=1,2,3$. We let

$$
\begin{equation*}
\mathbf{u}=\tilde{\mathbf{u}}^{n+1}, \quad \phi_{i}=\phi_{i}^{n+1}-\frac{1}{|\Omega|} \int_{\Omega} \phi_{i}^{0} d \mathbf{x}, \quad \mu_{i}=\bar{\mu}_{i}^{n+1} \tag{3.45}
\end{equation*}
$$

Hence, we derive $\sum_{i=1}^{3} \phi_{i}=0$ from Theorem 3.1.
The weak form of (3.41)-(3.43) can be formulated as follows. Find $\phi_{i} \in \bar{H}^{1}(\Omega)$, $\mu_{i} \in \bar{H}^{0}(\Omega), \mathbf{u} \in H_{\mathbf{u}}^{1}(\Omega)$ via

$$
\begin{align*}
(\mathbf{u}, \mathbf{v}) & +\frac{2 \delta t}{3}\left(\mathbf{B}\left(\mathbf{u}^{*}, \mathbf{u}\right), \mathbf{v}\right)+\frac{2 \delta t}{3} \nu(\nabla \mathbf{u}, \nabla \mathbf{v}) \\
& -\frac{2 \delta t}{3}\left(\sum_{i=1}^{3} \mu_{i} \nabla\left(\phi_{i}^{*}-\hat{\phi}_{i}^{0}\right), \mathbf{v}\right)-\frac{2 \delta t}{3} \sum_{i=1}^{3}\left(\left(\phi_{i}^{*}-\hat{\phi}_{i}^{0}\right) \mu_{i}, \nabla \cdot \mathbf{v}\right) \\
= & \left(\tilde{\boldsymbol{g}}_{1}, \mathbf{v}\right),  \tag{3.46}\\
\left(\phi_{i}, w_{i}\right) & +\frac{2 \delta t}{3}\left((\mathbf{u} \cdot \nabla)\left(\phi_{i}^{*}-\hat{\phi}_{i}^{0}\right), w_{i}\right)+\frac{2 \delta t}{3}\left((\nabla \cdot \mathbf{u})\left(\phi_{i}^{*}-\hat{\phi}_{i}^{0}\right), w_{i}\right) \\
& +\frac{2 \delta t}{3} \frac{M}{\Sigma_{i}}\left(\mu_{i}, w_{i}\right)=\left(\tilde{g}_{2}^{i}, w_{i}\right),  \tag{3.47}\\
-\left(\mu_{i},\right. & \left.\psi_{i}\right) \\
& +\frac{3}{4} \epsilon \Sigma_{i}\left(\nabla \phi_{i}, \nabla \psi_{i}\right)+\frac{6}{\epsilon}\left(H_{i}^{*}+\beta^{*}\right)\left(\sum_{i=1}^{3} H_{i}^{*} \phi_{i}, \psi_{i}\right)  \tag{3.48}\\
& +\frac{S}{\epsilon} \Sigma_{i}\left(\phi_{i}, \psi_{i}\right)=\left(\tilde{g}_{3}^{i}, \psi_{i}\right),
\end{align*}
$$

for any $\psi_{i} \in \bar{H}^{1}(\Omega), w_{i} \in \bar{H}^{0}(\Omega), \mathbf{v} \in H_{\mathbf{u}}^{1}(\Omega)$, where $\tilde{\boldsymbol{g}}_{1}, \tilde{g}_{2}^{i}, \tilde{g}_{3}^{i}$ include corresponding explicit terms in each equation.

We denote the above linear system (3.46)-(3.48) as

$$
\begin{equation*}
(\mathbb{L}(\boldsymbol{X}), \boldsymbol{Y})=(\mathbb{B}, \boldsymbol{Y}), \tag{3.49}
\end{equation*}
$$

where $\boldsymbol{X}=\left(\mathbf{u}, \mu_{i}, \phi_{i}\right)^{T}, \boldsymbol{Y}=\left(\mathbf{v}, w_{i}, \psi_{i}\right)^{T}, \boldsymbol{X}, \boldsymbol{Y} \in\left(H_{\mathbf{u}}^{1}, \bar{H}^{0}, \bar{H}^{1}\right)(\Omega)$, and $\mathbb{B}=\left(\tilde{\boldsymbol{g}}_{1}, \tilde{g}_{2}^{i}, \tilde{\tilde{g}}_{3}^{i}\right)^{T}$.

Next, we will show the well-posedness of the linear system (3.49).
Theorem 3.2. There exists a unique solution $\left(\mathbf{u}, \mu_{i}, \phi_{i}\right) \in\left(H_{\mathbf{u}}^{1}, \bar{H}^{0}, \bar{H}^{1}\right)(\Omega)$ for the linear system (3.49).

Proof. (i). By setting $\boldsymbol{X}=\left(\mathbf{u}, \mu_{i}, \phi_{i}\right)^{T}$ and $\boldsymbol{Y}=\left(\mathbf{v}, w_{i}, \psi_{i}\right)^{T}$ where $\boldsymbol{X}, \boldsymbol{Y} \in\left(H_{\mathbf{u}}^{1}\right.$, $\left.\bar{H}^{0}, \bar{H}^{1}\right)(\Omega)$, we obtain

$$
\begin{aligned}
(\mathbb{L}(\boldsymbol{X}), \boldsymbol{Y}) \leq & C_{1}\left(\|\mathbf{u}\|_{H^{1}}+\sum_{i=1}^{3}\left\|\mu_{i}\right\|_{H^{0}}+\sum_{i=1}^{3}\left\|\phi_{i}\right\|_{H^{1}}\right) \\
& \times\left(\|\mathbf{v}\|_{H^{1}}+\sum_{i=1}^{3}\left\|w_{i}\right\|_{H^{0}}+\sum_{i=1}^{3}\left\|\psi_{i}\right\|_{H^{1}}\right),
\end{aligned}
$$

where $C_{1}$ is some constant that may depend on $\delta t, M, \nu, \Sigma_{i}, S, \epsilon,\left\|\nabla \mathbf{u}^{*}\right\|_{L^{\infty}},\left\|\mathbf{u}^{*}\right\|_{L^{\infty}}$, $\left\|\phi_{i}^{*}\right\|_{L^{\infty}},\left\|\phi_{i}^{0}\right\|_{L^{\infty}},\left\|\nabla \phi_{i}^{*}\right\|_{L^{\infty}},\left\|\nabla \phi_{i}^{0}\right\|_{L^{\infty}},\left\|\beta^{*}\right\|_{L^{\infty}}$, and $\left\|H^{*}\right\|_{L^{\infty}}$.
(ii). It is easy to find that

$$
\begin{aligned}
(\mathbb{L}(\boldsymbol{X}), \boldsymbol{X})= & \|\mathbf{u}\|^{2}+\frac{2 \delta t}{3} \nu\|\nabla \mathbf{u}\|^{2} \\
& +\sum_{i=1}^{3}\left(\frac{2 \delta t}{3} M \Sigma_{i}\left\|\frac{\mu_{i}}{\Sigma_{i}}\right\|^{2}+\frac{3}{4} \epsilon \Sigma_{i}\left\|\nabla \phi_{i}\right\|^{2}+\frac{S}{\epsilon} \Sigma_{i}\left\|\phi_{i}\right\|^{2}\right) \\
& +\frac{6}{\epsilon}\left\|H_{1}^{*} \phi_{1}+H_{2}^{*} \phi_{2}+H_{3}^{*} \phi_{3}\right\|^{2} \\
\geq & \|\mathbf{u}\|^{2}+\frac{2 \delta t}{3} \nu\|\nabla \mathbf{u}\|^{2} \\
& +\sum_{i=1}^{3}\left(\frac{2 \delta t}{3} M \underline{\Sigma}\left\|\frac{\mu_{i}}{\Sigma_{i}}\right\|^{2}+\frac{3}{4} \epsilon \underline{\Sigma}\left\|\nabla \phi_{i}\right\|^{2}+\frac{S}{\epsilon} \underline{\Sigma}\left\|\phi_{i}\right\|^{2}\right) \\
& +\frac{6}{\epsilon}\left\|H_{1}^{*} \phi_{1}+H_{2}^{*} \phi_{2}+H_{3}^{*} \phi_{3}\right\|^{2} \\
\geq & C_{2}\left(\|\mathbf{u}\|_{H^{1}}^{2}+\sum_{i=1}^{3}\left(\left\|\phi_{i}\right\|_{H^{1}}^{2}+\left\|\mu_{i}\right\|_{H^{0}}^{2}\right)\right),
\end{aligned}
$$

where we use Lemma 2.1 since $\sum_{i=1}^{3} \frac{\mu_{i}}{\Sigma_{i}}=0$ from (3.31) and $\sum_{i=1}^{3} \phi_{i}=0$. The constant $C_{2}$ depends on $\delta t, M, \underline{\Sigma}, \nu, S, \epsilon$.

Therefore, we conclude that the linear system (3.49) admits a unique solution $\boldsymbol{X}=\left(\mathbf{u}, \mu_{i}, \phi_{i}\right)^{T} \in\left(H_{\mathbf{u}}^{1}, \bar{H}^{0}, \bar{H}^{1}\right)(\Omega)$ by using the Lax-Milgram theorem.

The unconditional energy stability of the scheme (3.13)-(3.21) is shown as follows.

Theorem 3.3. The time-discrete scheme (3.13)-(3.21) satisfies the discrete energy dissipation law as follows:

$$
\begin{equation*}
\frac{1}{\delta t}\left(E^{n+1}-E^{n}\right) \leq-\nu\left\|\nabla \tilde{\mathbf{u}}^{n+1}\right\|^{2}-M \underline{\Sigma} \sum_{i=1}^{3}\left\|\frac{\bar{\mu}_{i}^{n+1}}{\Sigma_{i}}\right\|^{2} \leq 0 \tag{3.50}
\end{equation*}
$$

where $E^{n+1} \geq 0$ is defined as

$$
\begin{align*}
E^{n+1}= & \frac{1}{2}\left(\frac{1}{2}\left\|\mathbf{u}^{n+1}\right\|^{2}+\frac{1}{2}\left\|2 \mathbf{u}^{n+1}-\mathbf{u}^{n}\right\|^{2}\right)+\frac{(\delta t)^{2}}{3}\left\|\nabla p^{n+1}\right\|^{2} \\
& +\frac{3 \epsilon}{8} \sum_{i=1}^{3}\left(\Sigma_{i}\left(\frac{1}{2}\left\|\nabla \phi_{i}^{n+1}\right\|^{2}+\frac{1}{2}\left\|2 \nabla \phi_{i}^{n+1}-\nabla \phi_{i}^{n}\right\|^{2}\right)\right) \\
& +\frac{12}{\epsilon}\left(\frac{1}{2}\left\|U^{n+1}\right\|^{2}+\frac{1}{2}\left\|2 U^{n+1}-U^{n}\right\|^{2}\right) \\
& +\frac{S}{2 \epsilon} \sum_{i=1}^{3}\left(\Sigma_{i}\left\|\phi_{i}^{n+1}-\phi_{i}^{n}\right\|^{2}\right) \tag{3.51}
\end{align*}
$$

Proof. It is easy to see that $E^{n+1} \geq 0$ by using Lemma 2.1 and (3.30).
By taking the inner product of (3.13) with $2 \delta t \tilde{\mathbf{u}}^{n+1}$ in the $L^{2}$ space, we obtain

$$
\begin{align*}
& \left(3 \tilde{\mathbf{u}}^{n+1}-4 \mathbf{u}^{n}+\mathbf{u}^{n-1}, \tilde{\mathbf{u}}^{n+1}\right)+2 \nu \delta t\left\|\nabla \tilde{\mathbf{u}}^{n+1}\right\|^{2}+2 \delta t\left(\nabla p^{n}, \tilde{\mathbf{u}}^{n+1}\right) \\
& \quad-2 \delta t \sum_{i=1}^{3}\left(\bar{\mu}_{i}^{n+1} \nabla\left(\phi_{i}^{*}-\hat{\phi}_{i}^{0}\right), \tilde{\mathbf{u}}^{n+1}\right) \\
& \left.\quad-2 \delta t \sum_{i=1}^{3}\left(\phi_{i}^{*}-\hat{\phi}_{i}^{0}\right) \bar{\mu}_{i}^{n+1}, \nabla \cdot \tilde{\mathbf{u}}^{n+1}\right)=0 \tag{3.52}
\end{align*}
$$

From (3.19), for any variable $\mathbf{v}$ with $\nabla \cdot \mathbf{v}=0$, we have

$$
\begin{equation*}
\left(\mathbf{u}^{n+1}, \mathbf{v}\right)=\left(\tilde{\mathbf{u}}^{n+1}, \mathbf{v}\right) \tag{3.53}
\end{equation*}
$$

We derive following equality

$$
\begin{aligned}
& \left(3 \tilde{\mathbf{u}}^{n+1}-4 \mathbf{u}^{n}+\mathbf{u}^{n-1}, \tilde{\mathbf{u}}^{n+1}\right) \\
& \quad=\left(3 \tilde{\mathbf{u}}^{n+1}-4 \mathbf{u}^{n}+\mathbf{u}^{n-1}, \mathbf{u}^{n+1}\right)+\left(3 \tilde{\mathbf{u}}^{n+1}-4 \mathbf{u}^{n}+\mathbf{u}^{n-1}, \tilde{\mathbf{u}}^{n+1}-\mathbf{u}^{n+1}\right) \\
& \quad=\left(3 \mathbf{u}^{n+1}-4 \mathbf{u}^{n}+\mathbf{u}^{n-1}, \mathbf{u}^{n+1}\right)+\left(3 \tilde{\mathbf{u}}^{n+1}, \tilde{\mathbf{u}}^{n+1}-\mathbf{u}^{n+1}\right) \\
& \quad=\left(3 \mathbf{u}^{n+1}-4 \mathbf{u}^{n}+\mathbf{u}^{n-1}, \mathbf{u}^{n+1}\right)+3\left(\tilde{\mathbf{u}}^{n+1}-\mathbf{u}^{n+1}, \tilde{\mathbf{u}}^{n+1}+\mathbf{u}^{n+1}\right)
\end{aligned}
$$

$$
\begin{align*}
= & \frac{1}{2}\left(\left\|\mathbf{u}^{n+1}\right\|^{2}-\left\|\mathbf{u}^{n}\right\|^{2}+\left\|2 \mathbf{u}^{n+1}-\mathbf{u}^{n}\right\|^{2}-\left\|2 \mathbf{u}^{n}-\mathbf{u}^{n-1}\right\|^{2}\right. \\
& \left.+\left\|\mathbf{u}^{n+1}-2 \mathbf{u}^{n}+\mathbf{u}^{n-1}\right\|^{2}\right)+3\left(\left\|\tilde{\mathbf{u}}^{n+1}\right\|^{2}-\left\|\mathbf{u}^{n+1}\right\|^{2}\right), \tag{3.54}
\end{align*}
$$

where we use the following identity

$$
\begin{equation*}
2(3 a-4 b+c, a)=\|a\|^{2}-\|b\|^{2}+\|2 a-b\|^{2}-\|2 b-c\|^{2}+\|a-2 b+c\|^{2} . \tag{3.55}
\end{equation*}
$$

We reformulate the projection step (3.19) as

$$
\begin{equation*}
\frac{3}{2 \delta t} \mathbf{u}^{n+1}+\nabla p^{n+1}=\frac{3}{2 \delta t} \tilde{\mathbf{u}}^{n+1}+\nabla p^{n} \tag{3.56}
\end{equation*}
$$

By taking the square of both sides of the above equation, we get

$$
\begin{equation*}
\frac{9}{4(\delta t)^{2}}\left\|\mathbf{u}^{n+1}\right\|^{2}+\left\|\nabla p^{n+1}\right\|^{2}=\frac{9}{4(\delta t)^{2}}\left\|\tilde{\mathbf{u}}^{n+1}\right\|^{2}+\left\|\nabla p^{n}\right\|^{2}+\frac{3}{\delta t}\left(\tilde{\mathbf{u}}^{n+1}, \nabla p^{n}\right) \tag{3.57}
\end{equation*}
$$

Hence, by multiplying $2(\delta t)^{2} / 3$ of the above equation, we derive

$$
\begin{equation*}
\frac{3}{2}\left(\left\|\mathbf{u}^{n+1}\right\|^{2}-\left\|\tilde{\mathbf{u}}^{n+1}\right\|^{2}\right)+\frac{2(\delta t)^{2}}{3}\left(\left\|\nabla p^{n+1}\right\|^{2}-\left\|\nabla p^{n}\right\|^{2}\right)=2 \delta t\left(\tilde{\mathbf{u}}^{n+1}, \nabla p^{n}\right) \tag{3.58}
\end{equation*}
$$

By taking the inner product of (3.19) with $2 \delta t \mathbf{u}^{n+1}$ in the $L^{2}$ space, we have

$$
\begin{equation*}
\frac{3}{2}\left(\left\|\mathbf{u}^{n+1}\right\|^{2}-\left\|\tilde{\mathbf{u}}^{n+1}\right\|^{2}+\left\|\mathbf{u}^{n+1}-\tilde{\mathbf{u}}^{n+1}\right\|^{2}\right)=0 \tag{3.59}
\end{equation*}
$$

We combine (3.52), (3.54), (3.58), and (3.59) to obtain

$$
\begin{align*}
& \frac{1}{2}\left(\left\|\mathbf{u}^{n+1}\right\|^{2}-\left\|\mathbf{u}^{n}\right\|^{2}+\left\|2 \mathbf{u}^{n+1}-\mathbf{u}^{n}\right\|^{2}-\left\|2 \mathbf{u}^{n}-\mathbf{u}^{n-1}\right\|^{2}\right. \\
& \left.\quad+\left\|\mathbf{u}^{n+1}-2 \mathbf{u}^{n}+\mathbf{u}^{n-1}\right\|^{2}\right)+\frac{3}{2}\left\|\mathbf{u}^{n+1}-\tilde{\mathbf{u}}^{n+1}\right\|^{2} \\
& \quad+\frac{2(\delta t)^{2}}{3}\left(\left\|\nabla p^{n+1}\right\|^{2}-\left\|\nabla p^{n}\right\|^{2}\right)+2 \nu \delta t\left\|\nabla \tilde{\mathbf{u}}^{n+1}\right\|^{2} \\
& \quad-2 \delta t \sum_{i=1}^{3}\left(\bar{\mu}_{i}^{n+1} \nabla\left(\phi_{i}^{*}-\hat{\phi}_{i}^{0}\right), \tilde{\mathbf{u}}^{n+1}\right)-2 \delta t \sum_{i=1}^{3}\left(\left(\phi_{i}^{*}-\hat{\phi}_{i}^{0}\right) \bar{\mu}_{i}^{n+1}, \nabla \cdot \tilde{\mathbf{u}}^{n+1}\right)=0 \tag{3.60}
\end{align*}
$$

Computing the inner product of (3.14) with $2 \delta t \bar{\mu}_{i}^{n+1}$ in the $L^{2}$ space, we have

$$
\begin{align*}
& \left(3 \phi_{i}^{n+1}-4 \phi_{i}^{n}+\phi_{i}^{n-1}, \bar{\mu}_{i}^{n+1}\right)+2 \delta t\left(\left(\tilde{\mathbf{u}}^{n+1} \cdot \nabla\right)\left(\phi_{i}^{*}-\hat{\phi}_{i}^{0}\right), \bar{\mu}_{i}^{n+1}\right) \\
& \quad+2 \delta t\left(\left(\nabla \cdot \tilde{\mathbf{u}}^{n+1}\right)\left(\phi_{i}^{*}-\hat{\phi}_{i}^{0}\right), \bar{\mu}_{i}^{n+1}\right)+2 \delta t M \Sigma_{i}\left\|\frac{\bar{\mu}_{i}^{n+1}}{\Sigma_{i}}\right\|^{2}=0 . \tag{3.61}
\end{align*}
$$

Computing the $L^{2}$ inner product of (3.15) with $-\left(3 \phi_{i}^{n+1}-4 \phi_{i}^{n}+\phi_{i}^{n-1}\right)$ and applying integration by parts, we find

$$
\begin{align*}
-\left(\mu_{i}^{n+1}\right. & \left., 3 \phi_{i}^{n+1}-4 \phi_{i}^{n}+\phi_{i}^{n-1}\right) \\
= & -\frac{3}{4} \epsilon \Sigma_{i}\left(\nabla \phi_{i}^{n+1}, \nabla\left(3 \phi_{i}^{n+1}-4 \phi_{i}^{n}+\phi_{i}^{n-1}\right)\right) \\
& -\frac{12}{\epsilon}\left(H_{i}^{*} U^{n+1}, 3 \phi_{i}^{n+1}-4 \phi_{i}^{n}+\phi_{i}^{n-1}\right) \\
& -\frac{S}{\epsilon}\left(\Sigma_{i}\left(\phi_{i}^{n+1}-\phi_{i}^{*}\right), 3 \phi_{i}^{n+1}-4 \phi_{i}^{n}+\phi_{i}^{n-1}\right), \tag{3.62}
\end{align*}
$$

where we use the following equality

$$
\begin{align*}
\sum_{i=1}^{3}\left(\beta^{*} U^{n+1}, 3 \phi_{i}^{n+1}-4 \phi_{i}^{n}+\phi_{i}^{n-1}\right) & =\left(\beta^{*} U^{n+1}, \sum_{i=1}^{3}\left(3 \phi_{i}^{n+1}-4 \phi_{i}^{n}+\phi_{i}^{n-1}\right)\right) \\
& =0 \tag{3.63}
\end{align*}
$$

which is due to (3.30). Moreover, from (3.44), it is easy to derive

$$
\begin{equation*}
\left(3 \phi_{i}^{n+1}-4 \phi_{i}^{n}+\phi_{i}^{n-1}, \bar{\mu}_{i}^{n+1}\right)=\left(3 \phi_{i}^{n+1}-4 \phi_{i}^{n}+\phi_{i}^{n-1}, \mu_{i}^{n+1}\right) . \tag{3.64}
\end{equation*}
$$

We compute the inner product of (3.16) with $\frac{24}{\epsilon} U^{n+1}$ in the $L^{2}$ space and use (3.55) to obtain

$$
\begin{align*}
& \frac{12}{\epsilon}\left(\left\|U^{n+1}\right\|^{2}-\left\|U^{n}\right\|^{2}+\left\|2 U^{n+1}-U^{n}\right\|^{2}-\left\|2 U^{n}-U^{n-1}\right\|^{2}\right. \\
& \left.\quad+\left\|U^{n+1}-2 U^{n}+U^{n-1}\right\|^{2}\right)=\frac{12}{\epsilon} \sum_{i=1}^{3}\left(H_{i}^{*}\left(3 \phi_{i}^{n+1}-4 \phi_{i}^{n}+\phi_{i}^{n-1}\right), U^{n+1}\right) \tag{3.65}
\end{align*}
$$

Hence, by taking the summation for $i=1,2,3$ of (3.60)-(3.62), and combining the obtained result with (3.65), we arrive at

$$
\begin{aligned}
& \frac{1}{2}\left(\left\|\mathbf{u}^{n+1}\right\|^{2}-\left\|\mathbf{u}^{n}\right\|^{2}+\left\|2 \mathbf{u}^{n+1}-\mathbf{u}^{n}\right\|^{2}-\left\|2 \mathbf{u}^{n}-\mathbf{u}^{n-1}\right\|^{2}\right) \\
& \quad+\frac{2(\delta t)^{2}}{3}\left(\left\|\nabla p^{n+1}\right\|^{2}-\left\|\nabla p^{n}\right\|^{2}\right) \\
& \quad+\frac{3 \epsilon}{8} \sum_{i=1}^{3} \Sigma_{i}\left(\left\|\nabla \phi_{i}^{n+1}\right\|^{2}-\left\|\nabla \phi_{i}^{n}\right\|^{2}+\left\|\nabla\left(2 \phi_{i}^{n+1}-\phi_{i}^{n}\right)\right\|^{2}-\left\|\nabla\left(2 \phi_{i}^{n}-\phi_{i}^{n-1}\right)\right\|^{2}\right) \\
& \quad+\frac{12}{\epsilon}\left(\left\|U^{n+1}\right\|^{2}-\left\|U^{n}\right\|^{2}+\left\|2 U^{n+1}-U^{n}\right\|^{2}-\left\|2 U^{n}-U^{n-1}\right\|^{2}\right) \\
& \quad+\frac{S}{\epsilon} \sum_{i=1}^{3} \Sigma_{i}\left(\left\|\phi_{i}^{n+1}-\phi_{i}^{n}\right\|^{2}-\left\|\phi_{i}^{n}-\phi_{i}^{n-1}\right\|^{2}\right)
\end{aligned}
$$

$$
\begin{align*}
& +\left\{\frac{1}{2}\left\|\mathbf{u}^{n+1}-2 \mathbf{u}^{n}+\mathbf{u}^{n-1}\right\|^{2}+\frac{3}{2}\left\|\mathbf{u}^{n+1}-\tilde{\mathbf{u}}^{n+1}\right\|^{2}\right. \\
& +\frac{3 \epsilon}{8} \sum_{i=1}^{3} \Sigma_{i}\left\|\nabla\left(\phi_{i}^{n+1}-2 \phi_{i}^{n}+\phi_{i}^{n-1}\right)\right\|^{2} \\
& +\frac{12}{\epsilon}\left\|U^{n+1}-2 U^{n}+U^{n-1}\right\|^{2} \\
& \left.+\frac{2 S}{\epsilon} \sum_{i=1}^{3} \Sigma_{i}\left\|\phi_{i}^{n+1}-2 \phi_{i}^{n}+\phi_{i}^{n-1}\right\|^{2}\right\} \\
= & -2 \delta t \nu\left\|\nabla \tilde{\mathbf{u}}^{n+1}\right\|^{2}-2 \delta t M \sum_{i=1}^{3} \Sigma_{i}\left\|\frac{\bar{\mu}_{i}^{n+1}}{\Sigma_{i}}\right\|^{2} \\
\leq & -2 \delta t \nu\left\|\nabla \tilde{\mathbf{u}}^{n+1}\right\|^{2}-2 \delta t M \Sigma \sum_{i=1}^{3}\left\|\frac{\bar{\mu}_{i}^{n+1}}{\Sigma_{i}}\right\|^{2} \leq 0, \tag{3.66}
\end{align*}
$$

where we use Lemma [2.1] (3.32), (3.64), and the following identity

$$
\begin{equation*}
(3 a-4 b+c, a-2 b+c)=\|a-b\|^{2}-\|b-c\|^{2}+2\|a-2 b+c\|^{2} . \tag{3.67}
\end{equation*}
$$

Finally, we obtain (3.50) after dropping the terms in $\}$ of (3.66) since they are all positive from Lemma 2.1 and (3.30), i.e.

$$
\begin{gather*}
\sum_{i=1}^{3} \Sigma_{i}\left\|\nabla\left(\phi_{i}^{n+1}-2 \phi_{i}^{n}+\phi_{i}^{n-1}\right)\right\|^{2} \geq \Sigma \sum_{i=1}^{3}\left\|\nabla\left(\phi_{i}^{n+1}-2 \phi_{i}^{n}+\phi_{i}^{n-1}\right)\right\|^{2} \geq 0  \tag{3.68}\\
\sum_{i=1}^{3} \Sigma_{i}\left\|\phi_{i}^{n+1}-2 \phi_{i}^{n}+\phi_{i}^{n-1}\right\|^{2} \geq \Sigma \sum_{i=1}^{3}\left\|\phi_{i}^{n+1}-2 \phi_{i}^{n}+\phi_{i}^{n-1}\right\|^{2} \geq 0
\end{gather*}
$$

## 4. Numerical Simulation

In this section, we perform numerical simulations in two- and three-dimensional spaces to demonstrate the accuracy and energy stability of the developed scheme (3.13)-(3.21).

### 4.1. Brief description of the full discretization schemes

In all the next simulations, we set the computational region to be a two- or threedimensional rectangular domain as $\Omega=\left[0, L_{1}\right] \times\left[0, L_{2}\right]$ or $\Omega=\left[0, L_{1}\right] \times\left[0, L_{2}\right] \times$ $\left[0, L_{3}\right]$. For the direction that is assumed to follow periodic boundary conditions, we adopt the Fourier-spectral method. For the direction that is assumed to follow the boundary conditions as (3.18)-(3.21), the spatial discretizations are based on the

Legendre-Galerkin method which results in very efficient and accurate solvers for elliptic equations with constant coefficients. We adopt the inf-sup stable $P_{N} \times P_{N-2}$ pair for the velocity and pressure, and $P_{N}$ for the phase-field variables. For solving the coupled linear variable-coefficient system in Step 1, we refer to our recent work in Refs. 529 and 35 where the procedure was given in details.

### 4.2. Accuracy and stability test

We first perform accuracy and stability tests for the developed scheme (3.13)-(3.21). When the scheme is equipped with a nonzero stabilizer $(S \neq 0)$, we denote it by S-IEQ for short. To show how the stability is improved by the stabilization term, for comparisons, the convergence rates of the non-stabilized version are also calculated, namely, the scheme (3.13)-(3.21) without the stabilizer $(S=0)$, denoted by IEQ for short. We also compare the convergence rates by using the second-order implicit type scheme that is based on the Crank-Nicolson approach and all nonlinear terms are treated implicitly. For convenience, we denote it by Implicit.

We first set a 2D computational domain with $(x, y) \in \Omega=[0,2] \times[0,1]$. We assume the periodic boundary conditions for the $x$-axis and then discretize it by using 257 Fourier modes. The boundary conditions (3.18) and (3.21) are used for the $y$-axis which is then discretized by using Legendre polynomials up to the degree of 256 . The initial conditions for variables $\phi_{i}, \mathbf{u}, p$ are set as follows:

$$
\left\{\begin{array}{l}
\phi_{i}^{0}(x, y)=\tanh \left(\frac{r-\sqrt{\left(x-x_{i}\right)^{2}+\left(y-y_{i}\right)^{2}}}{\epsilon}\right), \quad i=1,2  \tag{4.1}\\
\phi_{3}^{0}(x, y)=1-\phi_{1}^{0}(x, y)-\phi_{2}^{0}(x, y) \\
\mathbf{u}^{0}(x, y)=\mathbf{0}, \quad p^{0}(x, y)=0
\end{array}\right.
$$

where $r=0.25, x_{1}=1.27, x_{2}=0.73, y_{1}=y_{2}=0.5$. We also set $\nu=1, \epsilon=0.04$, $M=\frac{1}{\epsilon}, B=10$, and $S=10$.

Since the exact solutions are not known, we choose the numerical solutions using a very tiny time step size $\delta t=1 e-9$ computed by using the scheme S-IEQ as the benchmark solution (approximately the exact solution) for computing errors. We investigate the order of accuracy by using two different set of surface tension parameters $\left(\sigma_{12}, \sigma_{23}, \sigma_{13}\right)=0.01(1,1,1)$ and $0.01(1,1,3)$ by varying the time step sizes.

In Fig. [1(a), we set the partial spreading surface tension parameters as $\left(\sigma_{12}, \sigma_{23}, \sigma_{13}\right)=0.02(1,1,1)$. By varying the time step size $\delta t$ from $1 e-2$ to $\delta t=\frac{1 e-2}{2^{7}}$ with a factor of $1 / 2$ for each variance, we show the $L^{2}$-errors of all the variables. More precisely, the average of the $L^{2}$ errors of the three phase-field variables (since the accuracy performance of the three phase-field variables are almost the same, we only plot the average value of their numerical errors), the average of the $L^{2}$ errors of the velocity field, as well as the $L^{2}$ error of the pressure between the numerical solution and the exact solution at $t=0.2$ are plotted. We
observe that the stabilized scheme S-IEQ presents the second-order convergence rate. But the non-stabilized scheme IEQ blows up while the time step is large $\left(\delta t \geq \frac{0.01}{2^{3}}\right.$ ) and presents the second-order convergence rate when $\delta t \leq \frac{0.01}{2^{4}}$. Similarly, in Fig. [1(b) with the total spreading coefficients $\left(\sigma_{12}, \sigma_{23}, \sigma_{13}\right)=0.01(1,1,3)$, we observe that the stabilized scheme S-IEQ presents almost perfect second-order accuracy all along, but the non-stabilized scheme IEQ blows up for $\delta t \geq \frac{0.01}{2^{6}}$ and presents the second-order convergence rate only when $\delta t \leq \frac{0.01}{2^{6}}$. In Fig. $\left(\sigma_{12}, \sigma_{23}, \sigma_{13}\right)=0.01(1,1,3)$, we compare the convergence rate computed by S-IEQ and Implicit for the average of the three phase-field variables. We observe that the Implicit scheme blows up for $\delta t>\frac{0.01}{2^{7}}$ and can only present the second-order convergence rate when $\delta t \leq \frac{0.01}{2^{8}}$.

We further plot the temporal evolution curves of the total free energy (3.51) with various time steps for the second example with $\left(\sigma_{12}, \sigma_{23}, \sigma_{13}\right)=0.01(1,1,3)$. The computed energy curves computed by the scheme S-IEQ and IEQ are shown in Figs. 2(a) and 2(b), respectively. We find that all energy curves computed by the scheme S-IEQ show monotonic decays, which confirms the unconditional stability of the scheme. For comparison, in Fig. 2(b), the scheme IEQ blows up for larger time steps and only show decays when $\delta t \leq \frac{0.01}{2^{7}}$.

Therefore, through all accuracy and stability tests computed above, we find that the stabilized scheme S-IEQ presents better accuracy and stability results in comparisons with its non-stabilized version and Implicit type schemes especially while using large time steps.

### 4.3. Spinodal decomposition with various surface tension parameters

In this example, we study how surface tension parameters drive the system to evolve from the initial homogeneous state to a three-phase state. This is the so-called phase separation (or called spinodal decomposition) dynamics. We set the initial conditions as a homogeneous ternary mixture that reads as follows:

$$
\left\{\begin{array}{l}
\mathbf{u}^{0}(\mathbf{x})=\mathbf{0}, \quad p^{0}(\mathbf{x})=0  \tag{4.2}\\
\psi_{i}(\mathbf{x})=0.5+0.001 \operatorname{rand}(\mathbf{x}) \\
\phi_{i}^{0}(\mathbf{x})=\frac{\psi_{i}}{\psi_{1}+\psi_{2}+\psi_{3}}, \quad i=1,2,3
\end{array}\right.
$$

where the $\operatorname{rand}(\mathbf{x})$ is the random number in $[-1,1]$ that follows the normal distribution.

We first perform 2D simulations using the computational domain $[0,4]^{2}$ and adopting the periodic boundary conditions. Space is discretized by using the Fourier-spectral methods with $257^{2}$ Fourier modes. The model parameters read as $\delta t=1 e-3, \epsilon=0.04, B=10, S=20$, and $M=250$. We adjust the surface tensions $\left(\sigma_{12}, \sigma_{13}, \sigma_{23}\right)$ to investigate how the three-phase equilibrium patterns are obtained.

(a) $\left(\sigma_{12}, \sigma_{13}, \sigma_{23}\right)=0.01(1,1,1)$.

(b) $\left(\sigma_{12}, \sigma_{13}, \sigma_{23}\right)=0.01(1,0.6,0.6)$.

(c) $\left(\sigma_{12}, \sigma_{13}, \sigma_{23}\right)=0.01(1,0.8,1.4)$.

(d) $\left(\sigma_{12}, \sigma_{13}, \sigma_{23}\right)=0.01(1,1,3)$.

Fig. 3. The 2D dynamical evolutions of the profile $\frac{1}{2} \phi_{1}+\phi_{2}$ for the spinodal decomposition examples with various sets of surface tension parameters $\left(\sigma_{12}, \sigma_{13}, \sigma_{23}\right)$. In each subfigure, snapshots at $t=1,2,5$, and 50 (equilibrium state) are presented.

In Fig. [3, we plot the profiles of $\frac{1}{2} \phi_{1}+\phi_{2}$ with four sets of surface tension parameters as $\left(\sigma_{12}, \sigma_{13}, \sigma_{23}\right)=0.01(1,1,1), 0.01(1,0.6,0.6), 0.01(1,0.8,1.4)$, and $0.01(1,1,3)$. We observe that the final equilibrium solution presents various patterns with different contact angles. In particular, when $\left(\sigma_{12}, \sigma_{13}, \sigma_{23}\right)=0.01(1,1,1)$,
shown in Fig. 3(a), the equilibrium solution present hexagonal phases with three equal contact angles $\frac{2 \pi}{3}$ are obtained. When $\left(\sigma_{12}, \sigma_{13}, \sigma_{23}\right)=0.01(1,1,3)$, shown in Fig. 3(d), no junction points are formed due to the total spreading coefficients.

We further perform 3D simulations using the computational domain $[0,2]^{3}$ and adopting the periodic boundary conditions. Space is discretized by using the Fourier-spectral methods with $257^{3}$ Fourier modes. The model parameters read as $\delta t=1 e-3, \epsilon=0.04, B=10, S=20$, and $M=50$. In Fig. 4 we plot 3 D dynamical evolution of the isosurfaces of $\left\{\phi_{1}=\frac{1}{2}\right\}$ (red) and $\left\{\phi_{2}=\frac{1}{2}\right\}$ (yellow) in different colors with three surface tension parameters as $\left(\sigma_{12}, \sigma_{13}, \sigma_{23}\right)=0.01(1,1,1)$, $0.01(1,0.8,1.4)$, and $0.01(1,1,3)$. We observe that the three components accumulate with different contact angles.

(a) $\left(\sigma_{12}, \sigma_{13}, \sigma_{23}\right)=0.01(1,1,1)$, snapshots are taken at $1,4,5$, and 20 .

(b) $\left(\sigma_{12}, \sigma_{13}, \sigma_{23}\right)=0.01(1,0.8,1.4)$, snapshots are taken at $1,3,7$, and 20 .

(c) $\left(\sigma_{12}, \sigma_{13}, \sigma_{23}\right)=0.01(1,1,3)$, snapshots are taken at $1,3,7$, and 20 .

Fig. 4. (Color online) The 3D dynamical evolutions of the isosurfaces of $\left\{\phi_{1}=\frac{1}{2}\right\}$ (red) and $\left\{\phi_{2}=\frac{1}{2}\right\}$ (yellow) for the spinodal decomposition examples with various surface tension parameters are set as $\left(\sigma_{12}, \sigma_{13}, \sigma_{23}\right)=0.01(1,1,1), 0.01(1,0.8,1.4)$, and $0.01(1,1,3)$.


Fig. 5. Time evolution of the logarithm of the total free energy 3.51) for the 2D spinodal decomposition examples where various surface tension parameters are set as $\left(\sigma_{12}, \sigma_{13}, \sigma_{23}\right)=$ $0.01(1,1,1), 0.01(1,0.6,0.6), 0.01(1,0.8,1.4)$, and $0.01(1,1,3)$.


Fig. 6. Time evolution of the total free energy (3.51) for the 3D spinodal decomposition examples where various surface tension parameters are set as $\left(\sigma_{12}, \sigma_{13}, \sigma_{23}\right)=0.01(1,1,1), 0.01(1,0.8,1.4)$, and $0.01(1,1,3)$.

In Figs. 5 and 6 we present the time evolution of the free energy functional for all 2D and 3D simulations. The energy curves show decays with the time that confirms that the developed algorithm is unconditionally stable.

### 4.4. Liquid lens between two stratified fluids under the shear flow

In this section, we investigate the evolutions of the liquid lens driven by the imposed shear flow on the boundary. We set the 2D computed domain as
$(x, y) \in \Omega=[0,1] \times[0,0.5]$ and the initial conditions as follows:

$$
\left\{\begin{array}{l}
\phi_{1}^{0}(x, y)=\left(1-\phi_{3}^{0}\right)\left(\frac{1}{2}+\frac{1}{2} \tanh \left(\frac{4}{\epsilon}(y-0.25)\right)\right),  \tag{4.3}\\
\phi_{2}^{0}(x, y)=1-\phi_{1}^{0}-\phi_{3}^{0}, \\
\phi_{3}^{0}(x, y)=\frac{1}{2} \tanh \left(\frac{0.09-\sqrt{(x-0.5)^{2}+(y-0.25)^{2}}}{\epsilon / 2}\right)+\frac{1}{2}, \\
\mathbf{u}^{0}(x, y)=(0,0), \quad p^{0}(x, y)=0 .
\end{array}\right.
$$

The liquid lens at the initial moment is set as circular and located at the interface between two other immiscible fluids. We set the periodic boundary conditions along the $x$-direction and discretize it by using the Fourier-spectral method with 257 Fourier modes. The boundary conditions for the variables along the $y$-direction are set as

$$
\begin{equation*}
\left.u\right|_{(y=0,0.5)}= \pm u_{w},\left.\quad v\right|_{(y=0,0.5)}=\left.\partial_{\boldsymbol{n}} \phi_{i}\right|_{(y=0,0.5)}=\left.\partial_{\boldsymbol{n}} \mu_{i}\right|_{(y=0,0.5)}=0 \tag{4.4}
\end{equation*}
$$

where the $u_{w}$ is the wall shear velocity. Hence, we discretize $y$-direction by using the Legendre-Galerkin spectral method with the Legendre polynomials up to the degree of 512 . For better accuracy, we use the time step $\delta t=1 e-3$. We set other model parameters as $\nu=1, M=100, \epsilon=0.01, B=10, S=10$, and adjust the surface tension parameters $\left(\sigma_{12}, \sigma_{13}, \sigma_{23}\right)$ to investigate how the contact angles are affected by the surface tension forces.

We first investigate the no shear case $\left(u_{w}=0\right)$ by using four partial spreading ( $\Sigma_{i}>0$, for all $i$ ), and two total spreading surface tension parameters ( $\Sigma_{i}<0$ for some $i$ ). In each subfigure of Fig. 8, we plot snapshots of the profile $\frac{1}{2} \phi_{1}+\phi_{2}$ at various times.

From the sharp interface formula (4.5) for angles, i.e. in the limit $\epsilon$ approximates 0 , the contact angles (shown in Fig. 7) at the equilibrium state of the liquid lens follow the so-called Young's relation (cf. Refs. 416 and 24) given as

$$
\begin{equation*}
\frac{\sin \theta_{1}}{\sigma_{23}}=\frac{\sin \theta_{2}}{\sigma_{13}}=\frac{\sin \theta_{3}}{\sigma_{12}}, \tag{4.5}
\end{equation*}
$$



Fig. 7. Theoretical shape of the contact lens between two stratified fluid at the equilibrium state.
we derive (a) $\theta_{1}=\theta_{2}=\theta_{3}=\frac{2 \pi}{3}$ for $\left(\sigma_{12}, \sigma_{13}, \sigma_{23}\right)=0.01(1,1,1)$; (b) $\theta_{1}>$ $\theta_{2}=\theta_{3}$ for $\left(\sigma_{12}, \sigma_{13}, \sigma_{23}\right)=0.01(1,1,0.6)$; (c) $\theta_{1}=\theta_{2}>\theta_{3}$ for $\left(\sigma_{12}, \sigma_{13}, \sigma_{23}\right)=$ $0.01(1,0.6,0.6) ;$ (d) $\theta_{1}<\theta_{3}<\theta_{2}$ for $\left(\sigma_{12}, \sigma_{13}, \sigma_{23}\right)=0.01(1,0.8,1.4)$; (e) $\theta_{1}=0$, $\theta_{2}=\theta_{3}=\pi$ for $\left(\sigma_{12}, \sigma_{13}, \sigma_{23}\right)=0.01(1,1,3)$; and (f) $\theta_{1}=\theta_{2}=\pi, \theta_{3}=0$ for


Fig. 8. The 2D dynamical evolution of the profile $\frac{1}{2} \phi_{1}+\phi_{2}$ for the liquid lens example without the shear flow $\left(u_{w}=0\right)$ where four partial spreading cases (a)-(d) and two total spreading cases (e)-(f) are simulated.


Fig. 9. Time evolution of the logarithm of the total free energy (3.51 for the spinodal decomposition examples without the shear flow $\left(u_{w}=0\right)$ where various surface tension parameters are used.
$\left(\sigma_{12}, \sigma_{13}, \sigma_{23}\right)=0.01(3,1,1)$. These theoretical predictions for contact angles are all verified by the computed results shown by the equilibrium solutions plotted in each final subfigure of Figs. 8(a)-8(f). In Fig. 10, for the above three partial spreading cases, we compare the equilibrium solutions calculated using the original ternary Cahn-Hilliard mode ${ }^{\sqrt{244}}$ and the provided nonlinear schemes with $\delta t=1 e-5$, and the new volume-conserved Allen-Cahn model with the new developed scheme with $\delta t=1 e-3$. We note that there are almost no viewable differences between the obtained contact angles, which illustrates the effectiveness of the new model and the robustness of the algorithm. In Fig. 9, we plot the time evolution of the total free energy for all simulated cases.




Fig. 10. Comparison of equilibrium solutions of three partial spreading cases calculated using the conserved ternary Allen-Cahn model (2.13)-2.16) and the ternary Cahn-Hilliard model computed by the nonlinear scheme provided in Refs. 2 and 4 with $\delta t=1 e-5$. From left to right are $\left(\sigma_{12}, \sigma_{13}, \sigma_{23}\right)=0.01(1,1,1), 0.01(1,0.6,0.6)$, and $0.01(1,0.8,1.4)$, respectively.


Fig. 11. The 2D dynamical evolution of the profile $\frac{1}{2} \phi_{1}+\phi_{2}$ for the liquid lens example with the shear flow $\left(u_{w}=0.5\right)$ where four partial spreading cases (a)-(d) and two total spreading cases (e)-(f) are simulated.

Furthermore, we impose the shear flow on the wall with $u_{w}=0.5$ and plot the snapshots of the profile $\frac{1}{2} \phi_{1}+\phi_{2}$ at various times in Figs. 11(a) 11(f). We observe that liquid lens is deformed by the flow field while the contact angles for each phase are still consistent with the no shear cases that follow Young's relation as well.

### 4.5. The dynamics of a rising liquid drop with various surface tensions and gravity forces

In this example, we investigate how a liquid bubble rises and deforms across a liquid/liquid interface driven by the gravity force. We consider the case where the density difference of the liquid crystal drop and ambient fluid is small so that we can use the Boussinesq approximation (see also Refs. 26 and 33) and replace the momentum equation as follows:

$$
\begin{equation*}
\mathbf{u}_{t}+\mathbf{u} \cdot \nabla \mathbf{u}-\nu \Delta \mathbf{u}+\nabla p-\sum_{i=1}^{3} \bar{\mu}_{i} \nabla \phi_{i}+\sum_{i=1}^{3} \nabla\left(\phi_{i} \bar{\mu}_{i}\right)=\mathbf{g}_{0} \phi_{3} \tag{4.6}
\end{equation*}
$$

with $\mathbf{g}_{0}=\left(0, g_{0}\right)$ for 2 D and $\mathbf{g}_{0}=\left(0,0, g_{0}\right)$ for 3 D where $g_{0}$ is the pre-assumed gravity constant.

We first perform 2D simulations and set the computational domain as $(x, y) \in$ $\Omega=[0,1] \times[0,2]$. The periodic boundary conditions are set for the $x$-axis and we discretize it using 257 Fourier modes. For the $y$-axis, we adopt the boundary conditions given in (3.18) and (3.21) and discretize it by using Legendre polynomials up to the degree of 512 . The initial conditions for variables $\phi_{i}$ (sketches of the profiles shown in Fig. 12(a)), u, and $p$ are set as follows:

$$
\begin{align*}
\phi_{1}^{0}(x, y) & =\left(1-\phi_{3}^{0}\right)\left(\frac{1}{2}+\frac{1}{2} \tanh \left(\frac{5}{\epsilon}(y-1)\right)\right), \\
\phi_{2}^{0}(x, y) & =1-\phi_{1}^{0}-\phi_{3}^{0}, \\
\phi_{3}^{0}(x, y) & =\frac{1}{2} \tanh \left(\frac{0.15-\sqrt{(x-0.5)^{2}+(y-0.6)^{2}}}{\epsilon / 5}\right)+\frac{1}{2},  \tag{4.7}\\
\mathbf{u}^{0}(x, y) & =(0,0), \quad p^{0}(x, y)=0 .
\end{align*}
$$

We also set $\delta t=0.01, \nu=1, \epsilon=0.028, M=\frac{1}{\epsilon}, B=10$, and $S=10$. We vary the surface tension parameters $\left(\sigma_{12}, \sigma_{13}, \sigma_{23}\right)$ and the gravity parameter $g_{0}$ to investigate how the liquid bubble evolves with time.

In Fig. 13, we set the surface tension parameter as $\left(\sigma_{12}, \sigma_{13}, \sigma_{23}\right)=0.01(1,1,1)$ and use two different gravity parameters $g_{0}=10$ and 20 . With the weak gravity constant $g_{0}=10$, snapshots of $\frac{1}{2} \phi_{1}+\phi_{2}$ shown in Fig. 13(a), the liquid bubble penetrates the liquid/liquid interface and remains captured between the two liquid layers. We also note the three equal contact angles are formed due to three equal surface tension parameters. For comparison, with the strong gravity constant $g_{0}=$ 20, snapshots of $\frac{1}{2} \phi_{1}+\phi_{2}$ shown in Fig. 13 (b), the liquid bubble finally rises into the upper liquid after penetrating the interface.


Fig. 12. The 2 D and 3 D initial profiles of the rising fluid bubble example.

(a) $g_{0}=20$ with snapshots taken at $t=1.2,2.4,3.6,4.8,6,7.2,8.4$, and 9.6.

(b) $g_{0}=30$ with snapshots taken at $t=1.2,2.4,3.6,4.8,6,7.2,8.4$, and 9.6.

Fig. 13. The 2D dynamical evolution of the profile $\frac{1}{2} \phi_{1}+\phi_{2}$ for rising bubble examples with $\left(\sigma_{12}, \sigma_{13}, \sigma_{23}\right)=0.01(1,1,1)$ and various gravity parameters $g_{0}=10$ and $g_{0}=20$.

Furthermore, we change the surface tension parameter to $\left(\sigma_{12}, \sigma_{13}, \sigma_{23}\right)=$ $0.01(1,0.6,0.6)$ and use two different gravity parameters $g_{0}=10$ and 120 as well. We get very similar phenomena that the small gravity parameter induces that the liquid bubble is captured by the liquid layer and the large gravity parameter leads to the interface penetration of the liquid bubble from the lower liquid to the upper liquid.

Finally, we perform simulations in 3D and set the computational domain as $\Omega=[0,1] \times[0,1] \times[0,2]$. Similar to the 2 D simulations, we set the periodic boundary conditions for the $x$ and $y$-axes and discretize it using $129^{2}$ Fourier modes. The $z$-direction is equipped with the physical boundary conditions given in (3.18) and

(a) $g_{0}=10$ with snapshots taken at $t=1.2,2.4,3.6,4.8,6,7.2,8.4$, and 9.6.

(b) $g_{0}=120$ with snapshots taken at $t=0.4,0.8,1.2,2,2.4,2.8,3.6$, and 4.8.

Fig. 14. The 2D dynamical evolution of the profile $\frac{1}{2} \phi_{1}+\phi_{2}$ for rising bubble examples with $\left(\sigma_{12}, \sigma_{13}, \sigma_{23}\right)=0.01(1,0.6,0.6)$ and various gravity parameters $g_{0}=10$ and $g_{0}=120$.
(3.21) and it is discretized by using Legendre polynomials up to the degree of 256 . The initial conditions are set as follows:

$$
\begin{align*}
& \phi_{1}^{0}(x, y, z)=\left(1-\phi_{3}^{0}\right)\left(\frac{1}{2}+\frac{1}{2} \tanh \left(\frac{5}{\epsilon}(z-1)\right)\right), \\
& \phi_{2}^{0}(x, y, z)=1-\phi_{1}^{0}-\phi_{3}^{0}, \\
& \phi_{3}^{0}(x, y, z)=\frac{1}{2} \tanh \left(\frac{0.15-\sqrt{(x-0.5)^{2}+(y-0.5)^{2}+(z-0.6)^{2}}}{\epsilon / 5}\right)+\frac{1}{2},  \tag{4.8}\\
& \mathbf{u}^{0}(x, y, z)=(0,0,0), \quad p^{0}(x, y, z)=0 .
\end{align*}
$$

The initial condition for the phase-field variables $\phi_{i}$ are sketched in Fig. 12(b) and the other parameters are set as $\delta t=0.01, \nu=1, \epsilon=0.028, M=\frac{1}{\epsilon}, B=10$, and $S=10$. In Figs. 15(a) and (b) and Figs. 16(a) and 16(b), for the computed results, we plot the isosurfaces of $\left\{\phi_{1}=\frac{1}{2}\right\}$ and $\left\{\phi_{2}=\frac{1}{2}\right\}$ using different colors by varying the gravity parameters and the surface tension parameters, i.e. $\left(\sigma_{12}, \sigma_{13}, \sigma_{23}\right)=$ $0.01(1,1,1)$ with $g_{0}=10$ in Fig. 15(a); $\left(\sigma_{12}, \sigma_{13}, \sigma_{23}\right)=0.01(1,1,1)$ with $g_{0}=20$ in Fig. 15(b); $\left(\sigma_{12}, \sigma_{13}, \sigma_{23}\right)=0.01(1,0.6,0.6)$ with $g_{0}=10$ in Fig. 16(a); and $\left(\sigma_{12}, \sigma_{13}, \sigma_{23}\right)=0.01(1,0.6,0.6)$ with $g_{0}=120$ in Fig. 16(b). The simulations are consistent to the 2 D results and the similar two behaviors occur, i.e. the capturing in the layer and rising to the upper fluid.

(a) $g_{0}=10$ with snapshots taken at $t=0.2,1.8,3.8,5.8,9,17$, and 30 .

(b) $g_{0}=20$ with snapshots taken at $t=2.2,3,5,11,13.4,13.8$, and 17.8.

Fig. 15. The 3D dynamical evolution of the isosurfaces $\left\{\phi_{1}=\frac{1}{2}\right\}$ and $\left\{\phi_{3}=\frac{1}{2}\right\}$ for rising bubble examples with $\left(\sigma_{12}, \sigma_{13}, \sigma_{23}\right)=0.01(1,1,1)$ and various gravity parameters $g_{0}=10$ and $g_{0}=20$.

(a) $g_{0}=10$ with snapshots taken at $t=0.2,3.4,3.8,4.2,5,9$, and 16.2.

(b) $g_{0}=120$ with snapshots taken at $t=0.2,1.4,1.8,2.6,3.4,3.8$, and 4.2.

Fig. 16. The 3D dynamical evolution of the isosurfaces $\left\{\phi_{1}=\frac{1}{2}\right\}$ and $\left\{\phi_{3}=\frac{1}{2}\right\}$ for rising bubble examples with $\left(\sigma_{12}, \sigma_{13}, \sigma_{23}\right)=0.01(1,0.6,0.6)$ and various gravity parameters $g_{0}=10$ and $g_{0}=120$.

## 5. Concluding Remarks

In this paper, we develop a new hydrodynamically coupled phase-field model for three immiscible fluid components system and construct an efficient scheme to solve the model. The scheme combines the recently developed IEQ approach with the stabilization technique, the projection method, as well as the implicit-explicit treatments for the nonlinear stress and convective terms. The well-posedness of the scheme and its unconditional energy stability are rigorously proved. We demonstrate the effectiveness of the new model, as well as the stability and the accuracy of the developed scheme in simulating numerous numerical examples of 2D and 3D including the spinodal decomposition, contact lens, and rising bubbles.
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