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(RNNs), capsule networks and CNN networks for detection of Deep-

fakes. Lastly, there are works that take advantage of CNNs and

RNNs simultaneously to capture both frame level and sequence level

information [4, 9, 17].

The first two categories, which mainly leverage feature extrac-

tion and image pre-processing techniques to some extent provide

interpretability for the classification result which is a key factor for

explainable and trustworthy AI. For instance, the predictive model is

built upon differences in the nature of pixels [15] or an estimation of

regions with high concentration of artifacts [14]. However, the black

box methods of the third category, while being highly accurate, do

not provide any interpretation for the classification output. Thus, it is

not clear if the video is classified as Deepfake due to the difference

in the frame by frame movement or because of spatial artifacts or

both. Moreover, there is no information about regions of interest

and causes of the artifacts e.g., warping artifacts or artifacts in head

adjustment, that discriminate Deepfakes from real videos.

We hypothesize that DeepFakes contain artifacts localized either

in transition areas between facial images, or contain discrepancies

in the overall facial appearance. We concentrate our analysis on the

transition areas of the face henceforth referred to as outer facial ring,

Figure 1. We segment the outer ring from a facial image that has

been registered to a template based on facial landmarks detected by

a pretrained model [11]. The outer ring is analyzed with a modified

face recognition tensor model [28, 29] that computes real and fake

data representations.

We employ a multilinear a.k.a. tensor framework which decom-

poses basis components of outer facial rings into real and fake class

representations. Later on we leverage the derived representation of

classes to classify the test frames using a linear SVM. Summarily,

our major contributions are as follows:

• Segmenting face into regions of interest: We propose Seg-

menting face into facial parts and leverage parts with high

concentration of artifacts to distinguish Deepfakes.

• Proposing a multilinear representation of Deepfakes for

classification: we employ a multilinear approach to represent

Deepfake and real class information and then leverage them

for classification.

2 BACKGROUND

In this section, we discuss the relevant tensor algebra [7], [8], [28,

29], [12], [18], [21]. We will follow the notation of Table 1

2.1 Multilinear (tensor) framework

A data tensor D ∈ IR
�1×�2×···×�" is a multi-way array. In fact, when

an array has three or more than three dimensions, we call it a tensor.

The dimensions of a tensor are usually referred to as modes.

2.2 Singular Value Decomposition (SVD) and

Principle Components Analysis (PCA)

In linear algebra, we factorize a matrix D ∈ IR
�1×�2 using Singular

Value Decomposition (SVD) as follows:

D = UΣVT (1)

where the columns of U ∈ IR
�1×A and V ∈ IR

�2×A are orthonormal

and Σ ∈ IR
r×r is a diagonal matrix with positive real entries know as

Symbol Definition

D, D, d Tensor, Matrix, vector

D†
< Mode-m tensor pseudo-inverse of D

D[<] Mode-< tensor matrixizing

×m Mode-< product

◦ Outer product

Table 1: Symbols and Definition

singular values. The rank ', SVD decomposition represents a matrix

as following equation:

D '

'∑

A=1

fAuA ◦ vA (2)

Rewriting equation 1 in conventional linear algebra, the Principal

Components Analysis (PCA) is:

D = U
︸︷︷︸

Basis

ΣVT

︸︷︷︸

Coefficient

(3)

2.3 Mode-" Matrixizing a Tensor

TMode-< matrixizing of tensor D ∈ IR
�1×�2×···×�" is defined as

the matrix D[<] ∈ IR
�<×(�1 ...�<−1�<+1 ...�" ) where the parenthetical

ordering indicates that column vectors are ordered by sweeping

indices of all other modes through their ranges [25]. Therefore:

[D] 9: =081 ...8< ...8" where

9 = 8< and : = 1 +

"∑

==0,=≠<

(8= − 1)

=−1∏

;=0,;≠<

�;
(4)

A 3-mode tensor may be metricized in three different ways by

stacking first, second and third mode slices which are illustrated in

Figure.2.

2.4 Mode-" product of a matrix and a tensor

The mode-< product [5, 7, 25] of a tensor D ∈ IR
�1×�2×...�<×···×�"

and matrix A ∈ IR
�<×�< denoted by D ×m A is a tensor of size

IR
�1×�2×...�<×···×�" where the entries are calculated as

[D ×m A]81 ...8<−1 9<8<+1 ...8" =

∑

8<

38182 ...8<−18<8<+1 ...8"0 9<8< (5)

The mode-" product is interchangeably denoted by matrix multi-

plication and tensor multiplication as follows:

B = D ×n A
matrixizing

−
�============�−

tensorizing
B[<] = AD[<] (6)

2.5 "-mode SVD

We can define SVD decomposition in terms of n-mode product as

follows:

D = Σ ×1 U ×2 V (7)

In multilinear algebra there is a generalization of SVD know as

multilinear SVD [7, 8] or "-mode SVD [28, 29] which decomposes
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governs the interaction between these spaces. Since the first mode is

the measurement mode, We only calculate the "-mode SVD of the

tensor by flattening the second and the third modes as follows:

D ' Z ×1 Up ×2 Uf ×3 Uc (13)

= T ×2 Uf ×3 Uc (14)

where the Uc comprises underlying vector representation of original

and fake classes.Moreover, the core tensor T is the signature of

this dataset and shows interactions of orthonormal subspaces. Later

on, we leverage this signature to project the test frames into the

subspaces we derive here.

3.4 Step 4: Embedding the class representations

in a higher three dimensional space

Applying "-mode SVD results in a mode matrix Uc ∈ IR
2×2 that

spans the class representations. We embed the vector class repre-

sentations into a higher dimensional space to increase the class

separability of the test data. We embed the row vectors of Uc into

R
3, setting the third coordinate of the real and fake class to +1 and

−1 respectively, and normalizing the vector length to 1.

3.5 Step 5: Multilinear projection of an incoming

frame into the orthonormal vector spaces

As mentioned above, the core tensor of each decomposition is the

signature of the decomposed space which governs the interaction

of constituent factors. we leverage the core tensor and perform a

multilinear projection of the incoming frame into the subspaces we

derived in the previous step. Let say we have the vectorized frame d.

If d is supposed to be in the same subspaces we derived, then

d = T ×2 f
T ×3 c

T (15)

where the vectors f and c are the coefficient vector representations of

a video frame d in the orthonormal subspaces that are governed by

the extended core tensor T. The goal is to find out weather the class

coefficient vector c is more similar to the vector representation of

real class or Deepfake class. To this end, we estimate c representation

vector by employing the multilinear projection algorithm [26, 30]

that decomposes a vectorized observation, d into a set of latent vector

representation, rn that corresponds to the constituent factors of data

formation. The basic multilinear projection is the "-mode SVD/CP

decomposition of T†
1 ×1 d

T which can be expressed mathematically

as

"-mode SVD/CP

(

T
†
1 ×1 d

T
)

︸                               ︷︷                               ︸

Multilinear Projection

' rf ◦ rc ⇒ d '
(

T ×2 r
T
f ×3 r

T
c

)

where T†
1 is mode-1 pseudo-inverse of T that in matrix notation

is expressed as T
†
[1]

, and rc, rf are estimates of vectors c and f from

eq.(15), respectively.

3.6 Step 6: Classifying an incoming frame

Up to this step, we have the vector representation of each classes

in addition to class coefficients of the incoming frame. We use a

linear Support Vector Machine (SVM) and estimate the decision

boundaries using validation frames and then leverage the defined

Algorithm 1 DeepFake Detection Algorithm

Input : Dreal,Dfake were centered by subtracting the mean of the real

training data,

(1) Preprocessing and data tensor organization:

[Ureal, Sreal,Vreal] ⇐ svd(Dreal)

[Ufake, Sfake,Vfake] ⇐ svd(Dfake)

D(:, :, 1) = [UrealSreal]

D(:, :, 2) = [UfakeSfake]

(2) Training data decomposition:

T ×2 Uf ×3 Uc ⇐ "-mode SVD(D)

(3) Embed the class representations in the higher three dimen-

sional space and set the third coordinate of the real and fake

class to +1 and −1 respectively. Hence, Uc ∈ R
2×2 now has

dimensionality R2×3. Normalize the rows of Uc to have length

1.

(4) Computer the extended core

T := D ×2 U
T
f ×3 U

†
c (16)

(5) Centering: validation and test data is centered by subtracting

the mean of the real training data.

(6) Test data decomposition of a centered dtest :

dtest ' T ×2 r
T
f ×3 r

T
c ⇐ Multilinear Projection(T, dtest)

(7) Finding linear SVM decision boundaries using validation set

(8) classifying all dtest ∈ test set

boundaries for classification of test frames. An overview of the

proposed approach is demonstrated in Algorithm 1.

3.7 Dimensionality reduction in step 3

As mentioned earlier, factor matrix U5 comprises underlying struc-

tures of basis vector continent. Despite the fact that we construct our

predictive model by approximating discriminating regions, still there

are many shared components which getting rid of them make the

model more distinguishable. Since we are interested in noisy regions

i.e., artifacts, we propose truncating components of the core tensor

T which correspond to top values of U5 and keeping lower value

components as representatives of noisy parts. In the next section, we

will show how this truncation boosts the classification performance

of the proposed framework. An example of truncating components

corresponding to the second mode of a 3-mode tensor is depicted in

Figure. 3.

4 EXPERIMENTAL EVALUATION

In this section, we first introduce the dataset and benchmark on

this dataset and then we discuss the implementation details and the

experimental evaluation.

4.1 Dataset description

One of the most popular and widely used databases for image

or video forgeries detection is FaceForensics++6 which first was

introduced in 2018 [19]. FaceForensics++ comprises more than

500,000 frames from 1000 youtube videos that contain mostly frontal

6
https://github.com/ondyari/FaceForensics
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