Boosting Deep Neural Network Efficiency with Dual-Module Inference
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Abstract

Using deep neural networks (DNNs) in machine
learning tasks is promising in delivering high-
quality results but challenging to meet stringent
latency requirements and energy constraints be-
cause of the memory-bound and the compute-
bound execution pattern of DNNs. We propose
a big-little dual-module inference to dynamically
skip unnecessary memory accesses and compu-
tations to accelerate DNN inference. Leveraging
the noise-resilient feature of nonlinear activation
functions, we propose to use a lightweight liz-
tle module that approximates the original DNN
layer, termed as the big module, to compute ac-
tivations of the insensitive region that are more
noise-resilient. Hence, the expensive memory ac-
cesses and computations of the big module can
be reduced as the results are only calculated in
the sensitive region. For memory-bound models
such as recurrent neural networks (RNNs), our
method can reduce the overall memory accesses
by 40% on average and achieve 1.54x to 1.75x
speedup on a commodity CPU-based server plat-
form with a negligible impact on model quality. In
addition, our method can reduce the operations of
the compute-bound models such as convolutional
neural networks (CNNs) by 3.02x, with only a
0.5% accuracy drop.

1. Introduction

Deep neural networks (DNNs) play a critical role in many
areas like image classification (He et al., 2015; Giacinto &
Roli, 2001; Zheng et al., 2019), natural language processing
(NLP) (Bahdanau et al., 2014; Wu et al., 2016; Graves et al.,
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2013; He et al., 2019; Wang et al., 2017), and graph process-
ing (Kipf & Welling, 2016; Duvenaud et al., 2015; Klicpera
et al., 2018; Yan et al., 2020). While the DNN models
are usually trained in data-centers, the pre-trained models
can be deployed in both data-centers for cloud-based ser-
vice and edge devices. During inference, there are primary
concerns including latency and energy consumption: low
latency is critical for real-time interaction, and low energy
can help companies reduce cost in data-centers and increase
the endurance of edge devices.

In recent years, extensive studies have shown that quantiza-
tion and pruning are two effective ways to reduce latency
and energy consumption of DNNs (Han et al., 2015b;a;
Narang et al., 2017; Zhu & Gupta, 2017; Dai et al., 2018;
McKinstry et al., 2018). However, most existing studies
apply pruned and quantized models to compute all the out-
put activations; the overall pruning or quantization ratio is
limited by the accuracy loss.

In this paper, we observe that most popular activation func-
tions like ReLU in convolutional neural networks (CNNs)
and sigmoid, tanh in recurrent neural networks (RNNs)
demonstrate noise resilience in particular regions, i.e., the
negative region of ReLU and the saturation regions of
stgmoid, tanh. We theoretically and experimentally pro-
vide evidence that the noise caused by pruning and quanti-
zation in these regions is less influential. This observation
motivates us that more aggressive pruning and quantization
can be applied to these insensitive regions.

Leveraging the noise resilience of DNNs, we propose a big-
little dual-module inference (DMI) algorithm that regards
the original pre-trained module as a big module, and use a
little module that has fewer parameters and lower bit-width
to approximate the results of the big module in the insen-
sitive regions. Executing one DNN layer at inference time
takes the following steps: (1) quantize the input activations
and forward them through the little module; (2) predict
which output neurons belong to the sensitive region based
on results from the little module; (3) compute the output
activations of the big module in the predicted sensitive re-
gion; (4) combine the outputs of the little module in the
insensitive region and the outputs of the big module with in
the sensitive region.
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Table 1. Comparison of adding Gaussian noises to the sensitive or insensitive region of LSTM gates.

Cosine similarity before gates Cosine similarity after gates
Case . . PPL
input forget cell output | input forget cell output

Sensitive | 0.953 0.859 0.952 0.932 | 0.934 0946 0.882 0.940 85.70

Insensitive | 0.944 0.929 0943 0947 | 0968 0.987 0.969 0.977 81.79
The weight matrix of the liftle module is constructed as While for ReLU, we have
follows. Assuming the weight matrix of hig model W1
is an n X d dense matrix, we first randomly initialize a —0 z < —|0]
smaller n x k quantized dense matrix WL where k < |ReLU (z+0)— ReLU ()] { <14 otherwise O

d. Then, we multiply it with a £ X d random projection
matrix P so that WXE P and W H have the same size.
Because P is very sparse and its entries are either +1 or
0, the projection doesn’t influence the bit-width of WL,
Therefore, WXL P is a sparse and quantized matrix that
has the shape of W H  The weights of the little module
are trained in a knowledge-distilling way by mimicking
the behaviors of the big module. Specifically, following
Yim et al. (2017), we minimize the Frobenius norm of the
difference between the flows of the solution procedure (FSP)
matrix of the big and little modules. To accurately predict
which output neurons belong to the insensitive region, we
minimize the Kullback-Leibler (KL) divergence between
the output distributions of the big and little modules. Our
theoretical analysis reveals that both targets can be achieved
by minimizing the reconstruction error, i.e., mean-squared
error, between the output feature maps of the big and little
modules.

Our DMI algorithm can be applied to various types of neural
networks. To demonstrate this point, we evaluate its perfor-
mance on CNNs, LSTM, and GRU. For the memory-bound
RNNSs, with overall memory accesses reduced by 40% on
a commodity CPU-based server platform, our method can
achieve 1.54x to 1.75x wall-clock time speedup with neg-
ligible impact on model quality. In addition, our method
can reduce the operations of the compute-bound CNNs by
3.02x, with only a 0.5% accuracy drop.

2. Motivation

In this section, we discuss the noise resilience of popular
activation functions in DNNs including tanh, stgmotd, and
ReLU. For clarity, we denote the pre-activation and the
noise by = and J, respectively. Generally, an activation
function f is resilient to a noise 6 when we have |f(z +
9) — f(z)| < 0, where 0 is a threshold.

For tanh, when |z| > 0, we have
tanh(z + &) — tanh(z)| ~ 2e~2171|5|. (1)
Similarly, for sigmoid, when |z| > 0 we have

|sigmoid(x + &) — sigmoid(z)| = e~ 1|5. (2

We define the sub-domain of f that is resilient to the noise ¢
as the insensitive region of f. For a given 0, the insensitive
regions of the above three activations are listed as follows

tanh : || > %hl@
sigmoid : |z| > In % . )
ReLU : xz<6—]|f

While the insensitivity of ReLU is quite straightforward, we
demonstrate our conclusions on sigmoid and tanh with a
single LSTM layer for language modeling over PTB dataset.
The baseline perplexity (PPL) is 80.64. For each gate,
we consider two cases: adding Gaussian noise to the pre-
activations before passing through the gate in the sensitive
region; in contrast, adding Gassian noise to the insensitive
region. We separate the (in)sensitive regions by 50% based
on the magnitude of activations.

As listed in Table 1, we report the PPL on the testing set
and the average cosine similarity between the activations of
the baseline model and the noise-introduced model. Before
applying the nonlinear activation functions, the cosine simi-
larity of two cases — adding noise in the sensitive region or
the insensitive region — are in the same level. However, we
observe that after the nonlinear gates, the cosine similarity
in the insensitive case is much closer to one (i.e., fewer
output errors) than that in the sensitive case. We further
compare the PPL of these two cases, and we observe that in-
troducing noise in the insensitive region causes little quality
degradation.

The selection of which output neurons should be in the
(in)sensitive region is dynamic and input-dependent. Unlike
the static weight sparsity that we can prune the ineffectual
connections offline in advance, the dynamic region spec-
ulation requires a very lightweight criterion for real-time
processing. Taking all these into account, we propose a dual-
model inference (DMI) algorithm that efficiently determines
(in)sensitive region and significantly saves the memory ac-
cesses and computations.
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3. Approach

First, we explain the DMI algorithm by taking a fully-
connected (FC) layer as an example and then extend it to
LSTM, GRU, and CNN. For an FC layer with batch size of
one, the operation is typically formulated as z = ¢(y),y =
W + b, where W is a weight matrix (W € R"*%), x is
an input vector (z € R%), b is a bias vector (b € R"), y
is a pre-activated output vector (y € R™), z is an activated
output vector (z € R™), and ¢ is an activation function.

3.1. Overview of Dual-module Philosophy

We have shown in Section 2 that not all values in z need
accurate computation, and those belonging to the insensitive
region can afford some extent of approximation. In other
words, we only need accurate computations and expensive
memory accesses in the sensitive region of ¢ and can skip
the ones in the insensitive region. With that, we still need
approximated results in the insensitive region. Therefore,
we propose to learn a lightweight liftle module from the
original trained layer, here we refer the original layer as the
big module. Essentially, our [ittle module has low-volume
parameters and low bit-width, thus termed as LL module;
by contrast, the original big module has high-volume pa-
rameters and high precision is called H H module. Let the
outputs from these two modules be y~~ and yH | respec-
tively. If the LL module approximates the H H module
well, the final output vector — a mixture of results from the
HH and the LL modules — can be assembled by

y=y"om+y"lol-m) (5)

where m € {0, 1}" is a binary mask vector for the output
switching. m; equals 1 in the sensitive region while it
switches to O in the insensitive region. The overall saving
comes from skipping memory accesses and computations of
the big module while paying smaller overhead in accessing
and computing the /ittle module.

Applying dual-module inference introduces two challenges:
first, how to efficiently construct the LL module; sec-
ond, how to predict which output neurons belong to the
(in)sensitive regions.

3.2. Construct the LI Module

As the HH module is the original pre-trained layer, we
only need to construct an extra LL module. Delivering
a lightweight little module at inference time is crucial to
achieving real wall-clock time speedup. We emphasize two
objectives when designing the L L module: firstly, achieving
much lower overhead in terms of computation and memory
access than the H H module; secondly, approximating the
outputs of H H module accurately.

Lightweight Linear Transformation. We exploit two

ways to construct a lightweight approximation of WHH g:
making WH# sparse and using low bit-width data.

Inspired by random projection, a common technique for
dimension reduction while preserving the distances in Eu-
clidean space (Achlioptas, 2003; Bingham & Mannila, 2001;
Li et al., 2006; Liu et al., 2019), we first initialize a smaller
dense matrix WEL € R"*k where k < d, and then trans-
form it by multiplying it with a k£ x d sparse random projec-
tion matrix P in which

+1
P,:\/EX 0
—1

In other words, we replace WHH g with WLLPg.
The original layer takes O(n x d) MACs (multiply-and-
accumulate operations), while our sparse kernel only needs
O(% x k x d+n x k) MACs. Therefore, using a smaller k
can greatly reduce the memory and compute costs.

with probability 1/6
with probability 2/3 . (6)
with probability 1/6

However, there still should be a lower bound of k (i.e.
inf(k)) to maintain the approximation accuracy. We make
a hypothesis that the minimum number of parameters in
WEL is approximate to the minimum number of param-
eters in W H PT that preserves the Euclidean distance
between W H°s row vectors. The intuition behind is that
while each row vector in WHH defines the linear transfor-
mation of each output channel, once the Euclidean distance
is not preserved, there might be fewer effectual channels,
which hurts the accuracy.

According to the Theorem 1.1 in Achlioptas (2003), given
constant 5 and ¢, as long as k satisfies

k>ky= . 4+25 log(n) @)

22 ¢33

with probability at least 1 — n~?, for all row vectors u, v €
Row(WHH) we have

(1=0)l[u” =" [[3 < [[uP" —oPT|3< (14)|[u” —v"|[5.

®)

The optimal € and 3 can be obtained experimentally on
validation set. As increasing 3 is somehow equivalent with
decreasing €, we simplify Equation (7) as follows

k= 9)

4
mlog(n).

To further reduce the complexity, we also apply the quan-
tization technique to reduce the bit-wdith of parameters.
Specifically, we apply a one-time uniform quantization on
WL and b2E to avoid complicated calculations. Although
some other accurate quantization methods are available as
well, we find that one-time quantization works well in our



Boosting Deep Neural Network Efficiency with Dual-Module Inference

DMLI. Besides, the input x is also quantized to ¢ during
run-time to reduce the compute cost.

Knowledge Distillation. In order to train the L module
such that it is a good approximation of the H H module,
we utilize the Knowledge Distillation method by taking the
H H module as the teacher network and the I.L module as
a student network. According to Yim et al. (2017), trans-
ferring the distilled knowledge as the flow of the solution
procedure (FSP) matrix between two layers can increase the
convergence rate and get better performance.

Let the outputs of two layers be  and z. In Yim et al.
(2017), the FSP matrix represented by G = xyT. In order
to transfer the knowledge, we want the FSP matrix of the
student network G5 to approximate to the FSP matrix of
teach network G. The loss function is defined as

L =G~ Gsl3- (10)
In our dual module, we have

Gt = (yHH)T ) Gs = (yLL)Ta

(11)
1Ge = Gl = Tr (z2”) [ly™" — y™"|13.

As a result, during fine-tuning, the parameters of the H H
module (i.e., WHH and b H ) are kept frozen while the
parameters of the LL module (i.e., WL and b"%) are
updated by stochastic gradient descent (SGD) to minimize
the following loss function:

1
L= Iy -yt =

S (12)
1 HH HH LL LL\|2
gZH(W z+b"") — (W " Pz +b"")|[3,

where S is the mini-batch size.

Insensitive Region Prediction. Whether a pre-activation
belongs to the insensitive region is predicted based on
whether yXL is in the insensitive region. Without loss of
generality, we assume that Vi, y7 follows some distribu-
tion py i with a probability density function py g (). As
the y*¥ is the output of an FC layer, according to the central
limit theorem, we can assume that each of its entries follow
Gaussian distribution as follows

prr =Nyt oip) (13)

where o 1, is a constant value and yﬁL gives the prediction
of the mean. Similarly, the probability density function is

().

The difference between these two distributions can be mea-

sured by their Kullback-Leibler (KL) divergence, i.e.

pra(z)in (pHH(x)> da

prL()
=Eupun In(pau(z)) —In(prr(x))]

oo

Dir(pru|lprn) = /

—00

(14)

where E represents the expectation. To make an accurate es-
timation, we can minimize the above KL divergence, which
is equivalent to maximizing E,.,,,,, [[n(prr(z))], and we

have
Rk 0%
— ¢ 207 |
orLLvV 21

o[y

15)

IEINPHH [l’I’L(pLL(l‘))] =K lln (

~ —ln(O'LL) — }ln(27r) —

2 20% I

Because of

S
1
B0 =) g 2 0 =) =l =y
=1

(16)
Dy (prullprr) can be equivalently minimized by mini-
mizing ||yHH — yLL||3 that is just the loss function used
in training the L L model (see Equation (12)).

3.3. Determine the Insensitive Region

Given y*”, the binary mask m in Equation (5) is generated
by predicting which output neurons belong to the insensitive
region. Specifically, based on Section 2, we have

sigmoid/tanh : if |[yEL| > O, mi = 0; else m; =1
ReLU : if yiLL < O, m; =0; elsem; =1
(17)
where 6., is the threshold can be obtained in the ways as
follows.

Fixed Threshold. We can simply assign a constant value
to 6,5, and tune it on validation set.

Adaptive Filter. With a global fixed threshold 6 like the
fixed threshold, we can adaptively assign a threshold to each
layer based on Equation (4), i.e:

2[d]

% In =7 fortanh
0tn = ¢ In % for sigmoid - (18)
60— |5 for ReLU

|6] is approximated by L ||yH# — yLL||;, where n is the
length of y’*. Compared with fixed threshold, the adaptive
filter can allow more aggressive thresholds.

Top-K Mask. We can also specifically control the accel-
eration ratio by taking exactly K elements out of output
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Figure 1. Overview of the Dual-Module Algorithm. (a) Fine-tuning: the L L module is trained with the loss function in Equation (12). (b)
Inference: first, the quantized input activation ¢ is injected into the LL module to generate y“*; second, mask m is obtained based on
y~L and the threshold 6yy,; third, based on m, the elements in y™7 ¥ are selectively computed to produce y7# © m; at last, y is obtained

using Equation (5).

Algorithm 1 Dual-Module Fine-tuning Algorithm

Algorithm 2 Dual-Module Inference Algorithm

Data: H H module parameters W7 H b7 H; random pro-
jection matrix P; input batch X = [z1, ..., Tg].

Result: quantized LL module parameters: Wé L and béL.
for it € all iterations do

Xo =Q(X);

[yl . yst] = WéLPXQ + bkl

[yfIH, ...,ng] =WHHX 4 pHH;

Lyse = %Zs |yZH — yLL||3;

update WQLL, béL with SGD(min Lysg);
end

neurons, where K can be a hyper-parameter tuned on val-
idation set. Intuitively, these K output neurons should be
taken from the sensitive region, so we have

9th={

We introduce an insensitive ratio as the number of outputs
using the results of the [ittle module over the entire out-
puts. The ratio can be interpreted as the zero ratio in the
binary mask m. The higher insensitive ratio will have fewer
computations and memory accesses in the big module. The
choice of an accurate ratio determines the model inference
quality, and it is a knob to trade-off the inference quality vs.
latency at run-time.

for tanh/sigmoid
for ReLU

topr (ly™*|)

topr (y=L) (19)

3.4. Overview of the Dual-Module Algorithm

Here we summarize the overall implementation of our dual-
module algorithm during fine-tuning and inference.

Fine-tuning. As illustrated in Figure 1(a), the LL modules
in different layers are fine-tuned individually with the loss
function in Equation (12). The detailed implementation is
in given Algorithm 1.

10
11
12
13
14

Data: H H module parameters W7 H bHH : quantized LL
module parameters Wé L bEL; threshold 6, to de-
termine m; random projection matrix P; current
input x.

Result: Final output y

D xg = Q(x);

Q) y't = WhtPag + b3l

(3) Generating m according to Section 3.3;

(4-5) foreach m; € m do

if m; == 1theny; = yH = o(WHH[; ]z +blH);
else y; = ylL;

end

Inference. The dual-module inference (DMI) is illustrated
in Figure 1(b) based on Algorithm 2. After obtaining fine-
tuned WéL and béL, dual-module inference takes the fol-
lowing steps: (1) quantize input & with ¢ = Q(x), where
Q(-) is a quantization function; (2) obtain the approximated
output y% by performing y“* W5k Pxg + bl
(3) generate the binary mask m according to Section
3.3; (4) calculate the elements yfI H gt.m; = 1 with
yHH = WHH; |2 4 b (5) produce the final output y
according to the assembling in Equation (5).

3.5. Apply to Various Types of Neural Networks

The above example on FC layer can easily generalize to
various types of neural networks. Here we use LSTM and
CNNs as examples.

Recurrent Neural Networks. There are two major differ-
ences between an LSTM layer and an FC layer: (1) the
computation of each gate involves two GEMV operations;
(2) there is an additional temporal dimension in LSTM. For
the former, we apply the lightweight linear transformation
in Section 3.2 to both GEMVs. For the latter, we modify the
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loss function to guarantee the approximation performance
of the LL module at all timesteps. Taking the forget gate
as an example, the loss function L ;g5 in Algorithm 1 is
modified to

1
Luse = o5 Yoy -y ls,
s t

Yt () =bib+ W Powo(t) + Wl Puho(t — 1),
yHH () =by + Wy,a(t) + Wyph(t - 1).
(20)

Convolutional Neural Networks. For a CONV layer, We
can apply dual-module algorithm to CNN by first doing the
im2col transformation on input tensor (Chetlur et al., 2014).
Then, the input and output become matrices rather than
vectors, but the overall algorithm is the same as in Section
3.4.

Batch Normalization. Batch normalization (BN) (Ioffe &
Szegedy, 2015) is widely applied in DNNs. During infer-
ence, BN normalizes the input activations with

& =(5)+5, 1)

where -y, (3 are trainable parameters, and i, o are the moving
average of the mean and standard deviation of activations
collected during training.

Our dual-module algorithm is compatible with BN. When
BN is applied before the activation function (Chen et al.,
2020), i.e., o(BN(Wx + b)), BN can be merged into the
linear transformation as follows

o (BN (Wz +b))=¢ (gW:c—i— (b+5—gu>) . (22)

We can have W = IW and b=1b+ B — Zp, then our
algorithm can be directly applied. When BN is applied after
the activation function, our ¢ (Wx + b) structure is not
influenced by BN.

4. Evaluation

Our dual-module method is generally applicable to both
RNNs and CNNs to improve the inference efficiency. Here
we choose a representative set of RNN and CNN models
to demonstrate the effectiveness of our method. In our
supplementary material, we have more extensive results as
well as evaluation methodology and experimental settings.
We use PyTorch to train the litfle module and evaluate the
inference quality. We train the little module while freezing
the parameters of the big module, and we use the same
training set and validation set to run the SGD optimization.

4.1. Experimental Results on RNNs

As memory access is the bottleneck in RNN-based inference,
we apply DMI with the focus of reducing overall memory

] Base HH Little

S O
o o

Params (MB)

Figure 2. Comparison of the amount of accesses and operations
between baseline layers and the /it/le module of dual-module en-
hanced RNN-based models.

access while keeping the overhead of executing the little
module small. As shown in Figure 2, we compare accessed
data and operations between the single-module — the base-
line case — and the little module using a set of LSTM and
GRU layers. On average, the [ittle module accounts only 8%
memory overhead and 35% operation overhead compared
with the base. Note that we count the number of operations
in Figure 2 regardless of precision; and the computation
overhead of the /itfle module can be further reduced using a
low-precision implementation.

Our method is evaluated on CPU-based server platform (In-
tel(R) Xeon(R) CPU E5-2698 v4) as most inference work-
loads run on CPUs (Park et al., 2018). The baseline im-
plementation is the PyTorch CPU version with Intel MKL
(version 2019.4) as the back-end BLAS kernel library. Our
custom implementation uses a multi-threaded MKL dot-
product kernel at BLAS level-1 to perform the big module
instead of BLAS level-2 or level-3 kernels. In our kernel
implementation, we do not explicitly generate masks, but
directly compare little module results with predetermined
thresholds in Open M P parallel-for loops. The kernel-wise
performance is measured as wall-clock time and averaged
with 1000 runs, assuming cold cache at the execution of
each RNN cell. Accessing weights from off-chip memory at
each time-step represents the real-world cases, for example,
the decoder execution of sequence-to-sequence modeling.

Language Modeling. Our implementations of
LSTMs/GRUs are adapted from the word-level lan-
guage modeling example from PyTorch using the same
hyper-parameters to train baseline models. We report the
word-level perplexity (PPL) as the measure of model quality.
As listed in Table 2, we vary the insensitive ratio to show
the quality-performance trade-off; the larger insensitive
ratio indicates more results are from the /ittle module and
less memory overhead to perform the big module. As we
increase the insensitive ratio, we observe the degradation
of quality as the PPL increases during a gradual reduction
in execution time. When the insensitive ratio is 50%, the
PPL is slightly increased to 81.36, which is negligible in
language modeling tasks, while we can gain 1.67x inference
speedup.
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Table 2. RNN quality and execution time (ms). Ln means a LSTM layer with A hidden units; G is short for GRU.

Insensitive LM, L1500 LM, G1500 GNMT, L1024

Ratio PPL Diff. Time Speedup PPL Diff. Time Speedup | BLEU Diff. Time Speedup
Baseline 80.64 n/a 1477 1.00x 85.48 n/a 1.182 1.00x 24.32 n/a  0.838 1.00x
10% 80.72  -0.08 1315 1.12x 85.62 -0.14 1.024 1.15x 24.33 0.01 0.679 1.23x
30% 80.56 0.08 1.095 1.35x 86.01 -0.53 0.869 1.36x 2418  -0.14 0.541 1.55x
50% 8136 -0.72 0.885 1.67x 88.73  -325 0.726 1.63x 2373  -059 0480 1.75x
70% 8748  -6.83 0.641 2.30x 98.09 -12.61 0.545 2.17x 2192  -240 0.360 2.33x
90% 109.37 -28.73 0.380 3.89x 122,75 -37.27 0350 3.38x 11.77 -12.55 0.243 3.45x

We further report the results using single-layer GRUs on
word-level language modeling tasks as in Table 2. Using
dual-module method on GRUs expresses the similar quality-
performance trade-off as on LSTMs.

Neural Machine Translation. Given the promising results
on language modeling, we further investigate Neural Ma-
chine Translation (NMT), which is a popular end-to-end
learning approach for automated translation (Wu et al.,
2016) and a standard benchmark model for inference as
in MLPerf!. Our experiments show the de-tokenized BLEU
score to measure the model quality on the public WMT16
English-German dataset. The base model” consists of a
four-layer stacked LSTM in both the encoder and the de-
coder of the sequence-to-sequence modeling. We focus on
the speedup of the decoder since it is the most memory
intensive and the most time-consuming part (about 95%).

We replace the LSTM layers in the decoder with our pro-
posed dual-module LSTM layers. Similar to the single-layer
LSTM results, using the little module computed results in
the insensitive region can reduce the overall memory access
while maintaining the model quality. As listed in Table 2,
our method can achieve imperceptible BLEU score degrada-
tion while accelerating inference by 1.75x. When compro-
mising more translation quality, e.g. decreasing the BLEU
score by 2.4, our method can achieve more than 2x speedup.

4.2. Experimental Results on CNNs

Using DMI on CNNs can be regarded as pursuing output
sparsity. In Table 3, we compare the classification accu-
racy and FLOPs reduction of our DMI method with other
state-of-the-art methods on predicting Re LU -induced out-
put sparsity when ResNet-18 is used for ImageNet classifica-
tion. The results show that DMI outperforms other methods
in delivering better trade-off between the accuracy drop and
the FLOPs reduction. With accuracy degrading only 0.5%,
our method can achieve 3.02x FLOPs reduction.

Pixel-wise dynamic output sparsity can be accelerated by ei-
ther customized GEMM kernel (Nisa et al., 2018) or special-
ized hardware (Akhlaghi et al., 2018). We could translate

"https://mlperf.org/inference-overview/
2From https://github.com/NVIDIA/DeepLearningExamples

Table 3. Comparison of the Top-1 accuracy and FLOPs reduction
of our method with prior work on dynamic sparsity. The baseline
model is ResNet-18 on ImageNet.

Method Acc. (%) | Diff. (%) | FLOPs reduction
Dense (torchvision) 69.7 n/a 1.00x
LCL (Dong et al., 2017) 66.3 -34 1.53x
FBS (Gao et al., 2018) 68.2 -1.5 1.98x
SeerNet (Cao et al., 2019) 69.3 -04 1.67x
CGNet (Hua et al., 2019) 68.8 -0.9 1.93x
DMI (Ours) 69.2 -0.5 3.02x
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Figure 3. Energy efficiency of each residual block in ResNet-18.

the FLOPs reduction on CNNs by DMI to practical speedup
on either commodity processors or hardware accelerators.
Energy efficiency is another important criterion to evalu-
ate any CNN inference execution, especially for mobile
and edge devices. Here we show the energy consumption
of DMI, normalized to the energy of running the baseline
dense layers of each residual block in ResNet-18. The pur-
pose of Figure 3 is to estimate the energy consumption with
a focus on the portion of MAC operations which consume
the majority of total energy in compute-bound CNNs. The
methodology is multiplying the total number of MAC op-
erations of big/little modules with the energy (J) per MAC
operation accordingly. The energy/op numbers are from
synthesized hardware evaluation. As shown in Figure 3, the
energy efficiency improvement of using DMI is from 1.7x
to 4.9x; on average, our method can improve the energy
efficiency by 2.9x.
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4.3. Discussion on Dimension Reduction

Dimension reduction is an integral part of our DMI method
to reduce the number of parameters of the litfle module.
Here, we study the impact of different levels of dimension
reduction on the model quality and performance. We con-
duct experiments on language modeling using a single-layer
LSTM of 1500 hidden units. We quantize the little mod-
ule to INTS8 and reduce the hidden dimension from 1500
to three different levels, which are calculated by Equation
(9). We fix the insensitive ratio at 50% across this set of
experiments. As in Table 4, the higher dimension of the
little module, the better approximation the little module can
perform. More aggressive dimension reduction can further
gain more speedup at the cost of more quality degradation:
hidden dimension reduced to 417 and 266 can have 1.67x
and 1.71x speedup but increase the PPL by 0.72 and 2.87,
respectively.

Table 4. Sensitivity study of dimension reduction.

Dimension PPL  Speedup | little big
1500 (baseline) | 80.64 1.00x 0% 100%
966 (¢ = 0.3) | 80.40 1.37x | 22%  44%
417 (e =0.5) | 81.36 1.67x | 12% 47%
266 (e =0.7) | 83.51 1.71x 8%  46%

We further show the overhead of performing the computa-
tion of the little module. As listed in the last two columns
in Table 4, we measure the execution time of computing
the little module and the operation-reduced big module.
The execution time is normalized to the baseline case, i.e.,
the execution time of the standard LSTM, to highlight the
percentage of overheads. When the hidden dimension is
reduced to 966, the overhead of the little module accounts
22% while the execution time of the big module is cut off by
half®. In our experiments, we choose € = 0.5 as the default
parameter as it demonstrates good trade-off between quality
and speedup in our study. When further reducing the hidden
dimension to 266, there is only a slight improvement on
speedup compared with the hidden size of 417 in the little
module, where the overhead of the /ittle module is already
small enough, but the quality drop is significant.

4.4. Discussion on Quantization

Weight quantization of the litfle module is another integral
part of constructing the [ittle module. We show the impact
of different quantization levels on the model quality and
the parameter size. After training the litfle module, using
the same settings as in Section 4.1, we can quantize the
weights to lower precision to reduce the memory access on
top of the dimension reduction. As listed in Table 5, more

3We measured the execution time with multi-threading.

aggressive quantization leads to smaller parameter size that
can reduce the overhead of computing the little module; on
the other hand, the approximation of the liffle module is
compromised by quantization. We can quantize the little
module up to INT4 without significant quality degradation.
Using lower precision would degrade the quality while de-
creasing the parameter size. Normally, we choose INTS as
the quantization level since we leverage off-the-shelf INTS
GEMM kernel in MKL. We expect more speedup once the
little module overhead can be further reduced by leveraging
INT4 compute kernels or running on specialized hardware.

Table 5. Inference quality and parameter size comparison under
different levels of quantization on the /ittle module

Precision | Base FP32 INT16 INT8 INT4 INT2
PPL 80.64 81.28 81.18 81.36 81.47 8243
MSE n/a 0408 0425 0.444 0451 0.68

Params. 68.7 19.1 9.6 4.8 24 1.2

5. Related Work

Compressing DNN models via data quantization, weight
sparsity, and knowledge distillation is promising to deliver
efficient deployment for inference. Quatization methods
on weights and activations have been proposed to reduce
model size and operation precision (Zhu et al., 2016; Xu
et al., 2018; Wang et al., 2018; Choi et al., 2018). Weight
pruning has been proposed to reduce the parameters of a
pre-trained model (Han et al., 2015b;a). While fine-grained
pruning could reduce the number of parameters (Narang
et al., 2017; Zhu & Gupta, 2017; Dai et al., 2018), indexing
irregular non-zero weights causes extra memory cost and
would offset the benefits from reducing parameter size; it
is hard to gain practical acceleration on general-purpose
hardware or need hardware specialization (Mao et al., 2017).
Although structural pruning (Wen et al., 2017) and knowl-
edge distillation (Polino et al., 2018) could achieve speedup,
the applicability on more complicated tasks such as NMT
on large-scale datasets is unstudied; besides, those methods
require extensive and iterative retraining via regularization
that would increase the training cost and difficult to find a
solution.

Other than model compression techniques, many studies pro-
pose to skip computations dynamically based on certain cri-
terion such as layer-wise early exit (Bolukbasi et al., 2017)
and ReLU-induced sparsity prediction in CNNs (Dong
et al., 2017; Gao et al., 2018; Cao et al., 2019; Hua et al.,
2019). Sparsity prediction is only a special case of our dual-
module inference method. The results of the /ittle module
are used in the insensitive region instead of only for predic-
tion and then discarded. The special cell structure and the
temporal input similarity have enabled computation and up-
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date skipping in RNNs (Neil et al., 2017; Zhang et al., 2018;
Campos et al., 2018). However, those methods depend on
certain applications and lack of evaluation on NLP tasks
such as language modeling and machine translation.

We are the first that proposes a general and principled
method to reduce memory accesses and computations of
DNNSs, with general applicability to LSTMs, GRUs, and
CNNs. Our method, by no means, is supposed to replace
model compression but provide an orthogonal approach to
accelerate DNN inference without compromising the model
expressive power. Using the analogy of knowledge distil-
lation, we do not simply deploy a student network learned
from the teacher network. Instead, we let the teacher net-
work help with the student — the [ittle module learned from
the base module — and collaboratively perform inference
with reduced memory accesses and computations.

6. Conclusion

In this paper, we describe a big-little dual-module inference
method to boost the execution efficiency of DNNs. We lever-
age the noise resilience of nonlinear activation functions by
using the lightweight little module to compute for the insen-
sitive region and using the big module with skipped memory
access and computation to compute for the sensitive region.
Our method can reduce overall memory access by near half
for the memory-bound RNNs and achieve 1.54x to 1.75x
wall-clock time speedup without significant degradation on
model quality. For the compute-bound CNNs, our method
can achieve 3.02x operation reduction with only a 0.5%
accuracy drop.
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