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Abstract

Linear contextual bandit is an important
class of sequential decision making problems
with a wide range of applications to recom-
mender systems, online advertising, health-
care, and many other machine learning re-
lated tasks. While there is a lot of prior
research, tight regret bounds of linear con-
textual bandit with infinite action sets re-
main open. In this paper, we address this
open problem by considering the linear con-
textual bandit with (changing) infinite ac-
tion sets. We prove a regret upper bound on
the order of O(1/d?>T logT) x poly(loglogT')
where d is the domain dimension and 7T is
the time horizon. Our upper bound matches
the previous lower bound of Q(+/d?T logT)
in [Li et al., 2019] up to iterated logarithmic
terms.

1 Introduction

Linear contextual bandit is an important
class of sequential decision making problems
with an extensive history of research in both
machine learning and  operations  research

[Abbasi-Yadkori et al., 2011, Chu et al., 2011,
Auer, 2002, Rusmevichientong and Tsitsiklis, 2010,
Dani et al., 2008, Li et al., 2019]. In the linear con-
textual bandit problem, a player makes sequential
decisions over 1" time periods. At each time period ¢,
an action set D; C R? is provided; the player selects
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an action x; € Dy, and subsequently receives a reward
ry parameterized as

Ty = <-rt79> +€t7

where § € R?, [|0]|2 < 1 is a fixed but unknown pa-
rameter vector, and {£;} are independent centered sub-
Gaussian noise variables with the variance proxy 1.
The performance is evaluated by the cumulative regret,
defined as
T
Ry = Z sup (z,0) — (x¢,0).

=1 €Dy

The objective of this paper is to design an algorithm
that achieves the optimal expected regret under the
worst case, when the action sets {D;} are infinite (i.e.,
|D;| = o0). In the next sections, we give a rigorous
definitions of policy and action domains studied in
this paper. We also discuss (informally) our main
results, and compare them with existing results in the
literature.

1.1 Definition of policy and action domains

Suppose that there are T time periods and the
problem dimension is d. A policy m can be
represented as ™ = (¢1,¢9, - ,¢r) where ¢
(x1,y1,* ,Tt—1,Yt—1,D¢) — x¢ € Dy is a random-
ized function that maps the data collected from prior
episodes {1,2,---,¢t — 1} to an action x; € D; to be
selected at time period ¢t. Note that future feasible sets
Dy, D42 are not revealed to the policy m when it is
making an action decision at time t¢.

Let Sy := {S:Sisclosed, S C {z € R?: ||z|, < 1}}
be the set of all closed subsets of the unit d-dimensional
{5 ball. The domains D1, --- , Dy € Sy are chosen arbi-
trarily, before any policy 7 is executed. We remark that
this setting is known in the literature as the “oblivious”
setting.
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1.2 Existing work and our results

A summary of our results as well as existing results
are given in Table 1. The regularity conditions that
[0]l2 <1 and D, C {z € R?: ||z|s < 1} are imposed,
so that |E[r:]| = [(x¢,0)] < 1 holds for all z; € D;.
Additionally, as suggested by the title, we consider the
infinite-armed case in which |D;| = oo for all t. We
also impose the regularity condition that the action
sets D; are closed, so that the supremum over the sets
can always be achieved by an action.

[Dani et al., 2008] derived an algorithm based on
confidence balls of prediction errors of 6, achiev-
ing a worst-case expected regret of O(v/d2T log®T).
[Abbasi-Yadkori et al., 2011] further improved the
analysis and obtained O(+/d?T log® T') regret. On the
lower bound side, [Dani et al., 2008] proved a regret
lower bound of Q(vd?T) for all policies, which was
later improved to Q(y/d?TlogT) by [Li et al., 2019]
as a direct corollary of regret lower bounds for finite-
armed linear contextual bandits. While [Li et al., 2019]
derived matching upper bounds for the finite-armed
case, their results and techniques cannot be directly
applied to the infinite-armed case even if computational
issues are disregarded, as covering nets of {D;} up to
1/poly(T') accuracy would incur additional logarithmic
terms in 7.

In this paper, we prove the following main result:

Theorem 1 (Informal). There is a policy whose worst-
case expected regret is asymptotically upper bounded by

O(y/d?TlogT) x poly(loglogT).

Comparing with the lower bound Q(+/d?>TlogT),
the upper bound in Theorem 1 is tight up to it-
erated logarithmic terms. Our results thus close
the O(y/logT) gap between the upper bound (in
[Abbasi-Yadkori et al., 2011]) and the lower bound in
infinite-armed linear contextual bandit. In addition,
the idea behind our varying confidence level (VCL)
UCB algorithm and a number of technical tools de-
veloped in the proof might also be useful for other
contextual bandit problems.

1.3 Proof techniques

Sharp tail bounds of self-normalized empiri-
cal processes. Due to the inherent statistical de-
pendency between the chosen actions {a:} and noise
variables {&:}, the estimation error of 6 at each
time step cannot be analyzed using standard closed-
forms of linear regression estimators. The work of
[Abbasi-Yadkori et al., 2011] pioneered the use of self-
normalized empirical processes to understand the esti-
mation and prediction errors at each time step.

In this paper, we make use of sharp tail bounds on
the supremum of self-normalized empirical processes in
high-dimensional probability (Lemma 3). By exploiting
such tail bounds we have a much more refined control
of failure probabilities at each time step, which lays
the foundation of our improved regret analysis.

Varying confidence levels in UCB-type algo-
rithms. Most existing methods on linear contextual
bandit can be categorized as Upper-Confidence-Bound
(UCB) or Optimism-in-Face-of-Uncertainty (OFU)
type algorithms, which build confidence bands/balls
around unknown parameters at each time step and
then pick actions in the most optimistic way.

While most existing algorithms set constant confi-
dence levels (corresponding to failure probabilities at
each time), in this paper we consider wvarying con-
fidence levels (VCL), with higher failure probabili-
ties towards the end of the time horizon T. The
intuition is that later fails would incur much less
regret. Similar ideas were also employed in previ-
ous works [Audibert and Bubeck, 2009, Li et al., 2019,
Wang et al., 2018] to improve regret guarantees in ban-
dit problems.

2 Algorithm design and main results

Algorithm 1, named VCL-SupLinUCB, is the main al-
gorithm of this paper which combines the varying con-
fidence levels (VCL) design with the existing SupLin-
UCB algorithm [Auer, 2002, Chu et al., 2011]. The
basic idea of Algorithm 1 is to classify the time peri-
ods into different layers such that the chosen context
is statistically independent with the noise in the re-
ward distribution. Then the algorithm estimates 0 ;
for each layer ( and eventually selects the arm with
largest upper confidence bound according to the rules
specified in Lines 7-12 in Algorithm 1. Those ideas
are similar to the previous SupLinUCB algorithm, and
the major difference between Algorithm 1 and previous
approaches is the varying confidence levels (reflected by
the inclusion of wy; in oy ¢), which allows for sharper
regret bounds.

The following theorem is the main result of this paper:

Theorem 2. Suppose the universal constant C > 0 in
the input of Algorithm 1 is sufficiently large. Then there
exists constants C,Cy > 0 that only depend on C' such
that for all |0]|2 <1 and {D; C {x € R4 : ||z|]2 < 1}},
the regret Ry satisfies the following inequality for any
6 €(0,1),

E [max {RT — Cyd+/Tlog Tlog(1/6) - loglog(T/(S),OH

< CopddVT.
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Table 1: Summary of results. Both 6 and {D;} belong to the unit ball {z € R?: ||z|s < 1}, and |D;| = oo for all
t. Upper and lower bounds are for E[Ry] under the worst case. O(-) and €(-) notations hide universal constants

only, and poly(loglog T') means (loglog T)°(").

[Dani et al., 2008]

[Abbasi-Yadkori et al., 2011]

[Li et al., 2019] this paper

Upper bound ~ O(+v/d2T log® T) O(v/d2T1og* T) N/A O(y/d2T1og T) xpoly(log log T')
Lower bound Q(Vd2T) N/A Q(\/W) N/A
1: Input: (o = [logy(1/T/d/d)], Time horizon T', confidence parameter §, domain dimension d, universal
constant C' > 1;
2: Initialization: X o =0, A¢ o = Laxd, Ac,o = Oa, gg,o = 04 for ¢ < Co;
3: fort=1,2,---,T do
4:  Observe Dy, and set ¢ = 0 and N¢; = Dy;
5.  while a choice z; has yet to be made do
6: Compute é\c,t = A;Ll)\g)t,l, and for every x € N¢ 4, compute wf, = ,/mTAEﬂle,
af, = \/max{l,ln[(Tln4 Tn2(1/8))(wE,)?/(d6?)]} and wf, = C - Vd - af W2 ;
7: if ( = (p then
8: Find z; € N¢, that maximizes min{1, z Zt@( ¢+ + @, } and set ¢ = (;
9: else if w?, <2~ ¢ for all x € N then
10: Update N1 =Ne g N{z: nggt 2 MaxXyeA, yTé\C’t — 2176} (¢ + 1;
11: else
12: Select any x; € N¢y1,4 such that Wiy 2 27¢, and set §; = (;
13: end if
14: end while
15:  Select action z; and observe feedback r; = x;'— 0+ &;
16: Update: Xeyo = Xep -1 U {Jtt}, Aght = ACt,t_l + Z‘tl‘:, >\<t7t = /\Ct,t—l + rixy, and Xery = Xer g1,
A(’,t = A(’,t—l, )‘C'at = /\(’,t—l for any C’ 7é Ct;
17: end for

Algorithm 1: The VCL-SupLinUCB algorithm

Theorem 2 implies the following two statements. In the
following, < means that the constants in the inequality

~

are omitted.

i. The expected regret E[Rr] < dv/T'log T log(1/4) -

loglog(T/d). In par‘mcular if we take § = Q(1),
we have that E[Rr| < dvT'logT -loglogT.

ii. With probability at least 1 — §, it holds
that Ry < dy/TlogTlog(1/0) - loglog(T/¢).
This is because, by Markov’s inequality,
Pr[Ry — Cid Tlongog(l/é) - loglog(T/6) >
CodVT)] < E[max{Rr — Cyd\/Tlog Tlog(1/6) -
loglog(T'/6),0}]/(C2dV'T) < 6.

While neither of the two statements implies each other,
we note that, if iterated logarithmic factor is left out,
statement ii) is stronger than the high probability
bound proved by [Abbasi-Yadkori et al., 2011], where
the regret is at most O(d+/T log T log(T/§)) with prob-

ability at least 1 — 4.

The proof of Theorem 2 is stated in the next section.

3 Proof of Theorem 2

3.1 Uniform confidence region for é\“

We first present a lemma that upper bounds the errors
|(z, 8+ — )| with high probability.

Lemma 3. For any t € [T], any layer ¢ €
{0,1,2,...,¢o}, and any v € (0,1/2], with probabil-
ity 1 — ~ it holds that

0)| < Vd+/In(1/).

bup( 1|x th—

z€ER4

The proof of Lemma 3 can be roughly divided into
three steps. First, the closed-form expression of Ridge
regression to express 0¢; in terms of 6 and £. At
the second step, a self-normalized empirical process is
derived by manipulating and normalizing the expression
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derived in the first step. Finally, sharp tail bounds of
sub-Gaussian processes are invoked to prove Lemma 3.

Proof of Lemma 3. Let
Tea—1i={r:7<t—1land (¢ =(}

and let
ne -1 = [Te -1l
Note that we also have n¢—1 = |Xe 1]
Let X¢ -1 be a n¢;—1 X d matrix constructed by stack-
ing all x € X ;1 together, i.e.,
A1 =X 1 Xeer + 1.

Let Z¢¢+—1 be the n¢ ;—1-dimensional vector that con-
tains all noises &, such that 7 € 7¢;—1. We also let

ret—1 = X¢p—10 + Z¢ -1

be the n¢ ;—i-dimensional vector by concatenating all
rewards for time periods 7 € T¢ ;1.

Define also ||z||4 := V& T Az for d-dimensional vectors
x and d x d positive-semidefinite matrices A. Then

Oce = (X 41X+ DX (Xm0 + Ec i)
= - AC_t 1)9+Ac_,i—1X<T,t—1EC,t—l~

Subtracting one 6 and left multiplying with (§<7t —
9)TA<¢,1 on both sides of the above identity, we obtain

~(Oc,—0)T0+(0c,—0)T X _1Ec 1.
(1)

10c:—0lR., , =
Note that

|(Oc.e = 0)T0] < 102116, — Oll2 < [16c.e —Ollac.,,

because ||f]|2 <1 and A¢;—1 > I. Dividing both sides
of Eq. (1) by [|0¢,: — 0||a.,_,, we have

||§C>t - 0||A(,t,71 <1+ (ZSTX(Tt—lECyt*la
where ¢ = (0c,c —0)/[10c,e — Ollac, .- (2)

It is easy to verify that ¢ satisfies ||¢[[s., , < 1. Con-
sider linear transforms 7, = A;ﬁ% forall 7€ T¢ s

and ¢ = Al/2 10. Then ¢ satisfies ||¢[ls < 1. Subse-
quently, Eq ( ) can be re-formulated as

l6ce = Ollac, . <1+ sup G, (3)
loll2<1

where Gy =3 7, & (Tr, 3).

We next show that G. is a sub-Gaussian pro-
cess with respect to || - |l2.  Since {&}rer, )

and  {x;};c7;,., are statistically indepen-

dent [Chu et al., 2011, Auer, 2002], we have
that {&r}re7e,., and {Z;};e7., , are statis-
tically independent. Therefore, for any ¢,q¢,

Gy — Gy = ZTG'T(t & (@r0 — (;5) is a centered
sub-Gaussian random variable with variance proxy

S @0 - )

TET: t—1
== (X #F)6-0)
TET¢ t—1
=6-)"AL (Y el )AL A0 -9
TET -1
<o - ¢'I3

Subsequently, invoking Lemma 10, we have with prob-
ability 1 — v that

18— Ollac.,
St [Nz € RO folla < 1 - 2, e
0
++/In(1/7)

§1+/02¢mde+mm+m.

Finally, Lemma 3 is proved by the Cauchy-Schwarz
inequality:

- _
|7 @ = 0)] < et N8 —Ollac,

<wZ et —Ollac,_,, VreRY

which is to be demonstrated. O

In this paper, we only use the following weaker version
of Lemma 3.

Corollary 4. For any t € [T], any layer ¢ €
{0,1,2,...,¢o}, and any v € (0,1/2], with probabil-
ity 1 — ~ it holds that

sup (wf,) e (O — 0)| S Vd-In(1/7).

zERY

3.2 Regret upper bound at a single time step

For each time t, we first bound the expected error of
the estimation of any arm that lies out of its confidence

band using the sharp bound we obtained in Corollary
4.

Lemma 5. There exists a sufficiently large univer-
sal constant C' > 0 such that for each layer ( €
{0,1,2,...,¢o}, for each time t € [T], and for any
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0 €(0,1/2], it holds that

© gy {1 702 0ot
-(a:T(é;t - 9)‘}] < od/NTIET. (4)

To prove Lemma 5, we adopt a novel argument that
partitions the action set according to the geometric
scale of the confidence levels of the actions. Using
Corollary 4, for each partition, we derive a uniform
error bound for the expected reward of the actions in
the partition with empirical estimate 6. Since we
have no control on the index of the partition that the
maximizer z* belongs to, we finally employ a union
bound argument to combine the error bounds for every
partition and complete the proof.

Proof of Lemma 5. For each layer ¢ and for each time ¢,
consider a partition of Dy, namely {Af,}.eq1.23,.. K}
where K = [log,(T?/6%)] + 1, and we define

¢ _{
Gt ™

For each k, we let

{reDi:wl, e (27727} when k < K
{zreD;:wi, (0,277} when k = K

me, = sup { xiTt(é\w - 9)’}

i€AE

be the maximum estimation error for the context vec-
tors in Af , and next we first provide bounds on mg ;.
By Corollary 4, there exists a universal constant C,
such that for all 8> v/In2, we have that

Pr [mgt > C’-2_“\/g~ﬂ]

=Pr[mf, > (C/2)-27"1Vd- ]
<PrlBie A, o]0 - 9)‘ > (C/2) - wi V- f]
<e

Now we let

af = \fmax{1, [T ' TIn*(1/6) - 2-2% /(d8)]},

and use 1[-] to denote the indicator function. For each

K, it holds that

E [1 [mgt >C-27"Vd- af} 'mgﬁt}

IN

Pr[mg, > C-27"Vd-af| - (C-27"Vd-af)

+oo
+/ Pr[mgt > z]dz
C-Q’”\/E-Oéf ’

exp (—(af)?) - C-27"Vd - of

IA

oo

+C-275Vd- | e Pdp

K
ay

< exp (—(af)?) - 27"Vd - af. (5)

We now upper bound Eq. (5) by considering the fol-
lowing two cases.

In the first case, when of =1, we have that
Tin* T1n?(1/6) - 272 /(d6?) < e,

which means that,

277 < \Jdo? /(T Tin*(1/9)).

Therefore, Eq. (5) is upper bounded by

e~ 27"/d < 6d/\/TIn* Tn*(1/9).

In the second case, when o > 1, we have that
Tn* T1In?(1/6) - 272% /(d6?) = exp((af)?)

and therefore

27 = 67/ (T TIn?(1/9)) - exp((af)?/2).

We can upper bound Eq. (5) by

exp (—()2(1 = 1/2)) - 81/d/(TIn* TI(1/8)) - Vd - f
< 6d/\/TIn* T1n?(1/9).
Summarizing the two cases, we have
E[1|mg, > C 27"V af|mg,]
< 8d/\/TWn* TIn*(1/6).  (6)
We now work with the Left-Hand Side of Eq. (4). Let

x* be the maximizer in the LHS of Eq. (4), and let x*
be the index of the partition such that z* € Ag;. We
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have

E[1[|@)7 @ —0)| 2 0V afiwt)]
X |@) T @ - 0)]]
<E [1 K = K] - ’(x*)T(éc,t - 9)H
+E [1 " < K] x 1 H(x*)T(éc,t - 9)] >

CVid-aZwiy] x| @)@ - 0] (@)

We first focus on the first term in the Right-Hand Side

of Eq. (7). When «* = K, we have w{; < 2/(T/68)2.

Therefore,

Pr [/{* = K and ’(m*)—r(@\c,t - 9)‘ >4/ T1n4Tln2(1/5)}

< Pr [(wg;)—l ‘(x*)T(éc,t . 9)) > T15 /(26 In? Tln(l/é))} <

/S 53 : exp(—T),

where the last inequality is due to Corollary 4 and for
T > /d. Therefore, we have

E [1 " = K] ](:c*)T(ag,t . o)H < 6/1/TIn* Tn2(1/6)
+E[1 |5 = K and ‘(x*)T(é},t - 9))
> 6/ T1n4T1n2(1/5)} : j(x*)T(éc,t - 9)”

< 6/y/TIn* T1n?(1/9)
+ {Pr [n* = K and ‘(x*)T(aQ,t - e)]

> 6/ Tln4T1n2(1/5)} E “(x*)T@,t . e)ﬂ }1/2

< 6/4/TIn* Tn?(1/6), (8)

where the second inequality due to Cauchy-Schwartz,
and the last inequality is because of

2 [Jor -] <2 o]

<o ()] <

Now we work with the second term in the Right-Hand
Side of Eq. (7). When s* < K, we have 27 < wf*t

and af* < ag*t, and therefore

1 |:l€* < K,

@) (e = 0)] > CVd- o, -]
% |@) (@ —0)|

1[|@) Ocu - 0)| 2 V- aZ, 27 ]
@) T G- 0)

<1 {mf* >CVd-af,- Q—ﬂ -

IN

*

K—-1
<31 [mg >CVd- ol - zfﬂ*} -mt,. 9)

k=1

Taking expectation and invoking Eq. (6), we have

E{1 {m*<K,

() (Oes — 0)] > V-, o]

@)@ 0]
K-1
B [1 [ > oV oz 2

k=1

<0d/VTI?T.

Combining Eq. (7), Eq. (8), and Eq. (10), we have

(10)

E {1 H(:c*)T@,t - 9)‘ > CVd-af, -off;}
x ‘(x*)T(ég,t . o)H < 6d/VTIT,
which is to be demonstrated. O

For any layer ¢ € {0,1,2,...
t € [T], we define

,Co} and any time period

el T . T
mey = max {x 60 and m,,:= min {z 0
o= max (a0 and mg = min a70)
as the largest and smallest mean reward for actions in
the action subset N¢ ;. For convenience, we also define

Meo+1,t = Mot and Megt1,t = Mgyt

Note that max,cp, {0} = Mo, and zl 0 > me, 4

(due to z; € N¢, +), we have that the regret incurred at
time ¢ is
gl;réab%{x—ra} - x;l'e < ((mo,t - mCt,t) + (mCt,t - mct,t))
Gt
< (Mg —me,4) + Z(mgfl,t — M)
¢=1

(11)

In the following lemma, we provide upper bounds for
the expressions in the Right-Hand Side of Eq. (11). In-
tuitively, the following lemma states that the expected
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maximum rewards between adjacent layers are close to
each other, and the expected differences between any
pair of actions inside any layer are small and exponen-
tially decreasing as the layer increases.

Lemma 6. Forallt and ( =0,1,---,(p, it holds that

E [max{7ic, — ici1e,0}] < 0d/VTI2T;  (12)
E [max{mgyt —me, - 23_C,0} -1{¢ < Ct}]
<6d/VTI*T. (13)

Proof. We first prove Eq. (12). Let

* T
i= arg max 0
Y gyeNgt{y }

and
* Ty
z; ;= arg max {z ' 0;4}.
t gzeJ\/u{ C,t}

If y; € Negrt, then mey = mey1, because Nepq ¢ C
N¢ . On the other hand, if y; ¢ N¢i14, note that
z; € N¢g1, because z; maximizes zTé\Qt in NV¢ ¢ Sum-
marizing both cases of y; € Ney1, (in which meyq1, =
M) and y; & Negae (in which Mgy > (27) 70 as
zf € Neqi,t), we have

e —Tcene < Wy & Newwe} - (0 —#) 0. (14)

For any (,t and y € N¢, define

€= {ly" (Ocu —0)| <=}

as tAhe success event in which the estimation error of
yTﬁg’t for y "6 is within the confidence interval wé’t.
By definition,

W) "0 < () Oce + @l +1{=ELY - [(WD) T (Bee — 0);

(15)

()70 > (=) T — @ity — -0} [(2)T (Bee —0)].

(16)

Also, conditioned on the event y; ¢ N¢y1,, the proce-
dure of Algorithm 1 implies

(97) T Oc < (2f) Tl — 217,

Subtracting Eq. (16) from Eq. (15) and considering
Eq. (17), we have

(i —2)"0
Swl twl, —2 Y

z€{y;,2{}
< >

=82} o (B — )]
ze{yf 2y}

(17)

(18)

where the last inequality holds because w¢, < 27 ¢
for all x € M, if the algorithm is executed to level

1{=EZ,} - a7 (Oc — 0))|

¢ + 1. Combining Egs. (14,18) and Lemma 5, taking
expectations, we obtain

E [max{m¢ ¢ — M¢q1,e,0}]
<E [1{31? ¢ Neyie}- ( tt}|
+1{-E5} (=) Oc = 0)])|
< B [1{-€2} ) @ce - 0)]]
FE (1) (e - 0)]

<0d/VTI?T.

Now we focus on Eq. (13). We only need to prove the
equation for ¢ > 0 since it is trivially true for ¢ = 0.
Let

) (B — )]

* : T
= 0}.
wy = arg wrenﬁ;cl’t{w }
Clearly, we have that
ey —me, = (Y7 — w;) "o
Similar to Egs. (15,16), we can establish that

W) 0 < () Beora+ L,

+1{=EL b ) T Beore — 0)]; (19)
()0 > (w) 14— =y,
_1{ﬁ54 1t} |( (94 1t—9)‘. (20)

In addition, because both y; and w; belong to N@g -
Nc¢_14, the second step of Algorithm 1 implies that
conditional on ¢ < (,

W) TOc_1s < (W) Be_yy — 217D
< (w:)—ré\(fl,t —227¢, (21)
and
wc 10527 =1, wwl*u < 2~ (¢-1), (22)

Subtracting Eq. (19) from Eq. (2
Egs. (21,22), we get for any ¢ < (;,

0) and applying

Mg —me, = (v —wf)

<2702 2O g 6) T ena = 0)
+ 1{=EL - i) T (Be-1,0 - 0)]

=27 1} )T O - 0)]
+UREL b @) T (B — 6).

Therefore, since the right hand-side of the above in-
equality is non-negative, we have

—mg, — 27,0} 1 < G
<E (1€, % |4 (10— 0)]

FLEL | @) @i = 0)]]

E [max{mg,t
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We finally apply Lemma 5 and prove Eq. (13). O

3.3 The elliptical potential lemma, and
putting everything together

Lemma 7. If the parameter C' in Algorithm 1 is a
large enough universal constant, then we have

max{ Z (/A }] <6dVT.  (23)

Note that instead of a high probability bound, which is
usual in the previous analysis (e.g., [Dani et al., 2008,
Abbasi-Yadkori et al., 2011]), our upper bound is in an
expectation form. This crucially helps us to avoid the
extra log T factor due to the union bound argument.

E

Proof of Lemma 7. Since

T
Ry = z;(gggi{w 0} —x/0),
by Eq. (11) we have

T
<> (Mo — Mg, 4) + (Mg, —me, ;). (24)

By Eq. (13) in Lemma 6, we have that for any time ¢,

E [max{mgt,t — My, 4 —23_<t70}]

Co

g ZE [max{ﬁg,t — m{,t - 23*C’ O} . 1{< S Cf}]
¢=0

S 8d/VT,

Together with Eq. (12) in Lemma 6, we have that

E [max{(mo,; — —me, ) — 2774, 0}]
Co

< Z E [max{m¢ ¢ — M¢q1.4,0}]
¢=0

+E [max{mct +

me, ,t) + (mCt )t

—mg, 4, —2%7%,0}] < 0d/VT.
(25)

Summing up (25) for all ¢ € [T'] and together with (24),
we have that

T
E lmax {RT — Z 23 ¢t

t=1

OH < 8dVT. (26)

Note that @', > 27 ¢t —§4/d/T by the first and the
third cases of the if-elseif-else loop of Algorithm 1.
Therefore, Eq. (26) implies the lemma statement. [

Below we state a version of the celebrated elliptical
potential lemma, key to many existing analysis of
linearly parameterized bandit problems [Auer, 2002,
Filippi et al., 2010, Abbasi-Yadkori et al., 2011,
Chu et al., 2011, Li et al., 2017].

Lemma 8 ([Abbasi-Yadkori et al., 2011]). Let Uy = I
and Uy = Uy_1 + yy) for t > 1. For any vectors
Y1, Y2, .- -, Y1, it holds that

T
>y Uy < 2In(det(Ur)).

t=1

Using Lemma 8, we prove the following Lemma 9. The
proof Lemma 9 follows the similar lines of Lemma
6 in [Li et al., 2019] and we defer it to Appendix B.
At a high level, the proof exploits the power of vari-
ated confidence levels (i.e., the specially designed aé7t
quantity in Algorithm 1) and relies on an applica-
tion of Jensen’s inequality to the concave function

f(r)= \/T In((TIn* T1n?(1/8))7/(d62)), as well as the
commonly used f(7) =+/T.

Lemma 9. It holds that

Zw < dy/TlogTlog(1/6) - loglog(T/$).

Combining Lemma 7 and Lemma 9, we prove Theo-
rem 2.

4 Conclusions

In this paper we study the linearly parameterized con-
textual bandit problem and develop algorithms that
achieve minimax-optimal regret up to iterated loga-
rithmic terms. Future directions include generalizing
the proposed approach to contextual bandits with gen-
eralized linear models, as well as other variants of
contextual bandit problems.
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