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Construction of optimal spectral methods in phase retrieval

Antoine Maillard*°, Florent Krzakala*®, Yue M. Lu', Lenka Zdeborova®

Abstract

We consider the phase retrieval problem, in which the observer wishes to recover a n-dimensional real or

complex signal X* from the (possibly noisy) observation of |®X*|, in which ® is a matrix of size m x n.

We consider a high-dimensional setting where n, m — oo with m/n = O(1), and a large class of (possibly
correlated) random matrices ® and observation channels. Spectral methods are a powerful tool to obtain
approximate observations of the signal X* which can be then used as initialization for a subsequent algorithm,
at a low computational cost. In this paper, we extend and unify previous results and approaches on spectral
methods for the phase retrieval problem. More precisely, we combine the linearization of message-passing
algorithms and the analysis of the Bethe Hessian, a classical tool of statistical physics. Using this toolbox, we
show how to derive optimal spectral methods for arbitrary channel noise and right-unitarily invariant matrix
®, in an automated manner (i.e. with no optimization over any hyperparameter or preprocessing function).
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1 Introduction

1.1 Setting of the problem and related works

In the phase retrieval problem, one aims to recover an unknown signal X* € K" (K = R or C) from m
measurements {y,}, which are noisy observations of |®X*| (the modulus is applied element-wise), with
® ¢ K™ a (random) sensing matrix. This model arises in a large set of problems ranging from signal
processing [Fie82, UE8S, DLM ™ 15] to statistical estimation [CLS15b, JEH15], optics, X-ray crystallography,
astronomy or microscopy [SEC " 15], where detectors can often only measure information about the amplitude
of signals, and lose all information about its phase. Phase retrieval is also a textbook example of a learning
problem with a highly non-convex loss landscape [NJS15, SQW 18, HLV18].

The majority of algorithms developed to solve this problem are based either on semi-definite programming
relaxations [CLS15a, Wall8, GS18] or on more direct non-convex optimization procedures, e.g. Wirtinger
flow [CLS15b] or approximate message-passing [SR14, MV21] to name a few. In general, these optimization
methods require an “informed” initialization X, i.e. that is positively correlated with the signal X*. The privileged
class of algorithms to obtain such initializations in a computationally cheap manner are spectral methods, i.e.
estimates given by the principal eigenvector of an appropriate matrix constructed from the sensing matrix ® and
the observations {y, } [MTV20, LAL19, MDX"21].

In the present work, we consider a high-dimensional limit (or thermodynamic limit in the statistical physics
language), in which n, m — oo with @« = m/n = ©(1). In this limit, a great amount of work is present both
in the statistical physics and in the information theory literature for different assumptions on the matrix ®.
The asymptotic optimal performances in a large class of problems including phase retrieval were conjectured
using the non-rigorous replica method of statistical physics in [Kab08, TK20], and these results were extended
and partly proven in [BKM™ 19, MLLKZ20]. Specifically for the phase retrieval problem, the limits of weak-
recovery were analyzed for Gaussian matrices ® in [LL20, MM 19, LAL19], and for column-unitary ® in
[MDX 21, DMM20, DBMM?20]. In this work we derive the optimal spectral methods for a more generic
assumption of right orthogonal (or unitary) invariance, that is we assume:

Hypothesis 1 (Matrix ensemble). For every O € U(n) (or O(n) in the real case), the following equality holds in

distribution ® < ®0. We assume that the spectral measure of ®® /n weakly converges (a.s.) to a deterministic
probability measure v and we designate (f (X)), = [ v(d\)f(X) the linear statistics of v.

We assume to have access to a factorized prior distribution Py used to generate X*, with zero mean and
variance p = Ep [|z|?] > 0, as well as the “channel” distribution P, (y|z), giving the probability of the
observations conditioned on the value of ®X*. The observations are therefore generated as:
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Eq. (1) defines the very general class of Generalized Linear Models (GLMs). The present work covers a wide
class of phase retrieval problems, in which we assume that P, (y|2) is a function of |z|?, and in which the
prior distribution Py is also symmetric: Py(x)= Py(|z|). The knowledge of Py, Pyt allows us to discuss the




so-called “Bayes-optimal” estimator: although somewhat restrictive this knowledge allows for many insightful
theoretical studies. The information-theoretic and algorithmic limits of the models described by eq. (1) have
been rigorously analyzed in [BKM ™' 19, MLLKZ20]. The Bayes-optimal estimation can be summarized in the
study of the posterior probability of x given the observations Y and the sensing matrix ®:

1 n m 1 n
PRIY,®) = 2o zHlPO(xi) gpout (YM‘% ;cbmxi). 2)

The logarithm of the normalization (1/n) In Z,,(Y) is usually called the free entropy in the statistical physics
terminology. We will generically denote by (-) the average with respect to the posterior probability (2) of x. A
key role in this paper will be played by the algorithmic weak recovery threshold, called awRr, a1go» defined in
such a way that for o < awR,algo all known polynomial-time estimators are uncorrelated with the signal X*,
while for o > awr,a1go, there exists estimators that recover a finite fraction of the signal in polynomial time.
This algorithmic weak recovery threshold depends on the spectral distribution of the matrix ® and of the specific
form of the output channel distribution. Interestingly, it only depends on the prior distribution Fy via its variance
p- Its derivation has been presented in [MLKZ20], where it was shown that arwr, A1go 18 the only solution to the
equation:
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In this equation, we let 3 € {1,2}, with K = Rif 3 = 1 and K = C if 8 = 2!. We introduced the standard
Gaussian measure on K as Dgz = (2r/8)~#/? exp(—f|2|?/2)d2. Note that in eq. (3), the integrated quantity
and the averages (-),, depend on ¢, so that this is actually an implicit equation on awRr,Algo. An important
algorithmic question is to characterize the class of polynomial-time algorithms that can achieve weak recovery
above the predicted threshold.

The (generalized) vector approximate message-passing (G-VAMP) algorithm [RSF17, SRF16] has been
shown to achieve the threshold in [MLKZ20]. Furthermore, it has been conjectured to achieve the optimal
polynomial-time recovery for rotationally (unitarily) invariant matrices, i.e. satisfying Hypothesis 1. However
this algorithm is rather sensitive to the assumptions of the model, that often do not hold in real data: thus, its
applications to real problems are somewhat limited. It is therefore of great interest to investigate more robust
and computationally even cheaper algorithms that could achieve similar performances. A natural class of such
algorithms are spectral methods. Their output can be used as informative initializations for local gradient-based
optimization algorithms, and can induce a jump in the accuracy achieved at a reasonable computational cost.
Such techniques have already been applied e.g. in optical systems [VDG21]. In the context of phase retrieval,
the performance of these spectral methods has been rigorously analyzed for Gaussian [LL20, MM19, LAL19]
and unitary [MDX 21, DBMM20, DB20] sensing matrices. For Gaussian sensing matrices, [MTV20] also
shows how to optimally combine such spectral methods with simple linear estimators, improving even further
the performance.

The main goal of the present paper is to design optimal spectral methods for the phase retrieval problem in
the aforementioned limit, for the very generic class of sensing matrices of Hypothesis 1. Most importantly, in
contrast to the previous aforementioned works our approach is completely automated, in the sense the spectral
methods we derive are (conjectured to be) optimal without the need for optimization over additional parameters.
The constructiveness of our approach gives more weight to this optimality conjecture, as we do not restrict to a
specific family of spectral methods.

We construct and unify three different approaches for the design of such algorithms, for any sensing matrix
satisfying Hypothesis 1: (a) a “pedestrian” optimization of the preprocessing function (the approach of the
aforementioned previous works), (b) the linearization of message-passing algorithms, and (c) a Bethe Hessian
analysis. In short we show that (a) is just a shifted version of (c); (c) automatically uses the optimal preprocessing
function in (a); and two eigenvalues of (b) (the dominant one and a peculiar one) have an exact correspondence
with the top eigenvalue of (a).

IThe integrals on C are effectively defined as integrals over R?.



1.2 Main results

In most previous approaches [L1.20, MM 19, LAL19, MDX " 21], the design of spectral methods for the phase
retrieval problem was restricted to consider spectra of matrices of the type:

m

1
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These matrices are functions of a (bounded) preprocessing function 7. It was previously shown for Gaussian
i.i.d. matrices ® [LL20, LAL19] and for random column-unitary matrices ® [MDX 21, DBMM20] that the
optimal transition and reconstruction errors in the class of spectral methods described by eq. (4) is attained by
the following functions:

awgout(y/u 0, P) OwJout (y/u 0, p/OJ)

T ) = , Tir. = . &)
Gaussmn(y) 1+ pawgout (yl“ 07 p) Unitary (y) 1+ gawgout (y/“ O, p/Oé)
In eq. (5) we introduced the function gy, defined as:
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Our first result is a conjecture, that generalizes the above two results and gives the optimal spectral method for
any phase retrieval problem of the type of eq. (1) which satisfies Hypothesis 1%

Conjecture 2. For any right-rotationally (or unitarily) invariant matrix ® satisfying Hypothesis 1, the optimal
(in terms of both weak-recovery transition and achieved reconstruction error) spectral method belongs to the
class of eq. (4), and is attained by:

* 80.7 ou 70’ )\ v «
o) = Dot 0 p0nf)
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Before detailing further our results, let us explicit two important consequences of Conjecture 2:

e Note that one can always assume the global scaling Tr[®®]/n? — ()\), = a, as it can be absorbed into the
channel P,,;>. The optimal spectral method (in terms of weak-recovery threshold and achieved correlation)
is then given by 7*(y) = 0w gout (Yu, 0, p)/(1 + pOugout (Y, 0, p)). Remarkably, this optimal function does
not depend on the spectrum of the sensing matrix ®, nor on the sampling ratio .. The universality of the
method is striking when one compares the optimal performances achievable both information-theoretically
and by message-passing algorithms that are both heavily dependent on the spectrum of the sensing matrix and
the sampling ratio «, as analyzed in [MLKZ20]. Universality also has deep consequences for phase retrieval
practitioners: when using a spectral initialization for a non-convex optimization algorithm, she/he does not
have to take into account the details of the correlations in ® to construct an optimal spectral method. Although
our conjecture requires Hypothesis 1, this assumption can possibly be partially loosened as numerically
explored in Section 3.

'Tn the complex case, this is the “Wirtinger” derivative 9, f(z) = (0x f(2) — 19y f(2))/2.

Note that Conjecture 2 is compatible with the results of eq. (5). Indeed, for Gaussian i.i.d. matrices, one has (\), = «, while for
random column-unitary matrices, (\), = 1.

3This scaling is chosen to match the one of Gaussian i.i.d. matrices.



e Importantly, Conjecture 2 claims optimality of our method among all spectral methods that one can construct
from the data ® and the observations {y, }. As we will see, it turns out that this optimal method belongs
to the class of eq. (4), but our derivation is fully constructive and did not assume anything on the form of
the spectral method. We believe this is an important improvement of our work with respect to the previous
analysis of spectral methods in phase retrieval, which always assumed the method to be in the class of eq. (4).
In this sense, our work also confirms the validity of this restriction.

Our second main result, which is linked to Conjecture 2, is the reconciliation of different constructions of spectral
methods. In particular, we develop two automated approaches to design optimal spectral methods for the phase
retrieval problem.

e The first approach arises as a linearization of the Generalized Vector Approximate Message Passing (G-
VAMP) algorithm [SRF16, RSF17]. Similar techniques to obtain efficient spectral methods were already
investigated in community detection [KMM ™ 13], phase retrieval with Gaussian and column-unitary matrices
[MM19, MDX " 21], and in the spiked matrix problem [ALM*20] to name a few. Here we extend this method
to real and complex phase retrieval with a sensing matrix satisfying Hypothesis 1. We call MLAMP) (for
Linearized-AMP) the corresponding matrix. It is given by:

Aw P! :
MOANP) = L0 (5 B ) Ding (Ol 0. P V) ). ®

The aforementioned existing works used the principal eigenvector u of this matrix to construct the spectral
estimator as X avp < ®TDiag(d,gout (Y, 0, p(A) /). Interestingly, we will see that this estimator
achieves the optimal recovery threshold but sub-optimal performance. In Section 2.3, we show that the

optimal estimator can also be derived from the spectrum of MEAMP) bt that it is “hidden” inside the bulk of
M(LAMP)

e Our second approach leverages the Thouless-Anderson-Palmer (TAP) formalism of statistical physics [TAP77],
using the results of [MFC " 19]. The TAP approach consists in studying the posterior distribution of eq. (2)
by “tilting” it in a controllable manner: this allows to study a modified posterior distribution in which the
first and second moments of all z; are fixed. These moments become then variables of the free energy
associated with this modified posterior distribution: this is called the TAP free energy in the statistical physics
language. When weak recovery of the signal is impossible, this free energy possesses a global minimum in
the completely uninformative point in which the estimator is the vector m = 0. On the other hand, when
weak recovery is possible, the optimal estimator corresponds to the global minimum of the TAP free energy
with m # 0. However ws we will see the point m = 0 always remains a stationary point of the TAP free
energy. Moreover, a spectral method used for initializing a non-convex optimization algorithm can be based
solely on the observations (i.e. on ® and {y,}), and therefore can not exploit any physical information other
than the one present in the uninformative point. When this point is locally stable, we therefore expect all
polynomial-time algorithms not to be able to achieve weak recovery. This conjecture has been proven in some
cases, e.g. in [MTV20] for Gaussian ®, in [DMM?20] for unitary ®, and in [MLKZ20] for a large class of
right-rotationally invariant ®. On the other hand, linear instability of the m = 0 point implies that there should
exist a minimum of the TAP free entropy with positive correlation with the signal, and which corresponds to
the optimal estimator. With this picture in mind, it is natural to conjecture that the optimal spectral estimator
is the dominant unstable direction of the uninformative fixed point, i.e. the smallest eigenvalue of the Hessian.
Indeed, this is the most informative direction that one can obtain solely by a local analysis of the m = 0 point.
The Hessian of the TAP free energy at the uninformative point is also denoted Bethe Hessian. Notably, this
Bethe Hessian has been investigated in the context of community detection [SKZ14]. This leads to another
method, called M(TAP) | which is (up to a shift) the method M(7™*) given in Conjecture 2:

1 1 i aw ou 707 )\ v
M(TAP) _ —;]ln-%* g t(yu /)< > /a) (I)Miq)uj' 9)
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Algorithm 1: Generalized Vector Approximate Message Passing
Data: The sensing matrix ®//n = USV', the outputs {y,,}"

a number of iterations 7.

Result: An estimate X of X*. e
Randomly initialize all variables;
fort=1,---,Tdo
(Denoising x) (Denoising = ﬁq)x)
X = gu1(T5, 1) # = g1 (Ri, )
U]i = 1 Z? 1 aT gz1 (Tﬁvrﬁ) Czi Bm M: 8R#gzl (Rtlva)
T} _Ui”f T R} = 72 — R]
Vs = *—’Yl 7'5:%_7'{
( Estlmatlon ofx) (Estimation of z)
ﬁg = 9w2(T R2772772) ié = 9z2(T RQy”YzaTz)
vt:<+> ct:l<$>
2 A/ 2 IAA]
T = Lx5 - T R = 125 Rt
= k- o A

return £/ ;

Let us now briefly outline the structure of the paper. In Section 2, we unify three different approaches to
construct optimal spectral methods for the phase retrieval problem. The first one, based on linearizing the vector
approximate message passing is studied in Section 2.1, In Section 2.2 we consider a second approach, based on
the Bethe Hessian. Remarkably, as we show in Section 2.3, for any channel distribution and sensing matrix ®,
this method coincides exactly with the third approach, which consists in simply generalizing a spectral method
that has been proven to be optimal for Gaussian [LAL19] and unitary [DMM?20] sensing matrices, see eq. (5).
We relate the performance of these different approaches, and show that they allow to conjecture the optimal
spectral method, summarized in Conjecture 2. In Section 3, we give numerical evidence to support our claims.
We give the performance of the spectral methods we derived in phase retrieval, for noiseless and Poisson-noisy
observations. We also show that our methods perform very well even by allowing more structure in the sensing
matrix than assumed in Hypothesis 1, by considering for example randomly subsampled DFT, Hadamard or
DCT matrices'.

Notations - Before presenting the technical aspects of our work, we introduce some notations. Recall that
B = 1,2 for respectively real and complex variables. U{g(n) denotes the orthogonal (or unitary) group. For
z,y € K,wedefinex-y=axyif K=Randz -y = Re[zy] if K=C.

2 Spectral methods, message-passing algorithms and TAP approach

2.1 Linearized vector approximate message passing

In this section, we describe the vector approximate message-passing algorithm for the phase retrieval problem
with sensing matrices satisfying Hypothesis 1. The algorithm was first stated in [RSF17] for the compressed
sensing problem, and later generalized in [SRF16] to any GLM described by eq. (1). It makes use of the SVD
decomposition of ®, that we write as ®//n = USV'. The full iterations of the algorithm are detailed in
Algorithm 1. We used some auxiliary functions, defined below:

1yt t
9:1(T,7)i = Epy(y,—m 7], 92(T,R,v,7) = % +VST(248ST) (LR - y), a0)
gzl(R7 T)M = EPout (yw Ru 1 ) [ZL gz2 (T7 R? v 7-) = USVTng (Ta Ra v T)'

"Note that the universality of linearized approximate message passing algorithms for a Gaussian prior and different ensembles of
column-orthogonal matrices was analyzed recently in [DB20].



We denoted Py(~y, A) the probability distribution with density proportional to Py (a:)ef%ﬂ{ 2 =BXiw and Py (Y, Wy, b)
Blz—wpl?
the one with density proportional to Pyt (y,|2)e” %

2.1.1 The trivial fixed point

In Algorithm 1, one can use the Bayes-optimality hypothesis to derive the following relation (see for instance
eq. (107) of [KKM ™ 16]):

m

1
2B,

p=1

R 1) UZ (Rl) ol } - lt (1)
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T

Informally, eq. (11) expresses that the estimated variance of z, defined as 7/, is equal to the mean square
difference between z and the estimation of z (being R! /7}) under the estimated posterior. Recall that we assumed
that Py is symmetric with p = Ep,[|z|?] and that Pyt (y|2) only depends on |z|2. Using eq. (11) along with
this hypothesis, it is easy to see that Algorithm 1 admits the following fixed point, that we call “trivial” as it is
completely uninformative:

7 =0, Y2=p, v = p, vy =p
:T1 :O, )A(Q :TQZO, 1 :Oé/(p<)\>y), 7'2:0 (12)
c1=pNy/a, ca=pA),/a, 71 =R; =0, Zo =Ry =0.

2.1.2 Linearization around the fixed point

We can now linearize Algorithm 1 around the fixed point given by eq. (12). We begin by showing that the first
order variations of all the variances and inverse variances parameters are negligible, and we detail this derivation
in Appendix D.1. This will greatly simplify our linearization around the trivial fixed point, as we can focus
solely on the vector parameters. For clarity, we restrict here to the real case 5 = 1, while the derivation in the
complex case is provided in Appendix A. We write the linearization of Algorithm 1 as (all derivatives are taken
at the fixed point of eq. (12)):

(S)A(i VTgxl(STli, (523 = VRgzl(SRﬁ, 5Tt = 15A (5Tt
5X2 VTgac25T2 + ngm25R27 5Z2 VT9225T2 + VR9225R27 (13)
ORG = 55y, 021 — ORY, 0Ty = [0%) — 0Th, SR = J65-0) — ORY,.

The derivatives of the auxiliary functions of eq. (10) at the trivial fixed point of eq. (12) are:

O1,[(921)i] = p i, Or,[(922)i] = pdijs  Or,[(g21)u] = 5WEP;M (50,2202 7], "
(3% L7 Q(ﬁ LV
On,[(922)i] = P22, Orl(g:2)u] = p 22, O, [(g22)u] = p BBz,
Plugging eq. (14) in eq. (13) yields, with v(y,) = E souu 122
Pout (yu,07 a )
oXi = poTt, 677 = Diag({v(y,)})0R}, T, = léAt — 6T,
ORG = &0 — R}, 0% = poTh+ p%ng, 52, = p}éTQ + pL"TéRg, (15)
OTTH = 0%, — 0Th,  OR™ = S5-62; — ORS.
These equations imply 6T5 = 0. The equations can then simply be closed on 6R}:
T
1 [ o PP _ « . B ‘
SREFL = (<A>u = 1) [7p<)\>yD1ag({v(yu)}) P (16)

As shown in Appendix A, we obtain the same equation in the complex case. Interestingly, v(y,,) can be linked to
the function 9, gous, simply by eq. (7): O gout (Yu, 0, o) =—-0"2+ 0_4v(yu).



2.1.3 The LAMP spectral method

The Linearized-AMP (LAMP) spectral method is based on eq. (16), and consists in taking the largest eigenvalue
and corresponding eigenvector of the m x m matrix:

ANy, a Pt .
M(LAMP) = p<a> ( </\>V - — m) D1ag(8wg0ut (yﬂ, 0, p<)\)y/04))-
Note that M(“AMP) js not a Hermitian matrix, so “largest” eigenvalue means here eigenvalue of largest real part.
If  is the eigenvector of MLAMP) aesociated to this largest eigenvalue, then one can construct a corresponding
estimate X using the relations of eq. (15), as:

P[4 Diag({v(y)}) -

| @t [ Diag({v(y,)}) -

X

’m. (17)

Surprisingly, and as we will see in more details in Sections 2.3 and 3, this spectral method achieves the optimal
weak-recovery threshold but only sub-optimal performance compared to M(7*). There is, however, a way to
recover the optimal performance from M(LAMP) by considering an eigenvalue equal to 1 (and thus “hidden”
inside the bulk) which appears when weak recovery is possible.

2.2 The Bethe Hessian approach
2.2.1 The TAP free entropy

In this section we detail a statistical-physics based constructive approach to derive the optimal spectral method
for the phase retrieval problem. We consider the so-called Thouless-Anderson-Palmer (TAP) [TAP77] free
entropy of the system, that we denote frap(Y, ®, m, o). The idea of this approach is to constrain the posterior
probability of eq. (2) to satisfy the first and second moment constraints (x) = m, {||x — (x)||?) = no?, and to
study the free entropy of this “tilted” probability distribution. This provides a dual perspective on the posterior
distribution (also called Gibbs measure), by considering the landscape of frap. For clarity we will drop the
dependency of frap on Y, ®. Of particular interest are the maxima of this free entropy, corresponding to pure
states in the statistical physics language. It is known that the fixed points of the optimal algorithm for this
problem, i.e. generalized vector approximate message-passing (see Section 2.1), are in exact correspondence
with the local maxima of the TAP free entropy. This is shown in [MFC" 19], in which the TAP free entropy
for rotationally-invariant generalized linear models is also derived!. By maximizing as well on the variance
parameter o2, it yields, up to 0,,(1) terms:

>0 geK™ wEKm Aek™

B - By 2 = 2 B -
frap(m) = sup sup extr extr [nZ)\i-mzA—%(na +leml| )—nﬂzlw#g#
1= =

pb = 2 1 —B8Y|z2— B
_Qn(;‘gM —omfr)—i—n;ln KPO(dx)e 2 (18)
o — dh in—y ﬁ
T DY A ) 9 S ) + ()]
pu=1 K ( B ) =1 p=1

Here the notation extr~ f(y) means that one should solve the corresponding saddle-point equation 0, f(v) = 0,
and the function F' is defined as:

Gt | alyy - 1 1 « 1+«

5 5 5 lnCy <ln((m(y + )y ~3 Inz — 5 Iny — 5

F(m,y)zci?go{
TSy

!The results of [MFC ™" 19] stand in the real case, but can be straightforwardly generalized to complex variables.



One can write the saddle-point equations associated to eq. (18), called the TAP equations:

mn

m; = EPQ('y,)\i)[mL % 21 Po 2‘ H.’E - mi|2]7

UC h—w, 2
9y = Gout (Ypu> Wy, b), = x 21 {|9u|2 +3 = Ep i (gy0.b) U 5| }}’ (19)
wy + bg, = ; %mi, b=—-29,F(c%r), v=-20,F(c%r).

2.2.2 The trivial fixed point

It is easy to see that the TAP equations (19) admits a trivial fixed point at m = 0 (corresponding to a local
maximum of frap). At this point, the parameters are 02 = p,g =w = A =0,y =71 = 0, b = p()\), /a. This
uses in particular a known consequence of the Bayes-optimality, that relates the variance parameter b to the mean

squared difference between the true ®X* and its estimate, see [KKM " 16]": L > o1 Epe (o iy [P —wuP] =

b. The derivation of the fixed point also uses the behavior of F(¢2,r) at small r, computed in Appendix D.2:

(Nyra?  otr?
F(o%r) = - VQ + o (M), — (1 + a)(N)2] + 6®3G (ro?), (20)

with G(x) a continuous bounded function in z = 0.

2.2.3 The spectral method

A natural way to design a spectral method for this inference problem is to consider the Hessian of — frap at
this trivial fixed point, as we expect a descending informative direction to appear in its spectrum at the weak
recovery threshold. As we show in Appendix B, this procedure leads to consider the n X n matrix:

m

n 1 1 6w ou 70 v/
MTAR) = — 22 frup(0) = — =1, + — Z p(A)gu 1 0:p200 /) Dy Ppj-
B P T L+ BR0ugout (Yu, 0, p(A)u /@)

2.3 Unification of the approaches
We now detail our main claims and results concerning the spectral methods we just derived.
The optimal spectral method and the Bethe Hessian

Very importantly, as opposed to previous approaches, our derivation is constructive: we start from the fully-
explicit expression of the TAP free entropy given in eq. (18) and simply compute its Hessian at the trivial fixed
point. From the statistical physics literature (as we detailed in Section 1.2), we expect that the optimal spectral
method will be given by the largest eigenvalue (and associated eigenvector) of this Hessian. The result of our
computation of this Hessian was given in eq. (9). Importantly, this implies that the optimal spectral method that
can be built from the data ® and the observations {y, } belongs to the class of methods given by eq. (4). Our
conjecture therefore also gives weight to many previous analysis of spectral methods for phase retrieval, which
only studied spectral methods of the type of eq. (4) [LL20, MM 19, LAL19, MDX "21].

Relating linearized-AMP and the Bethe Hessian

Our derivation of M(MAMP) is constructive as well, and in this sense fundamentally differs from the L-AMP

algorithms designed in [MDX " 21] to assess the performance of other spectral methods. We start by a proposition,
proven in Appendix D.3, which relates the eigenpairs of the two methods.

IThis relation is equivalent to eq. (11), which states it for AMP iterations rather than the solutions of the TAP equations.



Proposition 3. Without loss of generality, we assume (\), = o. Let z, = 0,Gout(Yu,0, p(N), /), and
(ALamp,v) be an eigenpair of MLAMP)  Accume that M\pavp + pzy # 0 forall p = 1,--- ,m. Then
®1Diag(z,)v # 0, and we let ¥ < ®1Diag(z,)v with ||%||*> = n. Moreover:

Conversely, let x be an eigenvector of MTAY) with norm ||x||?> = n, with associated eigenvalue Apap. We define
u = Diag[(1 + pz,) " '|®x/\/n. Then one has:

M(LAMP)M =u -+ p)\TApDiag(l + ,Oawgout (y,Lta 07 p))u

Moreover, if A\rap = 0, eq. (17) applied to u yields the same performance as the TAP estimator.

By considering Apanp = 1 and Arap = 0, one immediately deduces two important consequences of Proposi-
tion 3 and the definitions of the methods (cf. egs. (8),(9)):

e The appearance of an unstable direction, in the spectrum of M(TAP) (e a positive eigenvalue) and of
MEAMP) e an eigenvalue with real part greater than 1), occurs at a common threshold (i.e. the weak-
recovery threshold, given by eq. (3)).

e An eigenvalue 0 appears in the spectrum of M(TAP) if and only if an eigenvalue 1 appears in the spectrum

of M(FAMP)  Thege two eigenvalues therefore correspond to marginal stability of the linear dynamics.
Moreover, the two estimators associated to these eigenvalues are identical, i.e. MEAMP) contains the optimal
estimator. Importantly, this estimator is different from the largest eigenvector of MAMP) \which reaches
only suboptimal performance as we will see in Section 3.

3 Numerical experiments and perspectives

In this section, we numerically assess our predictions and compare the performance of the spectral methods
on various problems. In Section 3.1, we consider the recovery of a randomly generated signal with different
right-rotationally invariant sensing matrix ensembles. In Sec. 3.2, we illustrate the transition phenomena in the
spectra of M(TAP) and MFAMP) which raise interesting random matrix theory questions. Finally, in Section 3.3,
we validate our predictions for the recovery of a natural image with various matrix ensembles. We numerically
verify that all our conclusions derived for random signals still hold in this setting. The numerical code used to
generate all figures is available in the supplementary material.

Another spectral method — In the figures, we sometimes consider another spectral method, called MMM) e g
obtained by naively considering the preprocessing function of [MM19], which was shown to achieve the optimal
transition for Gaussian sensing matrices. More precisely, we have (assuming p = 1 and (\), = «): Tam(y) =

OwGout (¥, 0, 1)/[ %" + 0w gout (v, 0, 1) |. In particular note that at o« = /2, we have Tyr = T, so that Ty

indeed achieves the optimal weak-recovery transition for Gaussian matrices, for which awgr algo = 5/2.

3.1 Performance of the spectral methods

We show the performance of the spectral methods to recover a random signal in three different cases, that we
briefly describe:

e In Fig. 1, we consider noiseless real phase retrieval (i.e. sign retrieval), with uniformly sampled column-unitary
sensing matrices. We also show that our conclusions transfer to randomly subsampled Hadamard matrices,
validating the conclusions of [DB20].

o In Fig. 2a we consider noiseless real phase retrieval when the sensing matrix is a product of two Gaussian i.i.d.
matrices. This setup can for instance be interpreted as Gaussian phase retrieval in which the signal is drawn
from a known generative prior, similarly to the analysis of [ALB"20]. Importantly, it is not covered by any
previous analysis of the spectral methods, emphasizing the generality of the framework of Hypothesis 1.
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Figure 1: Mean squared error achieved by our spectral methods and a naive version of the spectral method of
[MM19] for real column-orthogonal sensing matrices and a noiseless channel. We give the performance on uniformly
sampled column-orthogonal matrices as well as randomly subsampled Hadamard matrices. The simulations were
done using m = 8192, and the error bars are taken over 10 instances.

e In Fig. 2b, we compare our results in noiseless and noisy settings. More precisely, we consider complex phase
retrieval with a Gaussian sensing matrix, and either a noiseless channel or a Poisson observation channel with
intensity A > 0:

Ak Py 2k
Pout(ylz) = e A '225 | ’

This latter channel is particularly relevant for optical applications, in which the detector can be modeled as
being affected by a Poisson noise. In both cases, we find that all our conclusions on the optimality of the
M(TAP), and on the link between MIAMP) and M(TAP), still hold.

3.2 Transition phenomena in the spectra

We illustrate the weak-recovery transition in the spectra of the different methods. Precisely, we confirm the
following claims of Section 2.3:

e Both M(FAMP) and M(TAP) have a largest eigenvalue (in real part) that detaches from the bulk for o >
QWR, Algo» given by eq. (3).

o In the regime in which weak-recovery is possible, the largest eigenvalue of M(TAP) approaches 0 as n — oo.

The associated eigenvector achieves optimal correlation with the signal (among spectral methods) as n — co.

M LAMP) gives rwo estimators that are positively correlated with the signal for o > awRr,A1go- The first one

corresponds to its largest eigenvalue in real part, and achieves worse correlation than the largest eigenvector of
M(TAP) The second one corresponds to an eigenvalue inside the bulk (but isolated from the other eigenvalues)
that approaches 1 as n — oo, and achieves the same optimal performance as the estimator given by M(TAP),

We verify these claims for different values of a, below and above the weak-recovery threshold, in complex
Gaussian phase retrieval with Poisson-noise, in Fig. 3. We complete this analysis in Appendix C, by considering
noiseless phase retrieval and more values of « in Fig. 6, and product of complex Gaussian matrices and structured
signals in Fig. 7.

Remark — In the shown figures there is a very small discrepancy between the overlaps achieved by the principal
eigenvector of M(TAP) and the eigenvector of MEAMP) with eigenvalue 1. This is due to the fact that the
subplots of Fig. 3 (and similarly for Fig. 6) are generated with different instances of the matrix ® and signal X*.

11
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(a) Product of two real i.i.d. Gaussian sensing matrices with a size ratio v € {0.5, 1.0, 2.0}. The simulations were done using
m = 10000, and error bars are taken over 10 instances.
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(b) Complex Gaussian matrix, in noiseless phase retrieval and in Poisson-noise phase retrieval with A = 1. The simulations were
done using m = 10000 (noiseless case), 12000 (Poisson case), and the error bars are taken over 10 (noiseless case), 5 (Poisson
case) instances.

Figure 2: Mean squared error achieved by the different spectral methods in two different settings.

On the performance of the spectral methods — When weak recovery is possible the largest eigenvalue of
M(TAP) concentrates on 0 as we noticed. However, the spectrum of M(TAP) also contains many very large
negative eigenvalues. In practice, we use an inverse iteration method to quickly estimate the associated
eigenvector. We use a similar approach for M(LAMP), using inverse iterations to estimate the eigenvector with
eigenvalue 1, and usual power iterations for the largest eigenvalue.

3.3 Real image reconstruction

As a final analysis, we numerically investigate our predictions for the reconstruction of a natural image. For
comparability, we consider the image of The Birth of Venus already used in [MM 19, MDX"21]. Although this
signal is not i.i.d., we will see that all our previous conclusions, numerically investigated in Sections 3.1,3.2,
transfer to this case. We consider a noiseless phase retrieval channel and different sensing matrices ®: multiple
ensembles of column-unitary matrices (which partly reproduces the analysis of [MDX " 21]) and a product of two
complex Gaussian matrices with aspect ratio v = 1. In particular we consider partial DFT matrices, introduced in
[MYP14, MDX"21], which are an ensemble of column-unitary matrices obtained from the usual DFT matrices.
Namely, there are defined for m > n as ®//n = FSP, with F € C"™*" a DFT matrix, S € R™*" containing
n columns (randomly taken) of the identity matrix 1,,, and P a diagonal of random phases. In Fig. 4, we give
the MSE obtained by the different spectral methods and these two matrix ensembles. We also give examples of
the images recovered by the algorithms. Eventually, despite the fact that the signal (and possibly the matrix as
well) is structured, we still observe the same transition phenomena in the spectra of M(TAP) and M(EAMP) 4
shown in the supplementary material, in Fig. 7. Namely, we still observe that the optimal estimator is associated
with marginal stability of both spectral methods, while the largest eigenvalue of MLAMP) ¢ associated to a
non-optimal estimator.

Let us also illustrate how this spectral method can be combined with a subsequent local optimization
algorithm. We use the spectral estimator as the initialization point to running vanilla gradient descent on the

N 2
square loss L(x) = ﬁ o {‘ (?/Xﬁ)“ |2 — ‘ ((I)\)/(ﬁ)" ’2} . This allows to already obtain a perfect recovery of
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Figure 3: Transition in the spectra of MEAMP) (1eft) and M(TAP) (right) for a complex Gaussian ® and a Poisson
channel with A = 1. For a@ > awr,algo = 2, we indicate the approximate overlap ¢ corresponding to the the
relevant eigenvalues.

the image for o = 4, as shown in Fig. 5. In Appendix C.2 we expand this analysis by showing the MSE
achieved by the gradient descent procedure. In particular, we confirm that combining the gradient descent with
the spectral initialization allows to reach perfect recovery at finite o, which is not possible with the “vanilla”
spectral methods.

3.4 Perspectives

Our analysis raises interesting open questions, both from the random matrix theory and the statistical physics
viewpoint.

e First, we notice that the optimal estimator is always associated with marginal stability, both in MEAMP) and
M(TAP) A clear understanding of this marginal stability is still lacking. Note that this marginal stability
was already observed in [MDX " 21] for phase retrieval with column-unitary matrices, and in the context of
community detection, a marginally-stable eigenvalue inside the bulk of the non-backtracking operator was
already observed to be associated with Bayes-optimality in [DCT19]!. Moreover, the principal eigenvector of
the matrix M(4MP) is agsociated to an unstable direction, thus dominating the dynamics of the linearized-
AMP. However its achieved correlation is smaller than the one achieved by the marginally stable, optimal,
eigenvector. We also noticed that the eigenvectors of MTAP) do not contain any information about this
suboptimal estimator®. This blindness of M(TAP) to the principal eigenvector of M(LAMP) very puzzling
from a theoretical point of view. Indeed, as shown in [MFC ™" 19] and reminded in Section 2.2.1, the stationary
limit of G-VAMP (Algorithm 1) is in exact correspondence with the stationary point equations of the TAP
free entropy. One would therefore expect the two spectral methods MAMP) and M(TAP) to contain the same
physical information on the system. Finally, the different qualitative behaviors of the two methods (instability
of M(LAMP) 4 opposed to marginal stability of M(TAP)) only deepens this puzzle, and understanding this
disparity is an interesting open problem.

e Importantly, our analysis is essentially not rigorous (hence the use of conjectures). An interesting perspective
would be to establish rigorously our statements, in similarity with what is proven in [DBMM20] on the

"This was even used as a criteria to evaluate the Nishimori temperature from the Bethe Hessian in [DCT21], which appeared a few
months after our analysis.

%In particular, this is an important distinction between our L-AMP constructive derivation and the L-AMP algorithms of [MDX 217,
which are designed to match the spectral methods of the type M(7): in the latter, it was shown that the L-AMP estimator always
matched the one of the spectral method.
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Figure 4: Mean squared error achieved by the different spectral methods for the recovery of a natural image
in noiseless phase retrieval. We consider column-unitary matrices ® (both uniformly sampled and partial DFT
matrices, left) and the product of two complex Gaussian matrices with aspect ratio v = 1 (right). We reduced each
dimension of the original 1280 x 820 image by a factor 20 (left) or 10 (right), and we average the MSE over 5
instances and the 3 RGB channels (which are recovered independently).
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Figure 5: Reconstruction of a real image in noiseless phase retrieval with partial DFT matrices. We reduce the
image size from 1280 x 820 to 128 x 82. We compare, for three different values of «, the estimators of M(7*)
(top line) and the estimator obtained by running a gradient descent procedure starting from the estimator of M(7*)
(bottom line). We recover the 3 RGB channels with independent instances of the sensing matrix.

analysis of [MDX"21] for column-unitary matrices. This would require a random matrix theory analysis
of the “BBP”! transition in matrices of the form of eq. (9), which is, to the best of our knowledge, lacking
in the generic rotationally-invariant case. Another approach would be to use the (rigorously known) state
evolution (SE) of AMP, which allows to track its asymptotic performance. This approach was considered in
[MDX 21, DB20]: importantly, this method also provides analytically the asymptotic performance of the
spectral method, which is not derived in the present work.

e Another important perspective is to apply our methods in real-world settings in which the way the data and the

signal are generated is not necessarily known. Our analysis of a real image (cf Fig. 4) suggests that having a
structured prior distribution does not harm our conclusions. The influence of a so-called “mismatched” setting
in the channel distribution (i.e. when the data is generated with a distribution P9, and inferred with a different
distribution P,;) is however less clear, and we leave it for future work.

1

i.e. the appearance of a largest eigenvalue detached from the bulk of the other eigenvalues, as « increases. It was first rigorously
analyzed in [BBAPOS5] for spiked Gaussian matrices.
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A Linearized Approximate Message Passing in the complex case
In the complex case, we write the linearization of Algorithm 1 as:

0K} = V1gs1(0,0)0T] + Vs (0,0)6Tf,
523 = ngzl(Ov p_l)éRﬁ + ngzl(Oa p_l)(SRﬁ,
0TS = o] — 0T, SRE = —9—62) — ORY,

PN 21)
5’23 = VT912(07 07 p717 0)5T§ + ngﬂ?Q(O’ 07 p717 0)6Rt ?
625 = ngz2(07 07 p_lv 0)5Tg + vRQzQ(O) 07 ;0_17 0)5R57
5T1‘i+1 — %5&% _ 5'1*1527 (5R§+1 = p<§\‘>u5i§ — (5R'52.

Recall that here 0., 05 are the usual Wirtinger derivatives. Since the functions g,2, 9,2, defined in eq. (10), are
obviously holomorphic, we did not include their derivative O; as it is trivially zero. Moreover, we assumed
that Py(z), Pous(y|2) are functions of |z|? (i.e. spherical symmetry), which defined our phase retrieval problem.
Starting from the definition of eq. (10), this implies that

07:921(0,0) = 2(Ep,[2*] — Ep,[2]) = 0,

in which the last equality is a consequence of the spherical symmetry. In the same way, one obtains Vgg.1(0, p~1) =
0. We can then compute, as in the real case (cf eq. (14)):

(01,[(921(0,0)3] = pdij,
Or, 192100, p71),] = 0B Py (4, 0.0 ) = G0 (),
Or;1922(0,0,p71,0)] = pdy,
O [9:2(0,0,p71,0)] = p(VSTU ), = ph, >
01,[9:2(0,0,p71,0),] = p £,
Or,[9:2(0,0,p71,0),] =p %-

The derivation of the real case then straightforwardly transfers to the complex case, and we reach eq. (16) in the
complex case, as claimed.

B The Hessian of the TAP free entropy

B.1 The derivatives of the parameters at the trivial fixed point

We start from the relations of eq. (19). Let us differentiate them with respect to mga), for any a € {1, 3} and

i€{1,---,n}. Wedenote P!, = Poui(yu,wy, b). We get after tedious calculations the cumbersome equations
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80’2 1 n (a) 1 (97 2172
@ = n; [_ 2m; 9ij ‘1’5{ - EW(EH’(% Hx\ |- (EPo(v,/\j)Hﬂ D7)
O O\
‘HEPO(%)\J-) |:‘$|2(aj . aTné))] ]EPO (7,25) [|l‘| ]EPO('y,)\ )[ am(]a)} }i|’
99y 1 Owy ob [, o
8m§a) - bam§“) ! om® {b Erplh =l
B
255 Eps, [(h = w)|h =] —Epp [h = w,JEps (IR —wil ])}

8m§a) p=1 i 8ml i
0b _ B
+am(){2b "B, b = wul?] + 27 (B, (10 = wal*] = (Epg, (10— w,l))°) }
p 2 Owy Ow,,
g (B, [ = P =) 5] = g [ By [0 =) - 2457
87 o 802 2 r 9
om®) 2[am<>8“2F("’”+ <>6 Ao,
Owy b gy — Ogu Lui
8m§a) 8m£a) g 8m§a) vn
db do? or
=2 @ PO+ k).
Im; om om

(23a)

(23b)

(23c)

(23d)

(23e)

(23f)

(23g)

Here we denoted e, = 1 if K = R, and (e, ), = d4p if K = C. In particular, taken at the trivial fixed point, these
equations can be greatly simplified, using the value of the parameters at this point, the symmetries of the channel
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and prior, and the development of the F' function, cf eq. (20):

_ OA;
%%__ﬁ%p@-%#gy (24a)
do* —B Oy 4 2112
= (Er[lz]"] = (Ep[[z[])?), (24b)
oml® 2 oml® ’
9y  a  Owy Ba? dw,,
@ = s @ EOE R0 e fe) [ ()] (24c)
or 202 0Ob
= (24d)
8ml(.a) P*(\)3 8ml(-a)
0 0
@ = N (40
om; om,
(I) .
Ot - e 00 B, i
om; & Om, Vn
ob A, 002 p? or
L= A 07 P i), — (14 )2 (49)
L Om; @ Om, « om,

We used eq. (29) and eq. (11) (from the derivation of M(LAMP)Y ¢4 simplify the equation involving the derivative
of r. One can already notice the very interesting fact that the variance scalar parameters and the vector parameters
are decoupled ! Moreover, it is easy to see that the equations on the variance parameters can be closed to:

90 _ Pt a) (W), — (VD) do?
8m§“> ,6<)\>3Varp0 [|X|2] 8ml(a)

This equation is of the type 0m(a)02 = —t@m(a)az, with ¢t > 0, and thus we have

2
do 0~ _ or _ ob _0 25)

o' am!®  om!®  oml®

Moreover, from eq. (24), we can obtain as well the derivatives of the vector parameters at the trivial fixed point:

0 _ i, (26a)
8mz(»a)
99, a - 21] Owp
= 1-— E —
0ml(-a) JIOND PNy Pon 0 ) ] Omga)
Ow
— *awgout(yua 05 p<)‘>l//a) (l;) ) (26b)
om,;
Owu _ pMv 9gu n P e.. (26¢)
8m§a) @ amga) Vn
These equations can easily be solved as:
( 0)\1 — _%ea, (273)
om®  p
Owu_ _ Dui ! eq (27b)
8m§a) \/ﬁ 1+ %&ugout(yua 0, P</\>z//04)
89u _ (I)m‘ 8wgout (y;m 0, ,0<)\>1,/04) e (27¢)
oml V1 22ug g0 (5,0, p(A) Ja)
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B.2 The expansion of the free entropy
We start from eq. (18):

fesv(om) = 3 mit (o 4 3 > o
i=1 i=1 u=1
Bb o
- %(;|gu|2 —oam“ Zln/ PO dg;‘ 27‘ [>~BXi
o dh M
+m21n/ b 5/2 OUt(yﬂ‘h) Zz‘gu. 7” +5F(0’ 7")
=t TR B ) i=1 p=1

At the trivial fixed point, we obtain by differentiating this expression twice (using the form of the trivial fixed
point and eq. (25)):

O frap
am{Pom®
i J
23 N 0B It Bw, g dw, g N | 2
= iy + po Oy S I b
J mz(a) m uz—: [87711((1) 8m§-b) 8m§b) mz(a)} J <8m§a)>
_ 5P</\>u Z 3gu ) agu . ﬁi {10(%9#)( ) 1 ((I)Magu)( )}
mo 30 Ea) om® n u=1 vn am§b> n gm®
& Bo 0%b Ba? 9%b 2
+— + E Pt (90,0,000) /) [ P]]
m MZI [ am(“)am( ) 2p2(\)2 amga)amgb) t(Y,0,0(A)v /) }
Ba? K Ow, Ow,, o 2
e, ; (amga)) (amgb)){p<A>VEPout<yu,o,p<A>u/a>Hh\ ] 1}-
We then use eq. (27) and eq. (11), to simplify slightly the result:
n 0% frap B ow,, o9, ow,, g,
Eé?ml(-a)ﬁn’é ) 51]6&1) i Z [ (a) om; ®) 8m§-b) . 6m(a)]

(2

PN i agu _99u Zm:{ 1 o(® mgu)( “ + 1(%8gu)(b)}
R ﬁml(»a) 8m§-b) vn 8m(b) vn amz(.“)

35 (2 (225t 00 ),

u=1 amia) 8m§ )

We also used eq. (7) to make J,,gout appear in the last term. As is clear from this last equation and eq. (27), the
dependency on a, b of the result will fully be determined by the quantity (®,;e,) - (®,;€). For 8 = 1, this is
simply equal to ®,,;®,,;. For 3 = 2, this can be represented as a 2 X 2 matrix:

o) (D . _ (Re[®,;®,;] —Tm[D; D]
(uiea) ((I)Meb)}a’b1’2_<Im[q)m"1)uj] Re[®,;®,;] )

This is just the usual matrix representation of the complex number ®,,;®,,;. Following this representation, we
can formally write nafﬁ as an element of K ! This yields:

ﬁ 82fTAP _ ;151 + i ,uiq) awgout(yM70 p( >,//Oé) )
6 8m28m] P J =1 n 1 + p<>\)uawgout (yuv 0 p<)\>V/O[)
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C Additional numerical experiments

C.1 The transition in the spectra

and the signal are

Im(A)

-0.4 -0.2 0.0 -0.4 -0.2 0.0

-0.4 -0.2 0.0 -0.4 -0.2 0.0

(a) M(LAMP) (b) M(TAP)
Figure 6: Transition in the spectrum of MEAMP) and MTAP) for a complex Gaussian ® and a noiseless phase
retrieval channel. For o > onwr,a1go = 1, we indicate the approximate overlap g corresponding to the relevant
eigenvalues.

(a) M(LAMP) (b) M(TAP)

Figure 7: Transition in the spectra of MEAMP) and MTAP) for & being the product of two complex Gaussian
matrices, and a noiseless phase retrieval channel, for the recovery of a natural image. For o > awRr, algo = 0.5, we
indicate the approximate overlap g corresponding to the relevant eigenvalues.

In this section, we present two additional numerical experiments illustrating the weak-recovery transition in the
spectra of M(TAP) and MIEAMP)  Thege figures are very similar to Fig. 3 in the main text. Namely, in Fig. 6, we
consider noiseless phase retrieval with a complex Gaussian matrix, and in Fig. 7 we consider noiseless phase
retrieval with a product of two complex Gaussian matrices, and a real image signal, detailed in Section 3.3.

C.2 The performance of the spectral initialization used in gradient descent

In this section, we show the MSE achieved by a combination of our spectral methods and a gradient descent
procedure for the recovery of the real image shown in Fig. 5. The results are given in Fig. 8. The gradient descent
procedure allows a significant improvement of the performance when the spectral method already achieves
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reasonably low error. In particular, it is able to reach perfect recovery at finite a, which is not possible via the
vanilla spectral methods.

Column-unitary matrices roduct of two Gaussians (y=1)

o
2

= QWwR, Algo

w (LAMP)

-qSJ MLargest

o (LAMP)

g. MLargest +GD
‘2 M(TAP)

g MTAP) L GD
=

—_

Q

2

Figure 8: Mean squared error achieved for the reconstruction of a real image in noiseless phase retrieval with partial
DFT (left) and product of Gaussians (right) sensing matrices. We compare the performance of the vanilla spectral
methods and of a gradient descent procedure initialized at the spectral estimator. The image size was reduced from
1280 x 820 to 128 x 82. The error bars are taken over 3 instances for each of the 3 RGB channels.

D Some technicalities

D.1 The linear variations of the scalar parameters

For any quantity , we write dr its linear variation around the trivial fixed point. One obtains the following set of
equations, using the symmetry of Py and Pyy:

ovf = =56 fK Po(da) [||* = 7], 67 = —hovt — o4k,
Balz|?
= Pou RETIEVD 2
5ct1 g{ a2 _ % Z |2]* Pout(yulz) €5a|z\2 57_%, 57—5 — _,72%7»350151 _ 57—f, .
B=1 e Pous(yulz) e 20000 (28)
vy = —p*67% — p*(N),O74, it = — L ovk — o8,
2 2
dcly = — Qv 2508 27 (N2, 51t o7t = — s bch — 07,

Note that the linear variations of these scalar variance parameters do not depend on the variations of the vector
parameters of Algorithm 1. Differentiating eq. (11) with respect to 7} and taking it at the trivial fixed point
implies:

__Ba 1,2
1 Zm dez \z|4 Pout(yulz) e 2p<>\>V| | - {f]KdZ |Z‘2 Pout(yulz) e 2/)<>\> - } :| - 2p2<)\>12j (29)

Py =1 _ Ba _ Ba 2
g Jk 4% Pout(yul?) e 2000w =l? Jie 4z Pout(yulz) e 20(A)vl2I? pa
Using this relation, one obtains from eq. (28) that §c! = —&7{p?(\)2 /a2, which then implies 67 = 0. Similarly,

it follows easily by the remaining equations that all the variations in eq. (28) must be zero.

D.2 The expansion of ['(z,y) around y = 0

We describe here the behavior of F'(x,y) as z > 0 and y — 0. Let us write the equations satisfied by ¢, ;-

<<x<§y+A>y =z, (30a)

a—1 Ca -
o <C1Cy - A>V — ay. (30b)
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As y — 07, this implies necessarily that ¢y — +00, and one finds easily that (, ~ 1/y, (, ~ 1/2. We now turn
to the next order variations, that we write as:

=y '+ +0(®),
1
C$ == E + Yy + O(yQ)'

We use eq. (30) to compute ¢; = —x (), /acand ca = — (). We can then develop the logarithmic potential:

1 1 1 T )
5<10g(Cny + M) = —5 logy — 5 logz — o (N, y+ 0.

Developing the other terms involved in F'(x, y) is straightforward and yields:

Fle.y) = =5 (N, + 0. (3D

One can push this analysis to the next order, and finds in the exact same way, from eq. (30):

1oz, @’ 2 2 2

== T g [, - ) ]y + 06,
1 x 2 2], 2 3
x o
This yields for F'(z,y):
A z?
F(z,y) = S 2>”xy + 1o [a M%), - (1+a) <)\>Z} y? 4+ O(y?),

which concludes our analysis.

D.3 Proof of Proposition 3

Let us recall the two spectral methods M(TAP) M(LAMP) - without loss of generality, we assume (\), = a.

Recall that we defined z,, = 0,,9out (Y, 0, p). We let Z = Diag(z,,). We can thus write:

Pt
M(LAMP) _ p(— _ nm) /A (32a)
n
1 1 Z
MIAP) — "1, + —@f—— &, (32b)
p n Ly +pZ
We start by the first claim. By definition of (Apamp, V), we have
o Pt
p - Zv = (pZ + Apamp)V. (33)

Since we assumed A amp + pz, 7# O for all pu, this implies that ®Zv +£ 0, and we thus let

®Zv

@iz V™

X

Multiplying eq. (33) by <I>TZ()\L AMP + pZ)~! on both sides, we directly reach the sought result:

{1@7‘1 = x.
n Anamp + pZ

We move on to the second claim. Let x € K" be an eigenvector of M(™P) with norm ||x||? = n, with associated
eigenvalue Apap. We let:
1, &
u= ——— —x.
L + pZ /1
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And we can then easily compute:
o of zZ @
M(LAMP) <7 _ >77
U=, ") 1y, + pZ \/ﬁx’

P 1
= = [M(TAP) + f]ln}x — pZu,
P

Jn
PN
MEAMPIy — w4+ pApap (L, + pZ)u. (34)

X — pZu,

At o = awR,Algo, the largest eigenvalue of M(TAP) concentrates on 0, which corresponds to the onset of
marginal instability of the trivial local maximum. As one can see from eq. (34), this implies that M(LAMP)
also possesses an eigenvalue equal to 1 at & = awR,Algo, indicating marginal instability as well. To put it
shortly, the two spectral methods have the same weak recovery threshold. Moreover, eq. (34) implies that
for any o > awRr, Algo, if M(TAP) has en eigenvalue that concentrates on 0 as n — oo, then MEAMP) hag a

corresponding eigenvalue concentrating on 1, and with the same performance. Indeed, as described in eq. (17),
the estimator associated to MIAMP) wil] be given by:

. @TZ ®t  z P |
X X —4lul= ————"——F-X ,
LAMP \/ﬁ \/ﬁ]lm—l-pzx/ﬁ TAP

in which % is an eigenvector of M(T™AP) with eigenvalue 0. Therefore, we reach that Xp,anp < XTAp, and these
two vectors are thus equal as they are both normalized.
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