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Abstract

In this paper, we propose a novel method for matrix completion under general non-
uniform missing structures. By controlling an upper bound of a novel balancing error,
we construct weights that can actively adjust for the non-uniformity in the empirical risk
without explicitly modeling the observation probabilities, and can be computed efficiently
via convex optimization. The recovered matrix based on the proposed weighted empirical
risk enjoys appealing theoretical guarantees. In particular, the proposed method achieves
stronger guarantee than existing work in terms of the scaling with respect to the observa-
tion probabilities, under asymptotically heterogeneous missing settings (where entry-wise
observation probabilities can be of different orders). These settings can be regarded as a
better theoretical model of missing patterns with highly varying probabilities. We also
provide a new minimax lower bound under a class of heterogeneous settings. Numerical
experiments are also provided to demonstrate the effectiveness of the proposed method.

1 Introduction

Matrix completion is a modern missing data problem where the object of interest is a high-
dimensional and often low-rank matrix. In its simplest form, a partial (noisy) observation of
the target matrix is collected, and the goal is to impute the missing entries and sometimes also
to de-noise the observed ones. There are various related applications in, e.g., bioinformatics
Chi et al. (2013), causal inference Athey et al. (2018); Kallus et al. (2018), collaborative
filtering Rennie and Srebro (2005), computer vision Weinberger and Saul (2006), positioning
Montanari and Oh (2010), survey imputation Davenport et al. (2014); Zhang et al. (2020);
Sengupta et al. (2021) and quantum state tomography Wang (2013); Cai et al. (2016). Matrix
completion has been popularized by the famous Netflix prize problem Bennett and Lanning
(2007), in which a large matrix of movie ratings is partially observed. Each row of this
matrix consists of ratings from a particular customer while each column records the ratings
to a particular movie.

Matrix completion has attracted significant interest from the machine learning and statis-
tics communities (e.g., Koltchinskii et al., 2011; Hernédndez-Lobato et al., 2014; Klopp, 2014;



Lafond et al., 2014; Hastie et al., 2015; Klopp et al., 2015; Bhaskar, 2016; Cai and Zhou,
2016; Kang et al., 2016; Zhu et al., 2016; Bi et al., 2017; Fithian and Mazumder, 2018; Dai
et al., 2019; Robin et al., 2020; Chen et al., 2020). Although many statistical and computa-
tional breakthroughs (e.g., Candeés and Recht, 2009; Koltchinskii et al., 2011; Recht, 2011)
have been made in this area in the last decade, most work (with theoretical guarantees) is
developed under a uniform missing structure where every entry is assumed to be observed
with the same probability. However, uniform missingness is unrealistic in many applications.

The work under non-uniform missingness is relatively sparse, and can be roughly divided
into two major classes. The first class (e.g., Srebro et al., 2005; Foygel and Srebro, 2011;
Klopp, 2014; Cai and Zhou, 2016) focuses on a form of robustness result, and shows that
without actively adjusting for the non-uniform missing structure (e.g., simply applying a
uniform empirical risk function Rypn; defined below), nuclear-norm and max-norm regularized
methods can still lead to consistent estimations. Since no direct adjustment is imposed, there
is no need to model the non-uniform missing structure. The second class aims to improve
the estimation by modeling the missing structure and actively adjusting for non-uniformity.
Several works (e.g., Srebro and Salakhutdinov, 2010; Foygel et al., 2011; Negahban and Wain-
wright, 2012; Mao et al., 2019) fall into this class. However, many of the underlying models
can be viewed as special low-rank (e.g., rank 1) missing structures. For instance, a com-
mon model is the product sampling model (Negahban and Wainwright, 2012) where row and
column are chosen independently according to possibly non-uniform marginal distributions,
leading to a rank-1 matrix of observation probability. The specific model choices of non-
uniformity restrict the applicability and theoretical guarantees of these works. One notable
exception is Foygel et al. (2011), which actively adjusts for a product sampling model via
a variant of weighted trace-norm regularization, but still provides guarantee under general
missing structure. Despite these efforts, the study of non-uniform missing mechanisms is still
far from comprehensive.

In this work, we propose a novel method of balancing weighting to actively adjust for the
non-uniform empirical risk due to general unbalanced (i.e., non-uniform) sampling, without
explicitly modeling the probabilities of observation. This is especially attractive when such
model is hard to choose or estimate. We summarize our major contributions as follows.

First, we propose a novel balancing idea to adjust for the non-uniformity in matrix com-
pletion problems. Unlike many existing works, this idea does not require specific modeling
of the observation probabilities. Thanks to the proposed relaxation of the balancing error
(Lemma 1), the balancing weights can then be obtained via a constrained spectral norm
minimization, which is a convex optimization problem.

Second, we provide theoretical guarantees on the balancing performance of the proposed
weights, as well as the matrix recovery via the corresponding weighted empirical risk esti-
mator. We note that the estimation nature of the balancing weights introduces non-trivial
dependence in the weighted empirical risk, as opposed to the typical unweighted empirical
risk (often assumed to be a sum of independent quantities). This leads to a non-standard
analysis of the proposed matrix estimator.

Third, we investigate a new type of asymptotic regime — asymptotically heterogeneous
missing structures. This regime allows observation probabilities to be of different orders, a
more reasonable asymptotic model for the scenarios with highly varying probabilities among
entries. Under asymptotically heterogeneous settings, we show that our estimator achieves



a significantly better error upper bound than existing upper bounds in terms of the scaling
with respect to the observation probabilities. Such scaling is shown to be optimal via a
new minimax result based on a class of asymptotically heterogeneous settings. Note that we
focus on the challenging uniform error d? as opposed to the weighted (non-uniform) error d?
(see Section 5), so as to ensure entries with high missing rate would be given non-neglible
emphasis in our error measure.

2 Background

2.1 Notation

Throughout the paper, we use several matrix norms: nuclear norm || - ||, Frobenius norm
|- || 7, spectral norm || - || entry-wise maximum norm || - ||o and max norm || - ||max. Specifically,
the entry-wise maximum norm of a matrix B = (B;;) is defined as ||B|lo = max; ;|Bjjl,
while the max norm is defined as

[Bllmax = inf{[|U]|

2,<>OHVH2,OO : B = UVT}7

where ||-||2,00 denotes the maximum fs-row-norm of a matrix. See, e.g., Srebro and Shraibman
(2005) for the properties of max norm. The Frobenius inner product and Hadamard product
between two matrices By = (B ;) and By = (Bs ;) of the same dimensions are represented
by <B1, Bg> = Zi,j Bl,ijBZ,ij and Bl OB2 = (Bl,ijBQ,ij) respectively. For any a € R and any
matrix B = (B;;), we write B°(®) = (B).

We also adopt the following asymptotic notations. Let (b,),>1 and (c,)n>1 be two se-
quences of nonnegative numbers. We write b,, = O(¢,,) if b, < K¢, for some constant K > 0;
and b, < ¢, if b, = O(c,) and ¢, = O(by,). In addition, we use polylog(n) to represent
a polylogarithmic function of n, i.e., a polynomial in logn. So O(polylog(n)) represents a
polylogarithmic order in n.

2.2 Setup

We aim to recover an unknown target matrix A, = (A, ;)07

ni,n2

ij=1 € R™*72 from partial ob-
servation of its noisy realization Y = (Y};); =1 € R™*"2_ Denote the observation indicator

matrix T' = (Tj;); 57 € R"*"2, where Tj; = 1 if Yj; is observed and Tj; = 0 otherwise. We
consider an additive noise model

Yij=Aij+ej, i=1...,n;j=1,...,n,

where {¢;;} are independent errors with zero mean, and are independent of {T;;}. Also, {T};}

are independent Bernoulli random variables with 7;; = Pr(Tj; = 1). We write IT = (m])?}jf

2.3 Uniformity Versus Non-uniformity

Due to complexity of data, it is often undesirable to posit an additional distributional model
for {ei;} (such as normality) in practice. To recover A,, an empirical risk minimization



framework is commonly adopted with the risk function:

1 n n:

Under uniform sampling (i.e., 7;; = m), this motivates the use of the popular empirical risk

1
ning

Runi(A) = ITo (Y - A)f, AecR™ ",

which is unbiased for 7R(A) (e.g., Candes and Recht, 2009; Candes and Plan, 2010; Koltchin-
skii et al., 2011; Klopp, 2014). To minimize ﬁiuni, we can ignore the constant multiplier 7. In
such settings, a popular form of estimator is arg min 4 Any n ﬁuni(A), where examples of the
hypothesis class A, », include a set of matrices with rank at most r (i.e., {A : rank(A) <r}),
and a nuclear norm ball of radius v (i.e., {A : ||A]« < v}). In the latter case, one can also

adopt an equivalent minimization

arg min{ Runi(A) + Al A},
A

obtained by the method of Lagrange multipliers.

However, uniform sampling is a strong assumption and often not satisfied (e.g., Srebro
and Salakhutdinov, 2010; Foygel et al., 2011; Hernandez-Lobato et al., 2014). In the em-
pirical risk minimization framework, it is natural to adjust for such non-uniformity since
ﬁuni is no longer unbiased for R. Interestingly, such biasedness does not lead to an incor-
rect estimator in an asymptotic sense (Klopp, 2014), a form of robustness result (the first
category of works under non-uniformity mentioned in Section 1). This is because A, still
minimizes E{Ryni(A)} even when mi;'s are heterogeneous, and, to achieve consistency, the
theory requires that A, ,, grows asymptotically so that some appropriate “distance” be-
tween A, and the set A, ,, converges to zero. For finite sample, one often encounters some
forms of misspecification (A, is not close to Ay, »,). In such settings, the estimator based
on ﬁum(A) is inclined to favor entries with a higher chance of observation, which is often not
desirable. For movie recommendation, it is generally not a good idea to neglect those people
who rate less frequently, as they might be the customers who do not watch as frequently,
and successful movie recommendation would help retain these customers from discontinuing
movie subscription services. This is highly related to misspecification in low-dimensional
models where misspecification requires weighting adjustments (Wooldridge, 2007). However,
matrix completion problems involve a much more challenging high-dimensional setup with
possibly diminishing observation probabilities (e.g., Candes and Recht, 2009; Koltchinskii,
2011). That is, 77, := min; jm;; — 0 as ni,ng — oo. In fact, the diminishing setting is of
great interest and plays a central role in most analyses, since it mimics high missing situations
such as in the Netflix prize problem (< 1% of observed ratings).

2.4 Extremely Varying Probabilities: Heterogeneity Meets Asymptotics

For non-uniform settings, one expects heterogeneity among the entries of II. We argue that
there exist different levels of heterogeneity, and only the “simplest” level has been well-



studied. Define
Ty = maxm;; and 7y = minm;.
,J 2,J

Existing work (e.g., Negahban and Wainwright, 2012; Klopp, 2014; Lafond et al., 2014; Cai
and Zhou, 2016) is based on an assumption that 7wy < w7, which enforces that all observation
probabilities are of the same order. We call this asymptotically homogeneous missing struc-
ture. When the observation probabilities vary highly among different entries, this asymptotic
framework may not reflect the empirical world. Highly varying probabilities are not rare. As
demonstrated in Section 2.3 of Mao et al. (2020), the estimated ratio of 7y to 77 can be
high (> 20000) in the Yahoo! Webscope dataset, under low-rank models of IT (e.g., Negah-
ban and Wainwright, 2012). In our theoretical analysis (Section 5), we also look into the
asymptotically heterogeneous settings where 7y and 7y, are of different orders.

3 Empirical Risk Balancing

3.1 Propensity Approaches and their Drawbacks
To deal with non-uniformity, a natural idea is to utilize a weighted empirical risk:

1

Rw (A) = -

1T o W/ o (Y — A)|IZ, (1)

where W = (W”)?}jf is a matrix composed of weights such that W;; > 1 for all 4, j. A
natural choice of W is (7@1)?};}12, which leads to an unbiased risk estimator for R(A), and
such method is known as inverse probability weighting (IPW) in the missing data literature.
As {m;;} are unknown in general, most methods with IPW insert the estimated probabilities
based on certain models. These ideas have been studied in, e.g., Schnabel et al. (2016) under

the form of a nuclear-norm regularized estimator:

argAmin{fiW(A) + Al A4}, (2)

where A > 0 is a tuning parameter. Despite its conceptual simplicity, it is well-known in
the statistical literature that IPW estimators could produce unstable results due to extreme
weights (Rubin, 2001; Kang and Schafer, 2007). More problematically for matrix completion,
the estimation quality of a high-dimensional probability matrix IT = (WZ]):L;:nf could also be
worsened significantly by diminishing probabilities of observation (as ni,ny — o0) (Davenport
et al., 2014). To solve this problem, Mao et al. (2020) imposed a constraint (effectively
an upper bound) on the estimated inverse probabilities, where the constraint has to be
aggressively chosen such that some true inverse probabilities do not necessarily satisfy in
finite sample. However, there are still two general issues in this line of research. First, the
estimation of II is required. One could come up with a variety of ways to model II. But it is
not obvious how to choose a good model for II. Second, the constraint level is tricky to select,
and difficult to analyze theoretically. Indeed, the analysis of the effect of the constriant to
matrix recovery forms the bulk of the analysis in Mao et al. (2020).

The goal of this work is to propose a method that does not require specific modeling
and estimation of IT but still actively adjust for the non-uniformity in the sampling. This



method aims to directly find a stable weight matrix W that adjusts for non-uniformity,
without enforcing W to be IPW derived from a specific model.

3.2 Balancing Weights

When ¢;; = 0 for all ¢,j (only for motivation purpose, not required for the proposed tech-
niques), we aim to choose W such that Ry (left hand side) approximates the desirable
“fully-observed” one (right hand side):

1
ning

) 1
1T o We/? o (A, — A)|F ~ —| A, — A}, )
nino

for a set of A (a hypothesis class of A, which grows with n1,n2) to be specified below. Indeed,
we only need to determine those W;; such that T;; = 1, since the values of the remaining Wj;
play no role in (3). Intuitively, the weights W are introduced to maintain balance between
the left and right hand sides of (3). Therefore, we may work with Ry as if we were using
the uniform empirical risk ]/%uni. The condition (3) can be written as

1
0~ ToW —-J)oA A 4
—(ToW —J)oA.A). @

where A = A — A, and J € R™*"2 is a matrix of ones. We call the right hand side the
balancing error of A with respect to W, denoted by S(W, A). Naturally, we want to find
weights W that minimize the uniform balancing error

FW):= sup S(W,A),

for a (standardized) set Dy, p,, induced by the hypothesis class Ay, », of A,.

A typical assumption is that A, is low-rank or approximately low-rank. Various classes
are shown to be able to achieve such modeling. For instance, A, », can be chosen as a max-
norm ball {A : || Al|max < B} (e.g., Srebro et al., 2005; Foygel and Srebro, 2011; Cai and Zhou,
2013, 2016; Fang et al., 2018), and the induced choice of Dy, ,,, would be {A : ||Al|nax < 28}.
However, the uniform balancing error does not have a closed form and so the computation of
the weights would be significantly more difficult and expensive. Similar difficulty exists for
nuclear-norm balls.

To solve this problem, we have developed the following novel lemma which allows us to
focus on a relaxed version of balancing error that enjoys strong theoretical guarantees (see

Section 5).

Lemma 1. For any matrices B,C € R™*"2 e have

(C o B, B)| < | C|[|| Bllmax|| B« < vrina||C[| Bl[ax-
The proof of this lemma can be found in Section S1 of the supplemental document. The
inequalities in Lemma 1 are tight in general: if C=aJ and B=bJ where a,b € R and J is
the matrix whose entries are all 1, the two equalities would hold simultaneously.
By Lemma 1, S(W,A) < /nina||T o W — J||||A]|2.x for any A € R™*"2 where the
right hand side can be regarded as the relaxed balancing error. If we focus on the max-norm



ball (for A, n, and hence D,, p,) as discussed before, we are only required to control the
spectral norm of | T"o W — J||, which is a convex function of W. Therefore, we propose the
following novel weights:

ﬁ\/:argminHToW—JH (5)
w
subject to |[ToW|p <k and W; >1,

where the optimization is taken only over W;; such that T;; = 1. Here x > Z” T;j is a
tuning parameter.

The weights {W;;} are restricted to be greater than or equal to 1, as their counterparts,
inverse probabilities, satisfy 77131 > 1. The term | T o W || regularizes W and is particularly
important when €;;’s are not zero.

Let h(xk) = |T o W — J| where W is defined by (5) with the tuning parameter x. It
is proportional to the relaxed balancing error with respect to W. As s increases, a weaker
constraint is imposed on W. Therefore h(k) is non-increasing as k increases. It can be
shown that h(k) stays constant for all large enough &, i.e., h achieves its smallest value. The
percentage of (relaxed) balancing with respect to a specific x is defined as [M —h(k)|/(M —m)
where M := max, h(x) and m = min, h(k). One way to tune & is to choose x that achieves
certain pre-specified percentage of balancing. We can also select x from multiple values of
with respect to certain balancing percentages, via a validation set. In Sections 6 and 7, we
compare k with respect to balancing percentages 100%, 75%, and 50%, and select the one
with the smallest validation error.

3.3 Computation

The dual Lagrangian form of the constrained problem (5) is

. . / 2
guin (T oW = 7| 4+ 4T o Wi} (6)

where x’ is the dual parameter. Denote X = T'o W — J, we can obtain the analytic form
of the subgradient of the largest singular value by 9|/ X | = u](0X)v; where u; and v; are
the corresponding left and right singular vectors with respect to the largest singular value of
matrix X. Thus we have

o] _ olIx| ox

_ _ T
oWy, . 0X ow; v

and O||T o W ||%/0W;; = 2T;;W;;. This allows us to efficiently adopt typical algorithms for
smooth optimization with box-constraints such as “L-BFGS-B” algorithm.



4 Estimation of A,

Given the weight estimator W defined by (5), we propose the following hybrid estimator that
utilizes the advantages of both max-norm and nuclear-norm regularizations:

A= argmin {Rp(A) + pllAll. }, (7)
lAllmax<p
where || - [ denotes the nuclear norm, and 3 > 0, p > 0 are tunning parameters. As

explained in Section 3.2, the balancing weights W aims to make RA behave like the uniform

empirical risk Rum over a max-norm ball. Although not entlrely necessary, the additional
nuclear-norm penalty can sometimes produce tighter relaxation as shown in Lemma 1. As
discussed in Fang et al. (2018), the additional nuclear norm bound shows its advantages
under the uniform sampling scheme when the target matrix is exactly low-rank. We also find
that using the hybrid of max-norm and nuclear-norm regularizations improve the estimation
performance. If one enforces all the elements of W to be 1 (uniform weighting), then the
estimator (7) degenerates to the estimator defined in Fang et al. (2018). The major novelty
of our work is the stable weights.

We extend the algorithm proposed in Fang et al. (2018) to handle the weighted empirical
risk function, so as to solve (7). Corresponding details can be found in Section S5.1 of the
supplemental document.

5 Theoretical Properties

We provide a non-asymptotic analysis of the proposed estimator (7). One major challenge
of our analysis is the estimation nature of the weights. As the same set of data is used to
obtain the weights, the weighted empirical risk RW(A) possesses complicated dependence

structure, as opposed to the uniform empirical risk ﬁuni(A) (which is assumed to be a sum
of independent variables), even for a fixed A. To study the convergence, we carefully de-
compose the errors into different components. We utilize the properties of true weights to
control the balancing error term. Besides, we develop a novel lemma (Lemma S4) to study
the concentration of the dual max-norm of the noise matrix with entry-wise multiplicative
perturbation.

The following two assumptions will be used in our theoretical analysis. Recall that 7y =
max; j mj and T = miniJ 5.

Assumption 1. The observation indicators {T;;} are independent Bernoulli random vari-
ables with m;; = Pr(T;; = 1). The minimum observation probability 7y, is positive, but it
can depend on ni, no. In particular, both my and wy are allowed to diminish to zero when
ny,Ng — Q.

Assumption 2. The random errors {€;;} are independent and centered sub-Gaussian ran-
dom wvariables such that E(ej;) = 0 and max;; |€;jllp, < 7 where ||€]ly, := inf{t > 0 :
Efexp(e? /t2)] < 2} is the sub-Gaussian norm of €;;. Also, {€;;} are independent of {T;;}.

We start with an essential result that the estimated weights w possess the power to
balance the non-uniform empirical risk. More specifically, in the following theorem, we derive



a non-asymptotic upper bound of the uniform balancing error evaluated at ﬁ\/, where the
balancing error can be written as

1

S(W,A) = p—

1T o W/ o AllZ ~ A

Theorem 1. Suppose Assumption 1 holds. Take xk > (2 2” 771-;1)1/2. There exists an abso-
lute constant C1; > 0 such that for any 8/ >0,

_ 6,2
sup S(W,A) <O

I Allmax<p’ VrrL(ni Ang)

with probability at least 1 — exp{—271(log 2)7? > W%l —1/(n1 + na).

min { [log(m +na)]/2, 7%}

If || Ay||max < B, it is natural to take 8 = 24, since ||Allmax = [|[A — As|lmax < 2 for any
A such that ||Al|max < 8. Therefore, we can take 3/ = 28 in Theorem 1 to achieve uniform
control over the balancing error associated with the estimation (7).

With the above balancing guarantee, we are now in a good position to study A. Our
guarantee for A is in terms of the uniform error d2(A, A,) := (nyng) || A— A,||%, instead of
the non-uniform error d2(A, A,) = ||II°1/2) o (A — A% /IT1°( /2|2, (e.g., Klopp, 2014; Cai
and Zhou, 2016). Note that the non-uniform error d? (E, A,) places less emphases on entries
that are less likely to be observed, although the guarantee in terms of the non-uniform error
can be stronger and is easier to obtain. In asymptotically heterogeneous missing settings
(i.e., my and 7y, are of different orders), entries with probabilities of order smaller than 7y
may be ignored within the non-uniform error in the asymptotic sense. Therefore it is not a
good measure of performance if the guarantee over these entries are also important. In the
following theorem, we provide a non-asymptotic error bound of our estimator (7) (based on
the estimated weights).

Theorem 2. Suppose Assumptions 1-2 hold. Assume || A||max < B, and p = O(min{[log(ni+
n2)]1/2’7ﬁ;1/2}/\/m). Then there exists an absolute constant Co > 0 such that for
any K > (2 Z” 7ri_jl)1/2;

2
s X min {[log(nl + n2)]1/2’7rzl/2} n BTry/N1 + N2

with probability at least 1 — exp{—271(log 2)7? > 7@1} —2exp{—(n1+n2)} —1/(n1 +n2).

& (2, A*) < Cy

First, we consider the asymptotically homogeneous missing structures (i.e., LIRS )
which most existing work assumes. Under 77, < 77, the two errors d?(A, A,) and d*(A, A,)
are of the same order because

TLP2(A,A,) < P (A, A) < V(A A,). ()

U TL

Therefore, the upper bound for CF(,& A,) that most existing work provides can be directly
used to derive an upper bound for d?( A, A,), which shares the same order. Note that 7y and
77, are allowed to be different despite myy =< mr. So certain non-uniform missing structures



are still allowed under the setting of asymptotically homogeneous missingness. This setting
has been studied in Negahban and Wainwright (2012); Klopp (2014); Lafond et al. (2014);
Cai and Zhou (2016). Our bound is directly comparable to the work of Cai and Zhou (2016)
which studies a max-norm constrained estimation. Their result assumes ||A.||cc < « for
some «, which allows their bound to depend on af instead of 5% as in our bound. The
comparision of error bounds between max-norm-constrained estimation and nuclear-norm-
regularized estimation is given in Section 3.5 of Cai and Zhou (2016). As for exactly low-
rank matrices, we can further show that our estimator achieves optimal error bound (up to
a logarithmic order). Roughly speaking, if x is small (so weights are close to constant), our
estimator would behave like a standard nuclear-norm regularized estimator, and hence share
the (near-)optimality of such estimator. We provide the error bound of our estimator under
exactly low-rank setting and asymptotically homogeneous missingness, in Theorem S1 of the
supplemental document.

For non-uniform missing structures, the orders of myy and 77, do not necessarily match.
When their orders are different, we call these missing structures asymptotically heterogeneous.
We now focus on how the upper bound depends on 7y and 7;,. As mentioned before, existing
results are scarce. Recently, Mao et al. (2020) (their Section 5.3) provided an extension
of existing upper bounds to possibly asymptotically heterogeneous settings, with a careful
analysis. Corresponding upper bound scales with TFEITFII/ 2, They also provided an additional
result when one has access to the true probabilities Il, and show that the upper bound of the
estimator based on the empirical risk defined via the true probabilities can achieve the scaling
7r£1/ 2, which is significantly better than ngwll/ 2, However, until now, it remains unclear
whether there exists an estimator with this scaling of nyy and 7y, without access to the true
probabilities. Interestingly, Theorem 2 provides a positive result, and shows that the upper
bound for the proposed estimator achieves this scaling 7721/ * under very mild assumption
that 77, is diminishing in at least a slow order, more specifically 77, = O(1/log(n1 + n2)).

Next, we provide a theoretical result indicating that the scaling 7r£1/ ? cannot be improved
under the asymptotically heterogeneous missing structures. In below, we give a minimax
lower bound based on a class of asymptotically heterogeneous settings. To the best of the
authors’ knowledge, the minimax lower bounds under asymptotically heterogeneous regimes
have never been studied.

The heterogeneous class that we consider posits

ny n2

(nang) ™" 0 miy =< . (9)

i=1 j=1

It is clear that (9) does not exclude asymptotically homogeneous settings. To demonstrate
the heterogeneity, we provide an example as follows. Suppose there is only a fixed number
of entries with observation probabilities in constant order, and the observation probabilities
of the remaining entries are of the same order as 7wy. Then 7y =< 1, and (9) is satisfied.
Therefore, for any diminishing 7y, this setting is asymptotically heterogeneous.

Now, we provide the minimax result.

Theorem 3. Let {€;;} be i.i.d. Gaussian N(0,0?) with 0® > 0. For any (8 > 0, assume (9)
holds with 7' = O(8%(n1 Ana)/(o A B)?). Then, there exist constants § € (0,1) and ¢ > 0

10



such that
inf  sup Pr <d2 (ﬁ, A*> > W) > 9.

A|A, . <8 7 (n1 Ang)

max —

In the discussion below, we focus on ¢ =< 1, which, most notably, excludes asymptotically

noiseless settings. Theorem 3 shows that the scaling 7r£1/ % in our upper bound obtained in
Theorem 2 is essential. Due to the general inequality (Srebro and Shraibman, 2005):

[Axlloo < [[Axllmax < v/rank(AL)[| Axl|oo, (10)

B is not expected to grow fast for low-rank A, with bounded entries. For 8 = O(polylog(n)),
our upper bound matches with the lower bound in Theorem 3 up to a logarithmic factor. For
general 3, our upper bound scales with 5% instead of (o A 3)3 despite its matching scaling
with respect to 7y. Indeed, a mismatch between the upper bound and the lower bound
also occurs in Cai and Zhou (2016) under asymptotically homogeneous settings, where their
bound is derived via an additional assumption ||A4|lcc < a. Their upper bound scales with
af3 instead of (o A ) as in their minimax lower bound. We leave a more detailed study of
the scaling with respect to § as a future direction.

6 Simulations

In this simulation study, we let the target matrix A, € R™*"2 be generated by A, =
UVT, where U € R"*" V € R™*" and each entry of U and V is sampled uniformly and
independently from [0,2]. We set n; = ny = 200 and r = 5. Therefore, the rank of the
target matrix is 5. The contaminated version of Ay is then generated as Y = A, + €, where
€ € R™*™ has i.i.d. mean zero Gaussian entries €;; ~ N(0,02). There are three settings of
0., and they are chosen such that the signal-to-noise ratios (SNR:= (E||A4|%/E||€]|%)'/?) are
1, 5 and 10.

We consider three different missing mechanisms and generate observation indicator matrix
T from IT = (m;;); 327 that are specified as follows:

Setting 1: This setting is a uniform missing setting m;; = 0.25 for all 4,7 = 1,...,200.

Setting 2: In this setting, we relate the missingness with the value of the target matrix.
For entries that have high values, they are more likely to be observed. More specifically, we
set

1/16, if Asij < qo.2s
mij; = 4 0.25, if go.o5 < Asij < qo.s

7/16, if A*7¢j > qo.75
where g, is the a quantile of A, ;;, ¢,7 =1,...,200.

Setting 3: This setting is the contrary of Setting 2. For entries that have high values,
they are less likely to be observed.

7/16, if Asij < qo.25

mi; = § 0.25, if go.o5 < A*,ij < qo.75
1/16, if Asij > qors
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where g, is the a quantile of A, ;;, ¢,7 = 1,...,200.

We generate 200 simulated data sets separately for each of the above settings to compare
different matrix completion methods, including the proposed method (BalWeights) and five
existing matrix completion methods: Mazumder et al. (2010) (SoftImpute), Cai and Zhou
(2016) (CZ), Fang et al. (2018) (FLT), Koltchinskii et al. (2011) (KLT) and Negahban and
Wainwright (2012) (NW). For all methods mentioned above, we randomly separate 20% of the
observed entries in every simulated dataset and use it as the validation set to select tuning
parameters.

In addition to the empirical root mean squared error (RMSE), we also include estimated
rank and test error: _

[(J—T)o(A—-A)lFr
Vning — N ’

where A is a generic estimator of A,; T is the matrix of observed indicator and N is the
number of observed entries. The test error measures the relative estimation error of the
unobserved entries. Due to the space limitation, we only present the results for SNR = 5.
Results for SNR = 1 and SNR = 10 can be found in Section S6 of the supplemental document.
Table 1 summarizes the average RMSE, average TE, and average estimated ranks for all three
settings. In all three settings, SoftImpute, CZ and KLT do not provide competitive results
as others. For Setting 1, NW achieves the smallest RMSE and TE, but BalWeights performs
closely to it. When SNR = 1 (shown in supplemental document), BalWeights performs best
— the average RMSE of BalWeights is 1.901 while the average RMSE of NW is 2.012. As for
Settings 2 and 3, BalWeights outperforms other methods. Also, NW performs significantly
worse than BalWeights in Setting 2. FLT has average RMSE and TE that are close to
BalWeights in Setting 2 but does not perform well in Setting 3. As a result, we can see that
BalWeights is quite robust across different missing structures.

TE :=

7 Real Data Applications

We applied the above methods to two real datasets:

1. Coat Shopping Dataset, which is available at http://www.cs.cornell.edu/~schnabts/
mnar/. As described in Schnabel et al. (2016), the dataset contains ratings from 290 Turkers
on an inventory of 300 items. The self-selected ratings form the training set and the uni-
formly selected ratings form the test set. The training set consists of 6960 entries and test
set consists of 4640 entries.

2. Yahoo! Webscope Dataset, which is available at http://research.yahoo.com/AcademicRelations.
It contains (incomplete) ratings from 15,400 users on 1000 songs. The dataset consists of two
subsets, a training set and a test set. The training set records approximately 300,000 ratings
given by the aforementioned 15,400 users. Each song has at least 10 ratings. The test set
was constructed by surveying 5,400 out of these 15,400 users, such that each selected user
rates exactly 10 additional songs.

For the second dataset, due to its large size, we use a non-convex algorithm of Lee et al.
(2010) to obtain CZ. Also, we modify this algorithm to incorporate another nuclear-norm
regularization, to obtain BalWeights and FLT. Detailed algorithm can be found in Section
S5.2 of the supplemental document. For both datasets, we separate half of the test data set

12



Table 1: Simulation results for three Settings when SNR=5. The average RMSE (RMSE),
average TE (TE), and average estimated ranks (t) with standard errors (SE) in parentheses
are provided for six methods (BalWeights, SoftImpute, CZ, FLT, NW and KLT) in comparison.
For the columns related RMSE and TE, we bold results with the first two smallest errors.

Setting 1
Method RMSE TE T
BalWeights | 0.679(0.001) 0.700(0.001) 25.150(0.128)
SoftImpute | 0.699(0.001) 0.721(0.001)  45.005(0.161)
CZ 0.895(0.002) 0.899(0.002)  51.075(0.121)
FLT 0.682(0.001) 0.703(0.001)  26.705(0.131)
NW 0.668(0.001) 0.688(0.001)  28.04(0.187)
KLT 1.913(0.003) 1.976(0.003) 8.720(0.060)
Setting 2
Method RMSE TE T
BalWeights | 0.624(0.001) 0.635(0.001) 24.980(0.136)
SoftImpute | 0.648(0.001) 0.660(0.001)  41.240(0.104)
CZ 0.922(0.002) 0.945(0.002)  47.170(0.156)
FLT 0.628(0.001) 0.640(0.001) 26.045(0.145)
NW 0.665(0.002) 0.674(0.002)  22.030(0.806)
KLT 1.980(0.006) 1.880(0.004) 1.355(0.141)
Setting 3
Method RMSE TE T
BalWeights | 0.925(0.002) 1.002(0.002) 24.090(0.138)
SoftImpute | 1.143(0.003) 1.254(0.003)  47.240(0.144)
cz 1.222(0.003) 1.324(0.003)  50.590(0.151)
FLT 1.026(0.002) 1.118(0.003) 32.440(0.131)
NW 0.964(0.002) 1.043(0.002) 18.350(0.319)
KLT 3.174(0.006) 3.477(0.006) 9.575(0.093)

as the validation set to select tuning parameters for all methods. And the remaining half test
data set is used as the evaluation set.
Here, we include the test root mean squared error

|IT. o (A — A,)||F
VN, ’

where A is a generic estimator of A,; T, is the indicator matrix for the evaluation set and
N, is the number of evaluation entries, and the test mean absolute error

>or =1 [ Ai — Al
N. ’

TRMSE :=

TMAE =

to measure the performance of all the methods. Rank estimation is also provided.

Table 2 shows the TRMSE, TMAE and estimated ranks for the two datasets with all
the methods mentioned above. For Coat Shopping Dataset, compared with the existing
methods, the proposed method BalWeights achieves best TRMSE and TMAE. The errors
of FLT are similar to that of BalWeights, but the estimated rank is larger than that of
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Table 2: Test root mean squared errors (TRMSE), test mean absolute errors (TMAE) and es-
timated ranks (Rank) based on the evaluation set of Coat Shopping Dataset and Yahoo! Web-
scope Dataset for BalWeights and five existing methods proposed respectively in Mazumder
et al. (2010) (SoftImpute), Cai and Zhou (2016) (CZ), Fang et al. (2018)(FLT), Negahban
and Wainwright (2012) (NW) and Koltchinskii et al. (2011) (KLT). For the columns related
TRMSE and TMAE, we bold results with the first two smallest errors.

Coat Shopping Dataset
Method TRMSE TMAE Rank

BalWeights | 0.9888 0.7627 26

SoftImpute | 1.1401 0.8485 15

674 1.0354  0.8279 31
FLT 0.9980 0.7723 32
NwW 1.0553  0.7972 25
KLT 2.0838  1.5733 2

Yahoo! Webscope Dataset
Method TRMSE TMAE Rank

BalWeights | 1.0111 0.7739 64

SoftImpute | 1.2172  0.9230 31

cz 1.0339  0.8156 29
FLT 1.0339  0.8156 29
NW 1.0338 0.7954 25
KLT 3.811 1.6589 1

BalWeights. In other words, BalWeights is significantly more efficient in capturing the
signal. For Yahoo! Webscope Dataset, BalWeights also has the smallest errors among all the
methods. However, compared with CZ, FLT and NW whose errors are relatively close to that
of BalWeights, BalWeights has a higher estimated rank, though 64 is a reasonably small
rank for a matrix with size 1000 by 15400. To confirm the fact that the higher errors of CZ,
FLT and NW are not due to their smaller rank estimates, we look into the test error sequences
obtained by varying the tuning parameters, for each of these three methods. We find that
the change of test errors (based on the evaluation set) aligns well with the validation errors
(based on the validation set), and the chosen tuning parameters indeed correspond to the
almost smallest test errors they can achieve. This suggests that these three estimators are
not able to capture additional useful information and hence produce a smaller rank estimates.
But the proposed estimator is able to capitalize these additional signals to achieve reduction
in errors.
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S1 Proof of Lemma 1

Proof of Lemma 1. We first list two properties of max norm as follows. (i) As shown in Srebro and Shraibman
(2005), | B« < /ninz2||B||max- (ii) By an equivalent definition of max norm due to Lee et al. (2008) (also
see equation (8) in Jalali and Srebro (2012)), we have ||C o B|| < ||C||||B|lmax- Together with the duality of
nuclear norm, we can show that

{C o B,B)| < |CoB||B|. < [C|[l|Bllmax| B« (S1)
< /11| C|l|| Bl s

S2 Proofs of Theorems 1, 2 and 3

Let e;(n) € R™ be the canonical basis vector, i.e., the i-th element of e;(n) is 1 and the remaining elements
are 0. We can define similar standard basis elements for ni-by-ny matrices: J;; = ei(nl)e} (n2), which will
be used in the applications of matrix Bernstein inequality in our proofs. For any § > 0, define the class of

matrices Bmax(5) to be the max-norm ball with radius S, i.e.,
Bmax(ﬁ) = {A € R™M>7m2 ||AHrnaX < B}

We also define

F={uv’ :uc{-1,+1}" v e {-1,+1}"},



the set of rank-one sign matrices. Denote by Kg € (1.67,1.79) the Grothendieck’s constant. From Srebro
and Shraibman (2005),

convF C Bpax(1l) € KgconvF. (52)

Moreover, the cardinality of F is |F| = 2mitn2—1,

Lemma S1. Suppose Assumption 1 hold. Let W, = (wo; ;) € R™" where W, ; ; = 7 L. There exists a

1,5 °
constant Cy > 0 such that with probability at least 1 — 1/(ny + na),

1/2
L row, - JHgClmin{ log " + ) V"“””}.

ning \/ﬂ'L(nl A ng)nlng’ TN

Proof of Lemma S1. We use two different proof techniques to show the bounds. Depending on the rate of
7, one of these two bounds is faster.

First, we show the proof for deriving the second bound. As {7j;} are Bernoulli random variables, each
entry T;;Ws ; j — 1 of matrix T' o W, — J is sub-Gaussian random variable. Thus according to the definition
of the 1 norm, we have

Eexp{log(2) - (T1jWeij — 1)*/(m;' = 1)*} <2,
which implies that ||7;;Wo;; — 1]y, < log™1/%2 - (m; o1 < 2(m;; ).
By Theorem S2 in Section S4 , taking K = maxw 1 T5jWoij — 1y, < 277 and t = (n1 + n2)'/? in
Theorem S2, there exists an absolute constant C7 > 0 such that

1T oW, — J| < Civm +n2

TL

)

with probability at least 1 — 2 - exp(—(n1 + n2)).
Next, we consider applying the Matrix Bernstein inequality to derive the first bound. For (ning)~!||T o
—J =132 ;(TWo,ij — 1)Jij/(n1n2)||, where Jij has 1 for (¢, 7)—th, but 0 for all the remaining entries,
let Mij = (EjWQij— )Jij7 1= 1 ,ny, ] = 1 , 12, then (nlng)_lnToWo JH == H(nlng)_ Zzg Mz,j”
We can easily verify that E( ”) =0 and | M, ; || < max{r; ' — 1,1} for each i, by Assumption 1.

Since E(T;;We ;5 — 1)2 = 7Tij — 1, we can show that

nllnz %: E (Mi’jMiT’j> - ning Z E (M M’])

< —
Shine ) 1515, 4 Z [L/mij =11, 1255 Z [/ =1
1
1 —1
—nl/\n2’ /ﬂ—L ‘7

where the first inequality comes from Corollary 2.3.2 in Golub and Van Loan (1996).



By Theorem S3 in Section S4 , with probability at least 1 — 1/(nq + ng), we have

1 — 1|1 1 1 3/2
! |T oW, — J|| < 2max 211/mr ‘Og(n1+n2),2maX{—1,1} og”” (1 + 1) |
n1N2 (n1 Ang)ning I g

Overall, the conclusion follows. O
Lemma S2. Suppose Assumption 1 holds. With probability at least 1 — exp{—2""(log 2)7% Y 712-;1},
IT o W3 <23 it
2%
In particular, the probability is lower bounded by 1 — exp{—2"1(log 2)n1n27r%7r,}1}.

Proof of Lemma S2. Note that ||T o W|/% = Z” Tijwif. Let £ > 0. By Markov inequality, for any ¢ > 0,

Pr (||T o W% > t) = Pr{exp(¢||T o W,||%) > exp(&t)} < exp(—£&t)Eexp §Zﬂj7ri;2
i,

= exp(—&t) [ [ Eexp(¢Tyym;,?).

i7j
For each (i, 7), due to the inequality 1 + = < exp(x) for = > 0,
Eexp(§T3m;%) = 1+ {exp(ém;;?) — 1}hmi; < expl[{exp(ém;;%) — 1}my).

Combining with the above result and taking ¢t = 2 Zl j 771-;1,

Pr | |T o W,|% > 2277131 < exp —2527@31 + Z{exp(fwif) — 1}y
i, 1] 0,
=exp |— ij {1 + Qfﬂi;2 — exp(§7r52)}

1,J

Note the above inequality holds for any £ > 0.
Next, we focus on the term 9(577232) where g(z) = 1+ 2z — exp(x) for x > 0. It is easy to show that ¢
attains its maximum at z = log 2, and g(log2) = 2log2 — 1 > 0. Also, g(x) is increasing for 0 < z < log 2.
Take ¢ = (log2)m%. Then 0 < 57@2 < log 2, and hence g(&rif) > 0, for all ,j. The lower bound of
g(&rif) is crucial in determining the order of the probability bound. Since g(z) > x/2 for 0 < z < log 2,

_ _ log 2 _ o
g(&rijZ) = g(ﬁ%ﬁijQ log2) > ?T{%T{'i]?, Vi, j



We conclude that

_ _ log 2 _ log 2 _
Z Tij {1 + 257%2 - eXP(f”iﬁ)} 2 5 7 Wijl =z 9 nanami
4,J ,J
which leads to the desired result. O

With these two lemmas, we are posed to prove Theorem 1.

Proof of Theorem 1. By Lemma S2, we can show that with probability at least 1—exp{—2"!(log 2)7? > 7ri;1},
[T oWs|r<(2>; 7@1)1/2 and hence W is feasible for the constrained optimization (5).

Based on the definition of the proposed estimator I//‘\/, we have

S(W,A) - n11n2 ‘<A, (TOVT/—J> oA>‘
1 )

G T oW Tl A

max

The desired result then follows from Lemma S1. O

Our theoretical result of the final estimator A will be based on a key lemma (Lemma S4), which estab-
lishes the dual of max norm of random matrix € with general entry-wise scaling. Before we prove Lemma
S4, we now show a comparison theorem between sub-Gaussian complexity and Gaussian complexity. This
result (Lemma S3) extends Theorem 8 in Banerjee et al. (2014) to allow arbitrary entrywise scaling.

Define the Gaussian width and Gaussian complexity of the set A respectively as

w(A) = Eg [Sup (A, G>} and  @(A) = EG[

sup |
AcA
where G = (Gj;) and each {G;;} are independent standard Gaussian random variables. In our study, A is
a max-norm ball, and so is symmetric. Therefore Gaussian width and Gaussian complexity are equivalent.

Lemma S3 (Extension of Theorem 8 in Banerjee et al. (2014)). Suppose Assumption 2 holds. Let B =
(Bij) € RM*™ be a fired matriz such that B;; > 0 for each i,j. Then

E[lB o €[lnax] < noTE[|B © Gllnax]

where || - ||} a5 s the dual norm of maz norm, G = (Gy;) has independent standard Gaussian entries which
are also independent of the random errors {€;;}, and no > 0 is an absolute constant.



Proof of Lemma S3. Since the desired result obviously holds if B = 0, we assume B # 0 in the rest of this
proof. By definition, [|C|[},ax = sup|x|,...<1(X,C) for any C € R"*"2. Therefore our goal is to bound
a scaled sub-Gaussian complexity via the corresponding scaled Gaussian complexity. We now extend the
proof of Theorem 8 of Banerjee et al. (2014) to allow an additional entrywise scaling parameter B. We start
with considering the sub-Gaussian process Yx = (X, B o €) and the Gaussian process Zx = (X, B o G),
both indexed by X € Bpax(1). For any X1, X2 € Bpax(1), by the general Hoeffding’s inequality given in
Theorem 2.6.3 of Vershynin (2018), we have

O, t2
Pr(|Yx, — Yx,| >t) <2 -exp | — , t>0, (S3)
' ’ 72||B o (X; — Xo)|F

where C > 0 is an absolute constant. One can show that E(Zx, — Zx,)? = || B o (X1 — X2)||%. According

to Theorem 2.1.5 of Talagrand (2006), we can apply the generic chaining argument for upper bounds on the
empirical processes /cYx /T and Zx. This yields

Ee sSup Yx, — Yx,| = mTw(Bmax(1)), (54)

X15X2€Bmax(1)

<mtka [ sup  Zx,
XlEBmax(l)

where 7; is an absolute constant. Further, we can see that if X € Bpax(1), then —X € Byax(1). Then we

have
sup Yx, — Yx,| = sup (Yx, —Yx,) = sup Yx, + sup (—Yx,)
X17X2€Bmax(1) X17X2€Bmax(1) XleBmax(l) XQEBmax(l)
= sup Yx, + sup ((—X2,Boe€))=2 sup Yx,.
XlEBmax(l) _XQEBmax(l) XleBmax(l)

By taking the expectation on € on both side, we have

Ee [ sup Yx, — Yx,|| = 2E [ sup Yx, (S5)
X17X2€Bmax(1) XlEBmax(l)
As a result, with n9 = 171/2, we have
Ee sup (Boe X)| =E, sup  Yx | < norw(Bmax(1)). (S6)
X EBmax(1) X €Bmax(1)
That completes the proof. O

Lemma S4. Suppose Assumption 2 holds. Let B = (B;j) € R™*" be q fized matriz such that B;; > 0 for
each i,j. There exists an absolute constant Co > 0 such that, with probability at least 1 — 2 exp{—(n1+n2)},

I1B © €llmax < Cot|[ Bl /1 + 1.



Proof of Lemma S4. Define the set
gmax(ﬁ) = {B oX:X € Bmax(ﬁ)} C R™M1Xn2

Note that we have

Ec sup (Bo G,X>] =Eg [ sup (G,BoX)| =w(Bmax(1)).
X EBmax(1) X EBmax(1)

Write F = {Bo X : X € F}. By the the relationship (S2), we have
F C Buax(1) C{Bo X : X € Kgconv (F)} = Kg{B o X : X € conv(F)} = K¢ conv(F).

Due to the properties of Gaussian width (see, e.g., Appendix A.1 of Banerjee et al., 2014), we have

wW(Bmax (1)) < w(Kqgconv(F)) = Kgw(conv(F)) = Kgw(F).

As for any X € F, we have
|BoX||r=|B|r,

and so (G, B o X) ~ N(0,|B||%). Recall that the |F| = 2m*m2=1 By Proposition 3.1(ii) of Koltchinskii
(2011), we have

w(}') < C3||BHF\/711 =+ no.

where C3 is a absolute constant. By Lemma S3, we conclude that

Ec| sup (BoeX)| <n7Eg| sup (BoG,X)
X €Bmax(1) X €Bmax(1)

= NoTW(Bmax(1)) < Kgnotw(F)
< CgKGnoTHBHF\/TLl + na. (87)

Let o(Z) = sup| x|,...<1(B0Z, X) for any Z € R"*"2. We aim to provide the concentration of ¢ (€) to
its expectation. For notational simplicity, we will focus on the setting with B;; > 0 for all 4, j; otherwise, one
can reduce the support of ¢ to those entries corresponding to non-zero B;;. Due to the possibly unbounded
support of €, we adopt an extension of McDiarmid’s inequality Kontorovich (2014) with unbounded diameter.
For any Z1 = (Z1,j), Zo = (Z2,5) € R">"2,

0(Z1) = p(Z2)| < SO (B o Z1,X) = (Bo Z, X)|

< sup Y Byl Xijl| Zij — Zajl
1X [lma <1 5

< osup Y Byl Xil| Zuij — 2oyl
XeKgconv(F) i

< q(Z1,2>),



where q(Z1, Z2) =: 3, ;i (21,45, Z2,i5) = 32 ; KaBijlZ1,ij — Za,4] is a metric. Therefore ¢ is 1-Lipschitz
with respect to the metric q. Let f-:éj be an independent copy of €;;, and «;; be an independent Rademacher
random variable. We can show that the subgaussian norm of v;;¢;; (sij, 6%) is bounded by Cy7b;; for some
absolute constant Cy > 0. By Theorem 1 of Kontorovich (2014), we conclude that

12
p —Ep(e)| > ) <2 ). i>o.
(t6) ~Epte)] > 1) < 2630 (g ) 22
Combining with (S7), we achieve the desired result.
O

Lemma S5. Suppose Assumptions 1 and 2 hold. There exists an absolute constant Cy > 0 such that with
probability at least 1 — 2exp{—(n1 + n2)},

*

HTO‘//‘\/OG‘ < CotrA/N1 + No.

max

Proof of Lemma S5. Notice that € is independent of T, and W is a function of T By Lemma S4, conditioned
on T, we have
HTOWOEH* < Cor||T o W[ pv/n1 T s, (S8)
max
with conditional probability at least 1 —2exp{—(nj +ng)}. Since the probability bound does not depend on
T, (S8) holds with the same probability bound unconditionally. By construction, ||T o I/J\/’H r < Kk, we have
the desired result. O

Proof of Theorem 2. It follows from the definition of A that for A, € R™X"2 with 1Al max < 5,

1
ning

1
ning

—~ ~ 2 — 2 ~
HT o Wel/2 6 (A — Y) HF < HT o W20 (A, — Y)HF +u(| Al — 1AL, (S9)

Since we can rewrite the first term in the left hand side of (S9) as

1
ning

1
ning

frena (3wl = L frene (Ao aa v

the inequality (S9) leads to

g [T e (A=) < S (oW o (A= A) T W20 (v — ) 4 uAul. ~ IAIL)
2 (G- A.ToWoe)+u(lAl. - |A].)
112

Therefore, due to Theorem 1, Lemma S5 and condition of p, with the property that || A.|[« < v/nin2||Axl|max,



we have

1~ 2 1 - _ R R
- < — — _ 0(1/2) _ 2
o HA A< <A A, (TOW J) ° (A* A>> anHToW o(A— A%
SSW,A-A)+ |~ (A- A ToWoe)| +u(|Ad. —|A].)
1 2
<SW,A-A)+ ——|A- ToWoe| +plA..
ning max max
log!/2 Vnitng | 4 N
< C1(8? + B) min og/*(n1 + ng)’ ny + na i CofTR\/N1 + N2 (510)
Vrr(ny Ang)  TrLy/ning ning
log!/2 Jnitng | 4 N RN
< C1(8%) min og/*(n1 + n2)’ ny + ng L CofTR\/N1 + ng. (s11)
VrL(nn Ang)  TLy/ning n1m2
with probability at least 1 — exp{—2"!(log 2)7? D wigl} —2exp{—(n1 +n2)} — 1/(n1 + na). O

Proof of Theorem 3. Without loss of generality, we assume that n; > no. For some constant 0 < v < 1 such
that B = 0= 2(0 A 8)%/(7?) is an integer and B < ny, define

C = {A = (A”) € RanB : Aij € {0,7,3},V1 <i<ng,1<5< B},
and consider the associated set of block matrices
A@)={a=(A]...|A0) ermxm: dec},

where 0 denotes the ny x (ny — B|ne/B]) zero matrix.

It is easy to see that for any A € A(C;), we have that ||A|max < VB|A|lx < 8. Due to Lemma
2.9 in Tsybakov (2009), there exists a subset A C A(C;) containing the zero nj x ng matrix 0 where
Card(A%) > 2B™/8 1 1 and for any two distinct elements A; and Ay of A,

|41 — A7 > @{ 2p? [ J} > nlnig%z (S12)

For any A € A", from the noisy observed model in section 2.2, the probability distribution P4 =
Hi,j[(27r02)_1/2 exp{—(Y;; — Ai;)?/(20?)}]T. Take Po = Hijj[(271'0'2)_1/2 exp{—Yi? (202)}]%i4. Thus the
Kullback-Leibler divergence K (Pg,P4)= Ep,(log(Po/Pa)) between Py and P4 satisfies

A% - 245\ o Aly BT Y Y2 B%ninarr,

]
— < (!
202 202 - 202 =5 202 ’

K (Po,Pa) = Ep, | Y Ty
ij

for some positive constant Cs. The last inequality is due to the condition that ninomy, < >, Z;”il Tij-



From above we deduce the condition

1

Card(A%) —1 > K (Po,P4) < Alog (Card(A°) — 1), (S13)

AcAO

The above condition is valid when we take

2 g (A8
O\ B2nary,

for some constant Cg that depends on A. Also, one can verify that under the conditions 71'21 = O(B%(n1 A
na)/(o A 8)?) and 77?2 = O((ny An2)Y?0%/[B(c A B))], v < 1 and B < ny. Then we subsitute 42 in the
bound of S12 and we achieve the final bound as the one showed in the Theorem.

Together with the similar argument when ns > ni, the result now follows by application of Theorem 2.5
in Tsybakov (2009). This completes the proof. O

Lemma S6. Suppose Assumption 2 hold. For a fized matric B = (B;j) € R™*"2 where B;; > 0, there
exists an absolute constant Cs > 0 such that, with probability at least 1 — 2 exp(—(n1 + n2)),

|B o €| < C5|BllooT(v/n1 + V/n2).
Proof. By the definition of || - [|,,
max [| Bijeijlly, < |[BllooT

Apply Theorem S2 in Section S4 , and take t = \/n1 + /n2 in Theorem S2. Then conclusion follows.
O

S3 Non-asymptotic Error Bound under Low-rank Settings and Asymp-
totically Homogeneous Missingness
Theorem S1. Suppose Assumption 2 hold and wp=my=m. Assume ||Ax||lmax<f and Ay has rank R. If

k' = k—||T||F is bounded and p=<+/{r2mlog (n1+n2) }{(n1An2) nina} 1, then there exists a constant Cg > 0,
such that with probability at least 1—3(ny+nz)~!,

CeR(T*V||AL]I3.) log(n1 + n2)

o
d“(A, A,) < [(n1Ang)]~t

Proof outline. From the basic inequality, we have

L imeW 20 (A A2 <

ning ning

(A~ A, T oW oe)+ ul| Al — pl|Af.



Note that weights are restricted to be greater than 1. We then have

. 2 _ ~
IT o (A - A < iHT oW'2o (A= A|[F < ——[|A— A|T o W o el| + (| Al — [ Al|.)
ning nin2
Due to the constraint of &/, HWHOQ is bounded, we can use Lemma S7 to derive the bound of ||T o Wo €.
The remaining argument is rather standard and the same as the proof for No-weighted estimators with
nuclear norm regularization (Klopp, 2014). O

Lemma S7. Suppose assumptions in Corollary S1 hold. Then there exists a constant C; > 0 such that,
with probability at least 1 — (n1 + na),

721 log (n1 + ng9)
(n1 A ng) ning

1 —~
—— [T oWoe| < 07\/
ning

Proof. The proof is very similar as the proof in Lemma S1.
We consider applying the Matrix Berinstein inequality for random matrices with bounded sub-exponential

norm.
Due to the constraint of &/, there exists a constant Cg such that [|[W]|s < Cs.
For (nino) Y| T o W o €| = | Zi7j(7}jWi7jeij)Jij/(nlng)H, where J;; has 1 for (i, j)—th, but 0 for all
the remaining entries, let M; ; = (T;;Wi jei;)Jij, then (ning) || T o W o el = ||(ning) ! > Ml We

can easily verify that E(M; ;) = 0. Note that €;; are sub-Gaussian random variables and therefore sub-
Mgy < maxi; [ Ti;Wijeijlly, < Cor, where [ - [|y, is the

exponential random variables. Then max; ; ||| M;
sub-exponential norm of a random variable and Cy is some constant depending on the Cg.
Since E(TijWi,jeij)Z < cCgijQ for some absolute constant ¢, we can show that

1 1
.. T — T .
ning Z E (Ml’]Mi’j) - ning Z E (Mi’le’J>

?] 7 7]

1
< max { max E CQ7TU , max E 027%
n1n9 1<z<n1 <]<n2

637'2

— 7.(—7
ni N\ ng

for some constant cs.
By Proposition 11 in Klopp (2014) , there exsits a constant C7, such that with probability at least
1-— 1/(711 -+ 77,2),

ning niy N\ 712) ning ning

HTO W o GH < C7max {\/T?ng (1 + n2) (1/\/—)105{ (nl +n2) } .

Overall, the conclusion follows. ]
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S4 Useful Results

Theorem S2 (Theorem 4.4.5 of Vershynin (2018)). Let A be an ni x ny random matriz whose entries A;j
are independent, mean zero, sub-gaussian random variables. Then, for any t > 0 we have

||l < CE (/i1 + vz + 1)

with probability at least 1 — 2exp(—t?). Here K = max;; || A;jlly, and C is an absolute constant.
Proof. The proof can be found on Page 91 in Vershynin (2018). O

Theorem S3 (Proposition 1 of Koltchinskii et al. (2011)). Let Z1,..., Zn be independent random matrices
with dimensions ni X ng that satisfy EZ; = 0 and || Z;|| < U almost surely for some constant U and all

t=1,...,n. Define

1/2 1/2

N

1
Oz =— Inax HN E - E(le,;r)
1=

1 N
NZE(ZJZi)

i=1

9

Then, for all t > 0, with probability at least 1 — exp(—t) we have

Hzl+---+ZNH §2max{az\/t+log(nl+n2) Ut+log(n1+nz)},

N N ’ N
Proof. The proof can be found on Page 2325 in Koltchinskii et al. (2011). O
S5 Algorithm
S5.1 Convex Algorithm for Solving (7)

Follow Fang et al. (2018) and Cai and Zhou (2016), we consider an equivalent form objective function in (7)

below.

.1
min

in - T o W2 o (Y = Z)|[f + w1, X)),

Subject to X =0, X =Z, Z € Pg

where Z, X € Rm+n2)x(mi+n2) S ig the class of all symmetric matrices in R(m+n2)x(m+n2) py.— (O ¢

S :diag(C) > 0, ||C|lec < B}, I is an identity matrix and

Z = , 2y € RM7PM Zgy € R™2772

Zl, Zy

11



The derivation of above representation mainly comes from two facts: 1. The nuclear norm of Zs is the
the smallest possible sum of elements on the diagonal of Z given Z = 0 (Fazel et al., 2001); 2. The max
norm of matrix Zjs is the smallest possible maximum element on the diagonal of Z given Z = 0 (Srebro
et al., 2005).

The augmented Lagrangian function can be written as

1 —~
ﬁ(X,Z,V) = 7||TOWO(1/2) © (Y_ZIZ)”%'+M<I7X> + <V7X_Z> +g”X_ZH%7

ning

Subject X=0, Z € Pg,

where V e R(m+n2)x(n1+n2) ig the dual variable and p > 0 is a hyper-parameter.
Then the alternating direction method of multipliers (ADMM) algorithm solves this optimization problem
by minimizing the augmented Lagrangian with respect to different variables alternatingly. More explicitly,

at the (¢ 4+ 1)-th iteration, the following updates are implemented:

XM =1{Z" + p~ (V' + uD)},

.1
VAGRE arg min
ZePg ning

IT o WU/ o (V = Zi) |3+ 2112 = X = W = @y X 4 71V,

Vt+1 — Vt + Tp(Xt+1 o Zl‘/+1)7

where II(-) is the projection to the space {C € S : C = 0}, and ® is defined in Definition S1.

T.Y,W 3

Detailed derivation can be found in Fang et al. (2018) and Cai and Zhou (2016).

Definition S1. We use C(i,7) to represent the element on the i-th row and j-th column of a matriz C.
For the matriz C € Rm+n2)x(nitn2) 4t con be partitioned into

Cn Cipo
C = ,C11 € RMX™M Coy € R™M*™
[ Cl, Cxn ! N
Then
®ry w5(C) = (I)T,Y,VT/,,B(CE1 ry s O ,
Y. W6 CrywplClz Pryws(C)e

12



where

ry w 5(C)11(i,j) = min{B, max{Cn(i,j), -B}}  if i#j,

(I)Ty,w,g(c)ll(lvj) = min{3, max{C11(4, j),0}} if ¢ =7,

O v iw.5(C)22(i, j) = min{ 8, max{Cx (i, j), —5}}, if i # 7,

ry g7 .5(C)22(i,j) = min{B, max{Cx (i, 5),0}}  if i =},

Dy 3 5(Cizli, ) = min {Amax{y“’j)gg:ji iﬁc“’”,—ﬁ}} it () = 1,

©T7Y,‘//l\/”3(c)12(17j) = mln{ﬂamaX{C:LZ(%j)v _ﬁ}} if 7é j if T(Zuj) =0.

We summarize the algorithm in Algorithm 1. Some piratical implementations to adaptively tune p and

accelerate the computation can be found in Section 3.3 and 3.4 in Fang et al. (2018).

Algorithm 1: ADMM algorithm

Input: Y, T, B, u, W, p=0.1, 7 = 1.618, K
Initialize X°, Z° VY R
fort=1to K —1do

X {Z + p~Y(V 4 puI)}

Z+1) (I)T?Y7W75{Xt+1 + vty

Vt—l—l — Vt 4 Tp(XH_l _ Zt—l-l)

Stop if objective value changes less than tolerance
end for

S5.2 Nonconvex Algorithm for Solving (7)

The nonconvex algorithm for max-norm regularization developed in Lee et al. (2010) base on the equivalent

definition of max-norm via matrix factorizations:
[Cllmax = nf {|U][2,00[|[V [|2,00 : C =UVT},

where || - [|2,00 denotes the maximum Il row norm of a matrix.

To incorporate the nuclear norm regularization, we also notice an equivalent definition of the nuclear

13



norm:
!
IC]« == inf {lUIE+IVIE:C=UVT}.

Then we have the following relaxation of the objective function in (7). Take

1
ninz

=50 p
f(L,R) = IT oW/ o (¥ — LRY)|7 + S (L% + | RI%).

and we obtain

I}jllgf(L,R),

Subject to max {||L||2,00, || R

2,00} S B

This optimization form is exactly the one in Lee et al. (2010) except that we add another nuclear penalty

in the objective function f.

Like what Lee et al. (2010) considered, the projected gradient descent method can be applied to iteratively

solve this problem. We define the project Pp as the Euclidean projection onto the set {M : || M||2,0c < B}.

This projection can be computed by re-scaling the rows of current input matrix whose norms exceed B so

their norms equal B. Rows with norms less than B are unchanged by the projection. We summarize the

algorithm in Algorithm 2.

Algorithm 2: Projected gradient descent algorithm

Input: Y, T, 3, u, ﬁ\/, step size 7, K
Initialize L°, RO,
fort=1to K —1do
0
Lt Ps <L - Ta%)
0
R+ Py (R-78%)
Stop if objective value changes less than tolerance
end for

S6 Additional Simulation Results

The simulation results for SNR, = 1 and SNR = 10 are shown in Table S1 and S2 respectively.

14



References

Banerjee, A., S. Chen, F. Fazayeli, and V. Sivakumar (2014). Estimation with norm regularization. In

Table S1: Similar to Table 1, but for SNR = 1.

Setting 1
Method RMSE TE T
Proposed | 1.901(0.004) 1.918(0.004) 13.69(0.097)
SoftImpute | 1.944(0.004)  1.961(0.004)  19.55(0.092
cz 2.052(0.004)  2.044(0.004)  27.695(0.128)
FLT 1.927(0.004) 1.946(0.004) 15.265(0.105)
W 2.012(0.004)  2.01(0.004)  25.61(0.069)
KLT 2.439(0.005)  2.492(0.005)  10.175(0.063)
Setting 2
Method RMSE TE T
Proposed | 1.716(0.004) 1.669(0.004) 14.73(0.113)
SoftImpute | 1.721(0.004)  1.685(0.004)  16.335(0.107)
cz 1.86(0.004)  1.799(0.004)  25.965(0.115)
FLT 1.711(0.004) 1.674(0.004) 14.565(0.102)
W 1.805(0.005)  1.747(0.005)  37.82(0.422)
KLT 2.16(0.005)  2.093(0.005)  2.065(0.110)
Setting 3
Method RMSE TE T
Proposed | 2.412(0.006) 2.586(0.007) 12.495(0.098)
SoftImpute | 2.923(0.007)  3.113(0.007)  29.15(0.112)
cz 2.641(0.006)  2.812(0.006)  28.695(0.109)
FLT 2.878(0.007)  3.097(0.007)  20.105(0.105)
W 2.668(0.006) 2.779(0.007) 33.115(0.066)
KLT 3.667(0.007)  3.969(0.007)  9.765(0.067)

Advances in Neural Information Processing Systems, pp. 1556—1564.

Cai, T. T. and W.-X. Zhou (2016). Matrix completion via max-norm constrained optimization. Electronic

Journal of Statistics 10(1), 1493-1525.

Fang, E. X., H. Liu, K.-C. Toh, and W.-X. Zhou (2018). Max-norm optimization for robust matrix recovery.

Mathematical Programming 167(1), 5-35.

Fazel, M., H. Hindi, and S. P. Boyd (2001). A rank minimization heuristic with application to minimum order

system approximation. In Proceedings of the 2001 American Control Conference.(Cat. No. 01CHS37148),

Volume 6, pp. 4734-4739. IEEE.

15



Table S2: Similar to Table 1, but for SNR = 10.

Setting 1
Method RMSE TE T
Proposed | 0.425(0.001) 0.443(0.001) 30.565(0.143)
SoftImpute | 0.483(0.001) 0.501(0.001) 91.615(1.845)
CZ 0.663(0.001) 0.688(0.001) 54.225(0.178)
FLT 0.427(0.001) 0.446(0.001) 32.105(0.129)
NW 0.405(0.001) 0.422(0.001) 30.180(0.196)
KLT 1.894(0.003) 1.958(0.003) 8.665(0.059)
Setting 2
Method RMSE TE T
Proposed | 0.401(0.001) 0.418(0.001)  29.360(0.136)
SoftImpute | 0.475(0.001) 0.484(0.001)  120.670(3.387)
CZ 0.684(0.002) 0.722(0.002) 59.300(0.485)
FLT 0.409(0.001) 0.426(0.001)  30.380(0.145)
NW 0.496(0.003) 0.510(0.003) 19.055(0.368)
KLT 1.975(0.006) 1.873(0.004) 1.375(0.144)
Setting 3
Method RMSE TE T
Proposed | 0.627(0.001) 0.688(0.002) 32.675(0.144)
SoftImpute | 0.868(0.002) 0.966(0.003) 77.115(1.343)
CZ 0.999(0.003) 1.105(0.004) 56.890(0.152)
FLT 0.670(0.002) 0.736(0.002) 39.740(0.820)
NW 0.703(0.003) 0.768(0.003) 21.860(0.614)
KLT 3.157(0.006) 3.460(0.006) 9.535(0.088)

Golub, G. H. and C. F. Van Loan (1996). Matrix computations. johns hopkins studies in the mathematical

sciences.

Jalali, A. and N. Srebro (2012). Clustering using max-norm constrained optimization. In Proceedings of the

29th International Conference on Machine Learning (ICML-12), pp. 481-488.

Klopp, O. (2014). Noisy low-rank matrix completion with general sampling distribution. Bernoulli 20(1),

282-303.

Koltchinskii, V. (2011). Oracle Inequalities in Empirical Risk Minimization and Sparse Recovery Problems.

Springer.

Koltchinskii, V., K. Lounici, and A. B. Tsybakov (2011). Nuclear-norm penalization and optimal rates for

noisy low-rank matrix completion. The Annals of Statistics 39(5), 2302-2329.

16



Kontorovich, A. (2014). Concentration in unbounded metric spaces and algorithmic stability. In International

Conference on Machine Learning, pp. 28-36.

Lee, J. D., B. Recht, N. Srebro, J. Tropp, and R. R. Salakhutdinov (2010). Practical large-scale optimization

for max-norm regularization. In Advances in neural information processing systems, pp. 1297-1305.

Lee, T., A. Shraibman, and R. Spalek (2008). A direct product theorem for discrepancy. In 2008 23rd

Annual IEEE Conference on Computational Complezity, pp. 71-80. IEEE.

Srebro, N., J. Rennie, and T. S. Jaakkola (2005). Maximum-margin matrix factorization. In Advances in

neural information processing systems, pp. 1329-1336.

Srebro, N. and A. Shraibman (2005). Rank, trace-norm and max-norm. In International Conference on

Computational Learning Theory, pp. 545-560. Springer.

Talagrand, M. (2006). The generic chaining: upper and lower bounds of stochastic processes. Springer

Science & Business Media.
Tsybakov, A. B. (2009). Introduction to Nonparametric Estimation. New York: Springer-Verlag New York.

Vershynin, R. (2018). High-dimensional probability: An introduction with applications in data science,

Volume 47. Cambridge university press.

17



