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Abstract—With the proliferation of connected internet of
things (IoT) devices, trusted communications between such de-
vices is an increasing concern. While researchers have spent
significant resources to address this challenge, most solutions
impose significant energy, delay, and complexity overhead on
energy-constrained IoT devices. In this paper, we first provide
an overview of some of the techniques used to incorporate
security and trust features into IoT devices. Then, we propose and
demonstrate an innovative encryption approach for wireless IoT
communications which is low-energy, low-complexity, and low-
latency. The proposed cryptography integrates the encryption
into the RF front-end of a wireless transceiver and is energy-
efficient, making it suitable for real-time and energy-limited IoT
connectivity applications.

Index Terms—Hardware Security, Analog Security, Trusted
Communication, Software-defined-radio, SDR, True-random-
number-generator, TRNG

I. INTRODUCTION

With the ever growing desire to increase efficiency and
functionality in industry, real-time device connectivity is be-
coming a necessity. Over the past decade, IoT has emerged
as the industry chosen network platform for wireless device
connectivity due to simple protocols and ease of hardware
implementation [1, 2, 3]. The widespread deployment of
connected IoT devices in industrial and consumer applications
calls for ensuring the security and trust in the wireless com-
munication link. However, the limited available energy in most
IoT devices, such as those relying on energy harvested from
the environment, complicates this task [4].

Security challenges have been found in different layers of
the IoT network [5, 6]. To solve these challenges, conventional
security protocols exploit software or hardware encryption to
secure the data and defend against attacks [7]. As one of these
two types, software encryption heavily relies on the processing
power available in the network. It is commonly used in
computers with powerful central processing units (CPUs).
By integrating the encryption algorithms in the software and
running the software on processors, custom modification to the
hardware is avoided, reducing the complexity of the system.

Hardware encryption, on the contrary, implements crypto-
graphic functions in dedicated circuitry [8]. This way, high

This work is supported by NSF CCSS Award #2029407 and partially
supported by the Air Force Center of Excellence for Enabling Cyber Defense
in Analog and Mixed Signal Domain (CYAN).

energy CPUs can be replaced with low energy Application-
Specific Integrated Circuits (ASICs), relaxing the overall
energy consumption in the IoT device. The system la-
tency/number of cycles is also significantly reduced due to the
elimination of time-consuming software operations, making
these solutions more attractive for IoT applications [9].

Standard hardware security protocols employ modern digital
encryption methods such as the Advanced Encryption Standard
(AES) and Elliptic Curve Cryptography (ECC) to protect the
data [4]. These algorithms can be broadly divided into two
classes: symmetric cryptography or private-key encryption,
and asymmetric cryptography or public-key encryption [10,
Ch. 1, pp. 4] [11]. Although these solutions offer full data se-
curity, the amount of energy required for bit-by-bit encryption
is prohibitively high for energy-constrained IoT devices [12].
The added delay in the data transmission is also significant,
negatively affecting the latency of the link which is critical
for many mission-critical and time-sensitive applications. To
alleviate these problems, we propose an innovative low-energy
hardware encryption solution in which the encryption and de-
cryption is performed in the analog domain within the wireless
transceiver, with minimal energy and delay overhead to the
system. An overview of the proposed security implementation
is shown in Fig. 1.

In the following section, we will provide an overview of
state-of-the-art hardware security techniques in IoT applica-
tions with emphasis on hardware implementation of cryp-
tography. Our proposed analog-inspired low-energy hardware
security solution for IoT trusted communications is detailed
in section III. Section IV provides concluding remarks.

II. PRIOR ART IN IOT DATA SECURITY

Due to the low-energy nature of IoT devices, they usu-
ally rely on hardware encryption to reduce the energy re-
quired to perform security operations. While most devices use
standardized modern cryptographic algorithms such as AES,
Rivest–Shamir–Adleman (RSA), or various forms of ECC, as
can be seen in [13, 14, 15, 16], there has been an increasing
desire to develop new methods specifically targeting embed-
ded devices. This has resulted in the National Institute for
Standards and Technology (NIST) organizing a competition to
produce a lightweight cryptography standard for IoT devices
[17]. Other researchers have developed methods that rely on



Fig. 1: Comparison between existing encryption approaches
and the proposed approach.

the physical properties of the IoT device or the communication
link in order to encrypt the data [18, 19, 20, 21, 22]. In
general, all of these hardware encryption methods can be
classified into one of two types, symmetric encryption and
asymmetric encryption. Both of these forms of encryption can
be utilized in trusted IoT communications; therefore, we will
briefly introduce them and highlight their differences.

A. Symmetric vs. Asymmetric Cryptography

Symmetric encryption utilizes a shared key between parties
for both encryption and decryption. In contrast, asymmetric
encryption uses two keys, a public-key for encryption and
a separate private-key for decryption [10, Ch. 1, pp. 5]. A
message encrypted by the public-key can only be read with
the private decryption key (Fig. 2). However, asymmetric
cryptography is significantly slower than symmetric cryptog-
raphy; taking two to three orders of magnitude longer to
perform than a similar private-key algorithm [10, Ch. 11,
pp. 377]. Despite this limitation, public-key cryptography is
widely used and complementary to private-key cryptography.
Because asymmetric cryptographic algorithms can ensure the
security of the message without a shared key, it is used for
key transport between two parties as the first step during
communication. After securely exchanging the key, symmetric
encryption is used to encrypt the subsequent data stream.
By combining asymmetric and symmetric encryption in a
communication protocol, both key and data can be secured
during data transmission [10, Ch. 11, pp. 389-399] [11]. In
the next subsection, various implementations of these methods
will be explored.

B. AES, RSA, and ECC Encryption

One of the most widely used symmetric cryptographic algo-
rithm is the AES [23]. Given its ubiquitous utilization, there
are many ASIC implementations of AES in literature, with
varying focuses on either performance or energy efficiency
[24, 25, 26, 27, 28, 29, 13]. Current AES implementations
designed for low energy have a peak energy efficiency of
around 340 Gbps/W corresponding to an energy use of about
10 pJ per bit [27, 13, 29, 30]. Note that the energy efficiency
varies depending on the process technology used and encryp-
tion/decryption speed. Broadly, there are two approaches for

Fig. 2: Comparison between asymmetric and symmetric en-
cryption.

hardware implementations of the AES algorithm, a highly
pipelined approach for critical performance applications as
demonstrated in [28], or of interest to IoT applications, area
and energy optimized implementations that trade throughput
for size and energy efficiency [27, 29, 13]. However, as
noted in [31], many of these designs are susceptible to side-
channel attacks; allowing an attacker to extract secret keys
by probing power supply lines or scanning the integrated
circuit’s electromagnetic (EM) leakage [32]. This has led
ASIC designers to modify their designs to mitigate these risks
[27, 13]. Unfortunately, the mitigations increase the energy and
area required to implement the AES circuit. For example, [27]
reports a 28% increase in area and a 23% increase in power.
Therefore, despite various advantages of AES encryption, it
has serious drawbacks for low-energy IoT devices.

In order to securely transport the symmetric key between
devices, some form of of asymmetric encryption, such as RSA
or ECC, is performed. Both of these algorithms have been
implemented in ASICs and FPGAs. RSA implementations are
seen in [33], [34], and [35] and ECC implementations in [36],
[37], [38], and [30]. Compared to RSA, ECC can shorten the
key length by ≈10x with the same level of security. However,
RSA can achieve a shorter encrypting and decrypting time
as compared to ECC [39]. In [9], an implementation of a
full ECC accelerator is described. In this design, 0.2 µJ per
bit of energy is used to perform an encryption operation.
This performance is comparable to hardware implementations
of other, similar asymmetric algorithms [30, 40, 41]. This
demonstrates the significant energy overhead of ECC or RSA
encryption over AES encryption, clearly showing why it is
only used for initial key exchange. The high energy usage of
ECC and RSA algorithms makes them unacceptable for low
energy IoT devices [42].

C. Low-energy Digital Cryptography

In order to better enable cryptography in energy constrained
devices, NIST initiated the development of a new set of



symmetric algorithms specifically tailored for low energy
applications [17]. In March of 2021, ten finalist algorithms
were selected and are currently under public review [43].
In addition to targeting low energy, these algorithms aim
to minimize the possibility of leaking information through
side channels, such as power and EM leakage, as has been
an issue with implementations of previous algorithms [17].
One of the finalist algorithms for NIST (Grain-128AEAD)
was evaluated in [44]. In the paper, researchers built two
implementations of the algorithm targeting high throughput
and low energy respectively. The resulting energy usage from
each implementation was 4.4 pJ per bit when targeting high
throughput and 0.3 pJ per bit when targeting low energy
operation. As a comparison, implementations of the AES
algorithm have an energy usage of 10 pJ per bit as documented
in [27, 13, 29, 30]. Other hardware implementations of the
NIST algorithms are documented in [45], with benchmarks
for energy, area and throughput included. While the NIST
lightweight cryptography algorithms focus on symmetric en-
cryption, there have also been recent developments in low-
energy asymmetric encryption suitable for IoT devices [46].
In [9], the authors built an IC based on the Ring-Learning-
With-Errors Key-Exchange algorithm (RLWE-KEX). This is a
lattice-based, asymmetric cryptography algorithm, designed to
be secure against quantum computers. In their implementation,
the researchers achieved an efficiency of 3.4 nJ per bit. This is
30x more energy-efficient compared to ECC algorithms with
similar security [30]. While these developments show impres-
sive increases in energy efficiency over standard algorithms,
they still are a significant burden for low-energy IoT devices.

D. Physical Encryption Methods

Another approach to reduce the energy required for asym-
metric encryption is to leverage physical differences that occur
among chips due to process variations. In [18], utilizing Physi-
cal Unclonable Functions (PUFs) for public-key cryptography
was analyzed. Using the delay of logic networks as a PUF
(XOR network [20], NAND and XOR array [47]), one can
achieve asymmetric encryption and take advantage of the
process-variation-induced random delay to secure the data.
This provides a novel alternative to traditional public-key
cryptographic methods, with lower energy use [19]. However,
PUFs, in general, suffer from added complexity and stability
issues.

A corollary to this, but for symmetric encryption, is to
apply analog encryption at the modulation stage of the system.
This security mechanism builds off the foundational work
of Wyner in [48], which describes conditions under which
parties can communicate in secret while in the presence
of an eavesdropper without sharing cryptographic keys. The
limitation of [48] is that it requires the intended receiver
to have a higher channel capacity than the eavesdropper.
A method to circumvent this limitation is to purposefully
distort the transmitted signal in a way that is known to the
intended recipient, but hidden from an eavesdropper. In this
way, the channel, as described by Wyner, can be employed.

Fig. 3: Proposed analog-based encryption system.

Fig. 4: Analog encryption transceiver – Phase shifting and
TRNG are added to the RF front-end.

This technique has been successfully demonstrated in optical
communication systems [49, 50]. This symmetric encryption
method can be combined with the unique characteristics of an
individual RF transmitter to perform key exchange allowing
for low energy, secure communication [4, 51, 19, 52].

Adding security features at the modulation stage can be ben-
eficial for IoT devices with simple transceivers and low energy
budget. In the next section, we introduce our proposed analog-
based encryption for low energy IoT device communication.
By integrating the encryption process into the modulation
stage, we aim to achieve low-latency and low energy operation
in IoT devices, while also supporting real-time operation.

III. ANALOG ENCRYPTION

A. High Level Overview

Our solution to the problem of high-energy bit-by-bit digital
encryption is a form of analog encryption that takes place
inside the RF frontend of the radio. In doing so, it removes the
need for digital encryption for much of the transmitted data,
reducing the energy requirement for the system. Analog en-
cryption is performed by distorting the transmitted waveform
inside the RF frontend. Due to the distortion, an eavesdrop-
ping receiver will experience a highly elevated bit-error-rate
(BER) when trying to demodulate the data, preventing it from
correctly reading the information. The goal of the system is to
keep an eavesdropper’s BER close to 0.5, as this deprives them
of all information about the transmitted data. This method
is particularly well suited for applications where the goal is
temporal security, where information needs to be protected for
a few hours or days before it goes stale to an attacker. This



Fig. 5: Software defined radio implementation: (a) shows the testbench of the system, (b) is the constellation of an eavesdropping
receiver (BER of 0.538), and (c) shows the constellation diagram of an intended receiver (BER of 0.001).

contrasts with absolute security which requires thousands of
years of computing time to decrypt.

Fig. 3 shows the the basic process of analog encryption.
Distortion is applied at the transmitter based on a one-time-use
digital-key. The distortion can take one of many forms such as
shifting the phase, amplitude, or frequency of the transmitted
waveform. In this work, we focus on shifting the signal
phase as it is most applicable in IoT devices using low-order
modulation schemes, such as QPSK (Quadrature Phase Shift
Keying). The key used to apply the distortion is produced by a
true-random-number-generator (TRNG) which is then digitally
encrypted and transmitted to the receiver (Fig. 3). Since the
key is determined by random noise outside the control of an
eavesdropper, the eavesdropper has no information about the
value of the key. In contrast, since the intended receiver has
access to the key, it can invert the distortion applied to the
signal and correctly demodulate the data.

A high-level view of how the system is implemented is
shown in Fig. 4. This shows that the analog encryption method
requires the addition of a high resolution phase shifter in
the transmitter and receiver, and a TRNG at the transmitter
to produce digital-keys. This removes the need for bit-by-bit
encryption of the transmitted data at both the transmitter and
receiver, and hence have the potential to significantly reduce
the energy consumption and latency. Note that the digital-
key still requires traditional encryption; however, it is much
shorter than the overall data packet. Therefore, encrypting
the digital-key requires less energy than digitally encrypting
the entire payload data. For increased security, the key can
be regenerated and re-transmitted to the receiver. This will
prevent an eavesdropper from recovering the key after its use
for some time. Frequent updates of the key may also help
mitigate side channel leakage of information. The refresh rate
of the key can be varied by the system for various operating
environment. In an ASIC implementation of the system, care is
required when designing the circuitry necessary to implement
the analog encryption (phase shifter and TRNG), particularly

in the area of energy use, as these are the main contributors
to the system overhead.

B. Software Defined Radio Implementation

To test the efficacy of our analog encryption system, a
software-defined-radio (SDR) based implementation is uti-
lized. The Software-defined-radio allows for the direct con-
trol of the modulation and demodulation of a radio signal
by streaming the raw in-phase (I) and quadrature (Q) data
between the transceiver and a host computer. As there is
direct control over the radio front-end by software, it allows
for the rapid development of new communication protocols.
Unfortunately, due to the general-purpose nature of the SDR
hardware, it does not provide a comparable level of energy
efficiency that a dedicated application specific RF front-end
does. Also, due to most of the implementation being performed
in software on a desktop computer, a strong one-to-one corre-
lation between changes to the system and overall energy use
is not feasible; thereby making power measurements difficult
to impossible to perform accurately. However, while the SDR
implementation is unable to give results for system power use,
it provides a means to evaluate the fundamental operation of
the analog encryption scheme. We leverage this capacity to test
the ability of our system to perform reliable communication
and substantially increase the BER of an eavesdropper.

Our experimental setup consists of two SDRs. One acting as
a transmitter, the other as a receiver (Fig.5a). The transmitting
SDR performs the analog encryption on the transmitted data
packets and the receiver performs the inverse operation to
obtain the original data. Analog encryption can be enabled or
disabled by enabling or disabling the TRNG used to produce
digital-keys; while the number of bits used to perform the
phase shifting can also be adjusted. This allows for testing
the effect of phase shift resolution on the eavesdropper BER.
These keys are transmitted over a second channel so that they
can be used by the receiver. At the receiver, the decoding of the
digital-key can be disabled; allowing the receiver to emulate



the experience of an eavesdropping receiver. By comparing
the data transmitted to the data extracted at the receiver, the
number of incorrect bits are found and used to calculate the
BER of the system.

C. Results

BER is used as a metric to determine the validity of our
transceiver and analog cryptography implementation. Our goal
for the system is that an eavesdropper experiences a BER
of about 0.5, so that decoding the message is impossible;
however, the intended receiver should have a very low BER.
With our testbench, the BER for the simulated eavesdropping
receiver stayed near 0.5 within a range of ±0.13 as long
as more than two bits were used for the random phase
shifting (Fig. 5b). When using more than 2-bits of phase
shifting resolution, the BER was not significantly impacted
and stayed close to 0.5 for the eavesdropper. When operating
as the intended receiver, the BER fell to less than 0.005 (Fig.
5c). This is the same BER achieved by a reference QPSK
transceiver design implemented on the same SDR hardware
without exercising any encryption. The SDR implementation
of this system demonstrates a wireless dual channel approach
for encrypting QPSK modulated signals, allowing the main
channel payload to be randomly phase shifted, while the
second channel carries the value of the random phase shift
for decryption by the receiver.

IV. CONCLUSION

This paper provides an overview of existing solutions for
IoT device security. Current digital encryption technologies
have limitations for IoT devices, leading to the development
of new low-energy solutions. While these new methods in-
clude lightweight digital encryption algorithms, there has also
been promising research to develop physical approaches to
enable IoT security. We propose one such method that uses
analog encryption methods embedded in the RF front-end to
protect a wireless communication link. This method promises
a low-energy and low-latency alternative to bit-by-bit digital
encryption methods. We also demonstrate a proof-of-concept
implementation of our technique using an SDR platform. This
uses phase shifting to increase the BER of an eavesdropping
receiver to prevent it from correctly decoding transmitted
information.
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[12] M. Bloch, O. Günlü, A. Yener, F. Oggier, H. V. Poor, L. Sankar, and R. F.
Schaefer, “An Overview of Information-Theoretic Security and Privacy:
Metrics, Limits and Applications,” IEEE Journal on Selected Areas in
Information Theory, vol. 2, no. 1, pp. 5–22, Mar. 2021, conference
Name: IEEE Journal on Selected Areas in Information Theory.

[13] A. Singh, M. Kar, S. Mathew, A. Rajan, V. De, and S. Mukhopadhyay,
“25.3 A 128b AES Engine with Higher Resistance to Power and Electro-
magnetic Side-Channel Attacks Enabled by a Security-Aware Integrated
All-Digital Low-Dropout Regulator,” in 2019 IEEE International Solid-
State Circuits Conference - (ISSCC), Feb. 2019, pp. 404–406, iSSN:
2376-8606.

[14] T. Kudithi and R. Sakthivel, “High-performance ECC processor
architecture design for IoT security applications,” J Supercomput,
vol. 75, no. 1, pp. 447–474, Jan. 2019. [Online]. Available:
https://doi.org/10.1007/s11227-018-02740-2
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