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ABSTRACT

With increasing popularity of smart home devices, there is a grow-
ing concern about the security and privacy risks these device pose
to the users. Indeed, researchers have been addressing these risks
over the last decade by identifying vulnerabilities and developing
solutions. Despite this effort, security break ins and privacy expo-
sures still happen routinely. While most of these privacy exposures
are attributed to incorrect system configurations, this paper ex-
plores the question whether these smart home systems pose any
privacy risks even when they as configured correctly and the ad-
versary has only some very minimal capabilities. In particular, the
paper presents an experimental study of two very popular smart
home devices with an adversary that can passively observe all the
message traffic coming in or going out of a home without being
able to decrypt the messages or disrupt the traffic in any way. The
key finding is that despite this minimal adversary capability, lots of
fine-grained, personal information about the users and their homes
can still be inferred. Further the privacy exposure becomes much
more significant if the adversary has knowledge of some basic con-
textual information about the home residents. The paper describes
these experiments and provides a detailed analysis of the data and
privacy exposure.
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1 INTRODUCTION

Home automation that began as early as Year 2000 has increasingly
been becoming popular with the Internet of Things (IoT) introduc-
ing this technology into our homes by rapidly applying connectivity
to everyday appliances and home features. As IoT devices become
a part of our daily lives, we need to take a look at the security risks
and privacy concerns this smart technology introduces into our
lives.
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IoT manufacturers collect an incredible amount of data about the
users and their homes with a promise to the users that these data
points are used to make their smart home experience better and
more personalized. For example, consider an Amazon or Google
smart speaker voice assistant. It knows where you are located,
what you buy, as well as your taste in music and movies. It knows
when you are home, what your voice sounds like compared to, say,
your roommate’s — and, if you have paired it with other smart
devices and what those devices are sensing. In short, it knows a lot
about you. While there is some evidence that such rich personal
information helps service providers to provide better, personalized
services, when in the wrong hands, it’s a treasure trove of personal
information that can be misused for nefarious purposes such as
knowing when your house is unoccupied and safe to rob, using
your credit card credential to make unauthorised purchases, or
getting access to the camera feeds from your home.

Indeed, users are increasingly becoming aware of these secu-
rity and privacy risks. A recent survey of people from The United
States, Canada, Japan, Australia, France and the United Kingdom
by Consumer International and Internet Society found that about
63% of people find connected devices to be “creepy” and 75% don’t
trust the way their data is shared by those devices [16]. IoT de-
vice manufacturers and service providers are also responding to
these concerns by putting in appropriate safety measures, such as
encrypting all messages exchanged between devices and external
servers or incorporating strong authentication mechanisms for de-
vice access. To some extent, users are also following various safety
tips, such as using strong passwords, disconnecting devices from
the Internet when not needed, installing latest security patches,
etc. However, despite these safeguards from both the users and the
device manufacturers and service providers, important personal
information about the users and their homes does fall into wrong
hands and has been exploited for nefarious purposes [4, 17].

One common technique used by the adversaries to steal such
personal information despite all the safeguards is via side channel
attacks, which are based on information gained from the implemen-
tation of a computer system, rather than weaknesses in the imple-
mented algorithm itself. Timing information, power consumption,
electromagnetic leaks or even sound can provide an extra source
of information, which can be exploited. For example, the power
output generated by pressing a particular key on the keyboard will
be different from that of another key being pressed which makes it
the differentiating factor without giving away what was actually
pressed. By observing the frequency of the power, it can be traced
to frequently occurring alphabets. Power output is just one side
channel. There are many such channels for any device. If gotten
hold of, they can give an inside picture to attackers which makes it
a target [10][1].
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In this paper, we explore the potential for a side channel attack
on smart home devices, where in an adversary only has an ability
to tap into and access all the Internet traffic coming in or out of
a home. This is possible if the adversary has access to the home
router or the router at the Internet service provider connected to
the home router. We do not assume any other capability on behalf
of the adversary. In particular, the adversary cannot decrypt any
messages exchanged, drop, alter or inject any messages, nor can
they alter the traffic flow. The question we have explored in this
paper is whether the adversary with such a limited capability can
still learn something about the users and their homes.

We have experimented with two very popular home devices, a
pair of cameras for indoor and outdoor monitoring (Netgear Arlo
Pro 2) and a Google Home Mini (Gen 2). The indoor and outdoor
cameras are connected to a cloud server and their operation can
be controlled by user’s smartphone or tablet. The Home Mini is
powered by the Google Assistant, you can ask it questions or tell it
to do things using your voice. Both of these devices are connected
to their respective servers on the cloud via the Internet and the
messages exchanged between the device and servers are encrypted.
We have experimented with a variety of indoor scenarios ranging
over different number of people at home, different types of audio
and movements at home, and asking questions in different styles.

Our key finding is that while these devices employ some very
good security mechanisms, lots of personal information about the
users and their home can still be inferred by simply monitoring and
analyzing the traffic coming in and out of their homes. In partic-
ular, an adversary can infer the exact smart devices the users are
using, whether the home is currently empty, or whether the current
residents are behaving erratically. Further, the knowledge of any
additional contextual information such as the sleeping schedules
of the residents, whether children reside at home, drinking habits
of the residents, or which room(s)/floor(s) the devices are located
in can allow the adversary to infer much more finer grained infor-
mation about the home residents. The paper describes the details
of the experiments we have conducted under a range of different
scenarios and the data we have collected, provides an analysis of
this data, and identifies privacy leakage based on this analysis.

The rest of the paper is structured as follows. Section 2 provides
a brief overview of the related work. Section 3 describes the ex-
perimental setup. Sections 4 and 5 describe the results of all the
experiments involving Home Mini and Arlo Pro respectively. Sec-
tion 6 describes the privacy leakage that can be inferred from these
experimental results, and finally Section 7 concludes the paper.

2 RELATED WORK

In this paper, we focus on the internet-connected smart home de-
vices, such as internet-connected appliances, lighting, sensors, door
locks, security cameras, interactive smart speakers and voice ser-
vices, etc. These devices rely on cloud-based integration to provide
appropriate services via an API using HTTP. These devices can
typically be controlled via commands from smartphones transiting
via the cloud. Over the last decade, several security and privacy
vulnerabilities have been reported and discussed in literature for
such devices. These include privacy risks in pairing and discovery
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protocols [19] and insecure communication [6], remote spying pos-
sibilities [8, 14], over-privilege [11, 12], and end-user security and
privacy concerns [20].

In this paper, we focus on side channels using message traffic
analysis to infer privacy information of a home. Side channel pri-
vacy attacks have been discussed quite extensively in literature,
e.g. [3] and [13] demonstrate side channel attacks on anonymity
networks, and [9] and [18] use traffic fingerprinting to learn about
users’ Internet browsing characteristics.

Message traffic analysis has been done to infer information about
potentially sensitive activities in [5]. The traffic analysis performed
tries to correlate device events/actions with network activity at the
time of the event/action. The devices used are second generation
Nest Thermostat and second generation Nest Protect Wired. It is
shown that with 88% and 67% accuracy respectively, when the
thermostat transitions between the Home and Auto Away mode
and vice versa, based only on network traffic originating from the
device. Message traffic analysis is also used in [2] to demonstrate
that despite the broad adoption of transport layer encryption, smart
home traffic metadata is sufficient for a passive network adversary
to infer sensitive in-home activities. The specific inferences include
identifying the smart home devices and whether those devices
are on or off. The devices used in this research are Amazon Echo,
Belkin WeMo Switch, Orvibo Smart Socket, TP-Link Smart Plug,
Nest Security Camera, Amcrest Security Camera and Sense Sleep
Monitor. A traffic shaper that uses anywhere between 10 KB and 40
KB worth extra bandwidth is proposed to provide a uniform traffic
rate to prevent such inferences.

3 THREAT MODEL AND EVALUATION
METHODOLOGY

As mentioned earlier, our goal is to explore any potential for a side
channel attack on smart home devices, where an adversary only
has an ability to tap into and access all the Internet traffic coming
in or out of a home. In particular, the adversary is passive in nature
(similar to an ISP) in that it cannot inject any new packets in the
in traffic, cannot alter the contents of any packets and cannot alter
the rate of packet flow. The adversary also has no access to any of
the the local area network(s) (LAN) being used in the home that is
being targeted. We assume that the adversary has access to a large
volume of message traffic from the past that he/she can analyze
using machine learning algorithms.

To gain an insight into the potential privacy leakage from smart
home devices, we chose to experiment with two very popular de-
vices, a pair of cameras for indoor and outdoor monitoring (Netgear
ArloPro 2) and a Google Home Mini (Gen 2). Both of these devices
need to be connected to the Internet in order for them to function
properly. Our evaluation methodology is comprised of operating
each device under very specific controlled scenarios and tapping
the traffic from the device to the external servers and from the
external servers back to the device. We then analyze this tapped
traffic to identify any unique patterns that can be exploited by the
adversary to infer the scenario within the home.

Figure 1 illustrates our experimental setup. We used a laptop
with Intel core 15, 4GB of RAM, running Ubuntu 18.04.4 LTS, and
Wireshark [7] network protocol analyzer version 2.6.10 to collect
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the data. The collected data was then analyzed using pandas[15]
data analysis library. For the Google Home Mini, a Wi-Fi hotspot
was setup on the laptop to act as an access point that the Google
Home Mini connects to. The laptop connects to the Internet through
an Ethernet port. By capturing all the data coming in or going out
of the wireless interface, we were able to capture all the traffic
related to Google Home Mini. We needed to use a different setup
to capture the traffic of the Netgear Arlo Pro cameras. The Netgear
Arlo cameras come with a dedicated base station unit, the cameras
connect to the base station using Wi-Fi and the base station connects
to the Internet through an Ethernet port. We connected the Ethernet
port of our laptop (network protocol analyzer) to a switch port that
is configured to mirror all the traffic coming from the Arlo cameras
base station, and setup Wireshark to capture all the traffic of the
Ethernet interface.

The next step is to take files generated by wireshark and process
them using pandas. We removed all the irrelevant data such as
broadcasts and multicasts, and kept only the TCP and TLS traffic.
The filtered data is then used to create tables that we used to gen-
erate the plots. All our experiments were repeated at least three
times.

4 EVALUATION: GOOGLE HOME MINI

For all experiments with Google Home Mini, the device was trig-
gered about 30 seconds after each controlled scenario was setup
and the traffic was recorded for a duration of two minutes. We
noted that Google Home Mini remains alert for about 8-10 seconds
after it is triggered with “OK Google" voice command to listen for
a question from the user. Our controlled scenarios for Google Mini
can be divided into three different categories: baseline scenarios,
standard operating scenarios and nonstandard operating scenarios.

WiFi
Google X
an:mie Network
Protocol
Analyzer Y,

Switch

Internet

Network
Protocol
Analyzer

Figure 1: Experiment setup to tap messages to or from a
smart home device.
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4.1 Baseline Scenarios

The baseline scenario category is comprised of scenarios where the
device is not triggered at all and simply stays in the background. The
goal here is to see if the adversary has any possibility of inferring
anything about a home when the device is not being used at all. We
have experimented with three different scenarios in this category:
(1) when there is complete silence at home; (2) when some soft music
is playing in the background; and (3) when the device is in a natural
setting where there may be some background noise or conversation.
Figures 2, 3 and 4 show the number of bytes transferred as a function
of time for these three scenarios.

Bytes/Sec (sent&Recy)
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Time (sec.)

Figure 2: Google Home: complete silence at home (no trig-
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Figure 3: Google Home Mini: soft music playing in the back-
ground (no trigger)

As we can see from these figures, there is some message exchange
between the Google Home Mini and the server even when the
device is not triggered. We first suspected that this indicates that
the Google Home Mini was eavesdropping, collecting data even
when there is no trigger, especially for scenarios two and three.
However, after further inspection and analysis we realized that
the Google Home Mini periodically communicates with over ten
different servers even when it is in complete silence. Figure 4 shows
the number of bytes being sent to the individual servers while
Figures 2 and 3 show the aggregate bytes. From the three figures
we notice that other than the different spikes which occur at two
to five minutes intervals and have values between 1 KB and 4
KB, the Google Home Mini sends less than 500 bytes/sec of data.
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Figure 4: Google Home Mini: some background noise or conversation (no trigger).

Upon further analysis, we found that the spikes are a result of
regular encryption key exchanges, while the other low rate traffic
is mainly comprised of keep-alive packets. As such, an adversary
cannot distinguish between the three scenarios with in the baseline
category. However, as we will see in the next subsections the traffic
rate due to keep lives is much lower than what the Google Home
Mini sends when it is triggered. Therefore, if the adversary sees this
type of data/plot, he/she will know for sure that no one is interacting
with the Google Home Mini, and if this situation continues for a
long time, he/she may conclude that no one is at home, particularly
if he/she has access to some historical data to correlate with.

4.2 Standard Operating Scenarios

The standard operating scenario category is comprised of scenarios
where the device is used properly, i.e. it is triggered correctly with
“OK Google” command and an appropriate question is asked within
eight seconds after the trigger. We have experimented with five
different questions in this category: (1) ask a question and get an
answer; (2) ask a question and get no answer; (3) say “play some
trivia”; (4) say “tell a joke”; and (5) say “I am bored”. Figures 5 and
6 show the number of bytes transferred as a function of time for
these five scenarios.

From both Figures 5 and 6 we notice that a tall spike (normally
above 60 KBytes) is produced whenever we trigger Google Home
Mini. The shape of the plot then differs depending on what the
user does after the trigger. In scenarios one and two when a normal
question is asked, Figure 5 shows that when we receive an answer
(top), the plot becomes wider than when there is no answer (bottom).
The same is true for scenarios three, four and five shown in Figure 6,
where we do receive an answer for each scenario. In scenario five

Question with Answer

@ )
Question with No Answer

Time (sec.)

Figure 5: Google Home Mini: triggered and a questions
asked; with answer received (top) and with no answer re-
ceived (bottom).

(I'm board) (bottom) where we engage with the Google Home Mini
we see the widest plot.

Overall, we can make three observations from these results. First,
as noted earlier, this category is clearly distinguishable from the
baseline category for all scenarios. Second, the adversary can fairly
well distinguish between the scenarios when no answer is received
(Figure 5 bottom) and when some answer is received (all other plots
of Figures 5 and 6). Finally, while it is difficult to clearly identify
the exact scenario when an answer is received, the width of the
spikes can be used to infer the length of the interaction time, i.e.
the length of an answer.
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Figure 6: Google Home Mini: triggered; play some trivia
(top), tell a joke (middle) and I am bored (bottom).
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4.3 Nonstandard Operating Scenarios

The nonstandard operating scenarios category is comprised of sce-
narios where the device is triggered correctly with “OK Google”
command, but is followed by unusual or improper usage. We have
experimented with five different scenarios in this category: (1) not
asking a question at all; (2) asking a very long question that is not
answered; (3) talking gibberish for long times (10, 20 or 30 seconds);
(4) triggering the device several times without asking any question
at all; and (5) asking a proper question but only after some signifi-
cant pause since the trigger. Figures 7, 8, 9, and 10 show the number
of bytes transferred as a function of time for these five scenarios.

Figure 7: Google Home Mini: non-standard usage; triggered
with “OK Google” and followed by silence (top), asking a
very long question (bottom).

These nonstandard scenarios are the most revealing and most
interesting ones for Google Home Mini. Since we are triggering
the device, we notice the same initial spike that we saw in the
standard scenarios. There is nothing special in scenarios one and

two, the plot (Figure 7) gets a little bit wider when we ask a question.

We do notice that in many cases the Google Home Mini captures
only a part of the question if it is longer than 10-15 seconds. This
is confirmed in scenario three (Figure 8) where even though we
talked for 30 seconds in one of our experiments the transfer of data
lasted for less than 15 seconds. Looking at this figure, we notice

that if we measure the time from the peak to the end of “hump”

for the three plots we see that it almost the same at just over ten
seconds.
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Figure 8: Google Home Mini: non-standard usage; triggered
with “OK Google” and followed by talking gibberish for long
times (10 (top), 20 (middle) or 30 (bottom) seconds).
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Figure 9: Google Home Mini: non-standard usage; triggered
with “OK Google” and followed by repeating “OK Google”
very frequently for 30 sec.
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Figure 10: Google Home Mini: non-standard usage; triggered
with “OK Google” and followed by a question asked after a
long pause; question is answered (top), question is not an-
swered (bottom).

Scenario four (Figure 9) is one of the interesting ones as it is
very distinct. The width of the “hump” is 30 seconds, very long
compared to the previous scenarios which last on average 15 sec-
onds. Also the values in the plot are relatively high hovering around
40KB/sec. Even for scenarios where there is a long back and forth
interaction with Google Home Mini, the values drop when the user
stops talking and an answer is fetched from the server. So if the
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adversary notices this type of plot he/she can infer that either the
user is being silly, e.g. like a child, or might be intoxicated. The
fifth Scenario (Figure 10) is also revealing. At first glance, it looks
similar to the standard scenarios, but upon further inspection, we
notice something different. After the initial spike the values drop
to about 40 KB/sec and stays there for about six seconds which is
the amount of time we waited before asking the question and once
we start talking/asking, it goes up by 10KB/sec.

Overall, we make three important observations from our experi-
ments in this category. First, this category is clearly distinguishable
from the baseline category for all scenarios. Second, this category
can be fairly well distinguished from the standard operating scenar-
ios category as the width of the plots are generally longer. However,
there are some exceptions here, e.g. scenarios reported in Figure 7.
Finally, silly behaviors like repeatedly saying “Ok Google” or talking
gibberish after triggering the device are clearly distinguishable.

5 EVALUATION: NETGEAR ARLO PRO

There are two modes in this camera - armed (motion or sound
detection on) and disarmed (detection off). The two modes can be
set using the Arlo Pro app. A user can also live stream the video
captured on his/her phone as and when needed. When the camera
is armed, the user can choose between motion detection using the
camera IR sensor or sound detection using the microphone. The
user can choose to get a notification every time some motion or
sound is detected.

As in the case of Google Home Mini, for all experiments with
Arlo Pro camera, the device was triggered about 30 seconds after
each controlled scenario was setup and the traffic was recorded
for a duration of two minutes. Our controlled scenarios for Arlo
Pro camera can be divided into four different categories: baseline
scenarios, audio and motion interaction scenarios, field-of-view
scenarios, and notifications scenarios.

5.1 Baseline Scenarios

The baseline scenario category is comprised of a scenario where
there is absolutely no activity at home—no motion or sound of any
kind and the app notification is off. The goal here is to see what
kind of traffic is produced by the camera and if the adversary has
any possibility of inferring anything about a home when there is
absolutely no activity at home, a possible indication that there is no
one at home. Figure 11 shows the message traffic for this scenario.
As we can see in the figure, there is a periodic pattern of TCP keep-
alive packets (66 Bytes in size), which are essentially used to detect
when and if the camera goes offline.

5.2 Audio and Motion Scenarios

The audio and motion scenario category explores the impact of audio
and motion on the network traffic between the camera and the
servers. We have experimented with five different scenarios here:
(1) there is no movement in the field of view and there is no sound;
(2) there is no movement in the field of view but there is some
sound (music playing in the background); (3) there is movement
in the field of view and there is no sound; (4) there movements
in the field of view and there is sound as well; and (5) there is
intermittent movement in the field of view and there is no sound.
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Figure 11: Message traffic when the camera is not triggered

As we mentioned earlier, the camera can either be triggered by
motion or by sound. In all five scenarios that we experimented
with in this category, the camera was triggered using sound by
tapping on the camera microphone. We chose the sound trigger
to minimize the differences between the runs and between the
relevant scenarios. We also used a video for the scenarios with
motion to reduce the variations. Figures 12, 13, and 14 show the
message traffic for these scenarios.

— No Audio & No Motion
Autio & No Motion

Figure 12: Message traffic when the camera is triggered
but there is no motion, the blue line represents no sound
scenario and the orange line represents the scenario with
sound.

In Figure 12, we notice something very interesting; scenarios
one and two have almost identical plots. In addition, after the initial
large spike they have a very distinct saw-tooth shape. We conjec-
ture that this shape is produced because of the way the video/audio
stream is compressed and sent. In both scenarios, the camera is
capturing the same still image that doesn’t change for the whole
duration of the experiment. Also in both scenarios the camera is
recording sound, in scenario one there is no sound and in scenario
two music is playing in the background. Since data size to capture
sound is relatively much smaller compared to pictures, the differ-
ence in the amount of data that needs to be sent between the two
scenarios is so small that the plots overlap majority of the times, and
because of video compression, the plots keep oscillating between
110KB/s and 40KB/s.

Figure 13 shows scenarios three and four when there is motion.
We notice that again sound has no real impact on the shape of the
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Figure 13: Message traffic when the camera is triggered and
there is motion, the blue line represents no sound scenario
and the orange line represents the scenario with sound.
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Figure 14: Message traffic when the camera is triggered and
there is intermittent motion

plots but since the camera in capturing motion the amount of data
that need to be compressed and sent in each frame is higher than
that of scenarios one and two and is mostly close to the 100KB/s
level.

Figure 14 shows the plot when we start with the camera captur-
ing video with no motion and then something moves in the field of
view of the camera for a short period and then move out of the field
of view. In our experiment, we introduced movement that lasted
for about 10 seconds. We can clearly identfy this movement in the
figure by the disruption in the saw-tooth pattern near the middle
of the plot.

Overall, we make three important observations. First, this cate-
gory is clearly distinguishable from the baseline category, i.e. pres-
ence of motion or sound or both is clearly identifiable from when
there is no sound or motion at all. Second, the presence or absence
of sound cannot be identified (except the baseline category when
the device not triggered). Finally, presence and duration of motion
can be clearly identified.

5.3 Field of View Scenarios

The field-of-view scenario category is comprised of natural home
settings when there are some people at home, in which case it is
expected that they will come in the field of view of the camera.
We have experimented with two scenarios here: (1) two people
walking close to the camera across its field of view; and (2) two
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people walking far away from the camera across its field of view.
Figure 15 show the message traffic for these scenarios.

Figure 15: Message traffic when two people are moving in
front of the camera: Top plot is when they move very close
to the camera and bottom plot is when they are moving far
away from the camera.

Looking at the two plots in Figure 15, we notice that when the
movement is close to the camera (top plot), the saw-tooth pattern is
disrupted near the beginning as oppose to the bottom plot where it
is not disrupted. We reason that when the movement is close to the
camera the whole video frame is changing thus more data need to
sent, whereas when the movement is far very small portion of the
video frame is changing requiring less data to be sent. This indicates
that any motion that is far from the camera is indistinguishable
from no motion at all.

5.4 Notifications Scenarios

One feature that the Arlo Pro camara, and indeed most home secu-
rity cameras provide is that users can choose to receive email alerts
and push notifications whenever any motion or sound is detected.
The notifications scenario category explores if an adversary can infer
whether or not the user has turned the notifications on, which
would potentially indicate whether the user is at home or not. We
have experimented with several identical scenarios where the only
difference was that notification was on in one and off in the other.
In all our experiments, we were unable to find any differences in
the data/plots that would allow us to differentiate between the two
scenarios of notifications on or off. We also tried to see if there is a
set of servers that show up only when the notification is turned on
but that was inconclusive as well. We have chosen not to include
those plots in the paper for brevity.

6 PRIVACY LEAKAGE

In this section, we discuss the findings from Sections 4 and 5 and
what privacy information is leaked using these or similar devices.
With increasing awareness of security and privacy vulnerabilities,
encryption of message content between smarthome devices and
servers is now commonplace. Typically security protocols used are
TLS/SSL. However, it is important to note that while the content
of the messages exchanged between the devices and the servers is
encrypted, their headers are not. Thus, an adversary can infer the
type, make and sometimes even the model of smarthome devices
that a user is using at home. This could be done either by using
reverse DNS of server addresses or by simply knowing the list of
IP addresses that the smart home devices connect to. For example
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the Arlo Pro cameras connect to several amazon EC2 servers with
some of the servers having “Arlo" in their name.

Once an adversary knows the identity of these smart home de-
vices, they can look for usage patterns to infer the possible activity
going on at home. The first privacy leakage that we discovered
in our experiments is that an adversary can infer whether there
is someone at home or not with fairly high probability. Note that
when there is no one at home, the devices will not be triggered,
no one will say “OK Google" or tap the camera, and there will be
no (or minimal) sound or motion. This situation corresponds to
the baseline categories that we experimented with for both Google
Mini and Arlo Pro camera and found that baseline categories in
each device is clearly distinguishable from all other categories. Thus
by noticing a traffic pattern in line with the baseline categories, the
adversary would infer that there is no one at home. We do note
that it is possible that there may be someone at home but does not
trigger Google Mini or come in the camera view. This would be
a baseline category scenario but the adversary would incorrectly
infer that there is no one at home. However, the chances are rela-
tively low for this situation unless the people at home are sleeping,
e.g. in the night. In this respect any additional clues such as day
vs night or knowledge of sleeping schedules of the residents in
conjunction with observations from message traffic patterns from
multiple devices would further help the adversary reinforce his/her
inference about whether someone is at home or not with fairly high
accuracy.

Second, if the adversary infers that there is someone at home,
he/she may be able to infer much finer details of the residents’
current activities with fairly high probability. This is because it is
possible to infer whether the devices are being used in a normal
standard way or non-standard way by observing the traffic patterns.
In both the devices, we observed that non-standard usage results
in a traffic pattern that is distinguishable from standard usage or
the baseline categories. A non-standard usage typically indicates
erratic behavior that could be attributed to either children being
at home (possibly alone) or people being intoxicated. Again, any
additional clues such as knowledge of whether children reside at
home or residents’ drinking habits in conjunction with observations
from message traffic patterns from multiple devices would further
help the adversary reinforce his/her inferences about the erratic
behavior of the residents with fairly high accuracy.

Ability to detect non-standard usage is especially problematic as
it allows the adversary to gain finer grained information about the
residents’ activities. We experimented with only a few non-standard
usage in this paper. What other activities about the residents can
be inferred from other kinds of non-standard usage is a future area
of research for us.

Finally, knowledge of addition contextual clues can provide more
ammunition to the adversary to infer finer grained details about
the home residents. One such contextual clue is if the adversary
knows the location (which room or floor) these devices are installed
in. For our two smart home devices, if the adversary knows that
the devices are placed in two separate rooms/floors, simultaneous
triggering of both devices would indicate that there are at least two
people at home. Also, if the adversary knows that a single person
lives at home, he/she can infer which room/floor the resident is in
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and in fact may be able track his/her movement by observing the
temporal sequence of device activations.

We note that users may switch on/off some of the devices when
they are at home or when they are away depending on the na-
ture of the device. For example, in case of indoor security cameras,
users may arm/activate the camera only when they are away. Simi-
larly, users may switch off or disconnect voice service devices such
as Google Home Mini when they are away. This would certainly
change the traffic patterns and possibly limit the extent of privacy
leakage.

7 CONCLUSIONS

This paper explores the extent of privacy leakage from smart home
devices in situations where an adversary has minimal capabilities,
simply an ability to tap into and access/analyze all the Internet
traffic coming in or out of a home, e.g. by having access to the
home router or the router at the Internet service provider. The
adversary cannot decrypt any messages exchanged, drop, alter or
inject any messages, nor can they alter the traffic flow. The key
finding is that even such a weak adversary can infer quite a lot of
privacy information about the home and residents. With a high
probability, the adversary can infer if no one is at home at present
and whether the residents currently at home are behaving errati-
cally. Knowledge of any additional contextual information such as
the sleeping schedules of the residents, whether children reside at
home, drinking habits of the residents, or which room(s)/floor(s)
the devices are located in can allow the adversary to infer much
more finer grained information about the home residents.

There are several future research directions that we plan to pur-
sue. First, our current analysis has focused on observing the traffic
pattern over time plotted as a graph. With large amount of traffic
pattern data that we have been collecting, the next step would be
to explore machine learning algorithms to develop classifiers that
can predict with fairly high accuracy any information about home
or resident activities. Second, we plan to explore additional non-
standard usage of smart home devices to see if they can reveal any
finer grained privacy information. Third, we plan to incorporate
more smart home devices in our study and explore the extent of
privacy leakage with the plethora of devices that are now becoming
commonplace in our homes. Finally, while this paper is focused
on detecting privacy leakage from smart home devices, the next
step would be to explore possible solutions to prevent such leakage.
For example, traffic shaping by sending extraneous data has been
explored in literature to obfuscate network traffic patterns, but that
comes at a cost of additional network bandwidth consumption. We
plan to investigate other possible solutions that would involve less
overhead.
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