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Abstract

Stochastic Gradient Descent (SGD) is a popu-
lar tool in training large-scale machine learning
models. Its performance, however, is highly vari-
able, depending crucially on the choice of the
step sizes. Accordingly, a variety of strategies
for tuning the step sizes have been proposed,
ranging from coordinate-wise approaches (a.k.a.
“adaptive” step sizes) to sophisticated heuristics to
change the step size in each iteration. In this paper,
we study two step size schedules whose power has
been repeatedly confirmed in practice: the expo-
nential and the cosine step sizes. For the first time,
we provide theoretical support for them proving
convergence rates for smooth non-convex func-
tions, with and without the Polyak-Lojasiewicz
(PL) condition. Moreover, we show the surprising
property that these two strategies are adaptive to
the noise level in the stochastic gradients of PL
functions. That is, contrary to polynomial step
sizes, they achieve almost optimal performance
without needing to know the noise level nor tun-
ing their hyperparameters based on it. Finally, we
conduct a fair and comprehensive empirical eval-
uation of real-world datasets with deep learning
architectures. Results show that, even if only re-
quiring at most two hyperparameters to tune, these
two strategies best or match the performance of
various finely-tuned state-of-the-art strategies.

1. Introduction

In the last 10 years, non-convex machine learning formu-
lations have received more and more attention as they can
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typically better scale with the complexity of the predic-
tors and the amount of training data compared with convex
ones. One such example is the deep neural networks. Over
the years, various algorithms have been proposed and em-
ployed to optimize non-convex machine learning problems,
among which Stochastic Gradient Descent (SGD) (Robbins
& Monro, 1951) has become the most important ingredient
in Machine Learning pipelines. Practitioners prefer it over
more sophisticated methods for its simplicity and speed.
Yet, this generality comes with a cost: SGD is far from
the robustness of, e.g., second-order methods that require
little to no tweaking of knobs to work. In particular, the
step size is still the most important parameter to tune in the
SGD algorithm, carrying the actual weight of making SGD
adaptive to different situations.

The importance of step sizes in SGD is testified by the
numerous proposed strategies to tune step sizes (e.g., Duchi
etal., 2010; McMahan & Streeter, 2010; Tieleman & Hinton,
2012; Zeiler, 2012; Kingma & Ba, 2015). However, for most
of them, there is little or no theory that can really explain
their empirical success. Moreover, SGD with appropriate
step sizes is already optimal in all the possible situations, so
it is unclear what kind of advantage we might show.

An interesting viewpoint is to go beyond worst-case analyses
and show that these learning rates provide SGD with some
form of adaptivity to the characteristics of the function.
More specifically, an algorithm is considered adaptive (or
universal) if it has the best theoretical performance w.r.t. to a
quantity X without the need to know it (Nesterov, 2015). So,
for example, it is possible to design optimization algorithms
adaptive to scale (Orabona & Pal, 2015; Orabona & Pal,
2018), smoothness (Levy et al., 2018), noise (Levy et al.,
2018; Li & Orabona, 2019), and strong convexity (Cutkosky
& Orabona, 2018). On the other hand, as noted in Orabona
(2019), it is remarkable that even if most of the proposed
step size strategies for SGD are called “adaptive”, for most
of them their analyses do not show any provable advantage
over plain SGD nor any form of adaptation to the intrinsic
characteristics of the non-convex function.

In this paper, we look at the two simple to use and
empirically successful step size decay strategies, the ex-
ponential and the cosine step size (with and without
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restarts) (Loshchilov & Hutter, 2017; He et al., 2019). The
exponential step size is simply an exponential decaying step
size. It is less discussed in the optimization literature and
it is also unclear who proposed it first, even if it has been
known to practitioners for a long time and already included
in many deep learning software libraries (e.g., Abadi et al.,
2015; Paszke et al., 2019). The cosine step size, which an-
neals the step size following a cosine function, has exhibited
great power in practice but it does not have any theoretical
justification.

For both these step size decay strategies, we prove for the
first time a convergence guarantee. Moreover, we show that
they have (unsuspected!) adaptation properties. Moreover,
we also empirically test them showing that they have the
best empirical performance among various state-of-the-art
strategies. Finally, our proofs reveal the hidden similarity
between these two step sizes.

Specifically, the contributions of this paper are:

e In the case when the function satisfies the PL condi-
tion (Polyak, 1963; Lojasiewicz, 1963; Karimi et al.,
2016), both exponential step size and cosine step size
strategies automatically adapt to the level of noise of
the stochastic gradients.

e Without the PL condition, we show that SGD with
either exponential step sizes or cosine step sizes has
an (almost) optimal convergence rate for smooth non-
convex functions.

e We also conduct an empirical evaluation on deep learn-
ing architectures: Exponential and cosine step sizes
have essentially matching or better empirical perfor-
mance than polynomial step decay, stagewise step de-
cay, Adam (Kingma & Ba, 2015), and stochastic line
search (Vaswani et al., 2019b), while requiring at most
two hyperparameters.

The rest of the paper is organized as follows: We first dis-
cuss the relevant literature (Section 2). In Section 3, we
introduce the notation, setting, and precise assumptions.
Then, in Section 4 we describe in detail the step sizes and
the theoretical guarantees. We show our empirical results
in Section 5. Finally, we conclude with a discussion of the
results and future work.

2. Related Work

Adaptation in non-convex optimization Adaptation is a
general concept and an algorithm can be adaptive to any
characteristic of the optimization problem. The idea is for-
malized in (Nesterov, 2015) with the equivalent name of
universality, but it goes back at least to the “self-confident”
strategies in online convex optimization (Auer et al., 2002).

Indeed, the famous AdaGrad algorithm (McMahan &
Streeter, 2010; Duchi et al., 2010) uses exactly that method
to design an algorithm adaptive to the gradients. Nowadays,
“adaptive step size” tend to denote coordinate-wise ones,
with no guarantee of adaptation to any particular property.
There is an abundance of adaptive optimization algorithm in
the convex setting (e.g., McMahan & Streeter, 2010; Duchi
et al., 2010; Kingma & Ba, 2015; Reddi et al., 2018), while
only a few in the more challenging non-convex setting (e.g.,
Chen et al., 2018). The first analysis to show adaptivity to
noise of non-convex SGD with appropriate step sizes is in
Li & Orabona (2019) and later in Ward et al. (2019; 2020)
under stronger assumptions. Then, Li & Orabona (2020)
studied the adaptivity to noise of AdaGrad plus momentum,
with a high probability analysis.

Exponential step size To the best of our knowledge, the
exponential step size has been incorporated in Tensor-
flow (Abadi et al., 2015) and PyTorch (Paszke et al., 2019),
yet no convergence guarantee have ever been proved for
it. The closest strategy is the stagewise step decay, which
corresponds to the discrete version of the exponential step
size we analyze. The stagewise step decay uses a piece-wise
constant step size strategy, where the step size is cut by a
factor in each “stage”. This strategy is known with many
different names: “stagewise step size” (Yuan et al., 2019),
“step decay schedule” (Ge et al., 2019), “geometrically de-
caying schedule” (Davis et al., 2021), and “geometric step
decay” (Davis et al., 2019). In this paper, we will call it
stagewise step decay. The stagewise step decay approach
was first introduced in (Goffin, 1977) and used in many
convex optimization problem (e.g., Hazan & Kale, 2011;
Aybat et al., 2019; Kulunchakov & Mairal, 2019; Ge et al.,
2019). Interestingly, Ge et al. (2019) also shows promising
empirical results on non-convex functions, but instead of us-
ing their proposed decay strategy, they use an exponentially
decaying schedule, like the one we analyze here. The only
use of the stagewise step decay for non-convex functions
we know are for sharp functions (Davis et al., 2019) and
weakly-quasi-convex functions (Yuan et al., 2019). How-
ever, they do not show any adaptation property and they
still do not consider the exponential step size but its discrete
version. As far as we know, we prove the first theoretical
guarantee for the exponential step size.

Cosine step decay Cosine step decay was originally pre-
sented in Loshchilov & Hutter (2017) with two tunable
parameters. Later, He et al. (2019) proposed a simplified
version of it with one parameter. However, there is no theory
for this strategy though it is popularly used in the practical
world (Liu et al., 2018; Zhang et al., 2019b; Lawen et al.,
2019; Zhang et al., 2019a; Ginsburg et al., 2019; Cubuk
et al., 2019; Zhao et al., 2020; You et al., 2020; Chen et al.,
2020; Grill et al., 2020). As far as we know, we prove the
first theoretical guarantee for the cosine step decay and the
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first ones to hypothesize and prove the adaptation properties
of the cosine decay step size.

SGD on non-convex smooth functions The first paper to
analyze SGD on smooth functions with generic step sizes
is Ghadimi & Lan (2013). Their analysis show that the
optimal step size strategy strongly depends on the level of
noise, but they do not offer any automatic strategy to adapt
to 1t.

SGD with the PL condition The PL condition was pro-
posed by Polyak (1963) and Lojasiewicz (1963). It is the
weakest assumption we know to prove linear rates on non-
convex functions. For SGD, Karimi et al. (2016) proved
the rate of O (1/p2T) for polynomial step sizes assuming
Lipschitz and smooth functions, where y is the PL constant.
Note that the Lipschitz assumption hides the dependency
of convergence and step sizes from the noise. It turns out
that the Lipschitz assumption is not necessary to achieve
the same rate, see Theorem 5 in the Appendix. Considering
functions with finite-sum structure, Reddi et al. (2016), Lei
etal. (2017) and Li et al. (2020) proved improved rates for
variance reduction methods. The convergence rate that we
show for the exponential step size is new in the literature
on minimization of PL functions. Independently and the
same time! with us, Khaled & Richtdrik (2020) obtained the
same convergence result in the PL condition for SGD with
a stepsize that is constant in the first half and then decreases
polynomially.

3. Problem Set-up

Notation We denote vectors by bold letters, e.g., € R4,
We denote by E[-] the expectation with respect to the under-
lying probability space and by E;[] the conditional expecta-
tion with respect to the past. Any norm in this work is the
{5 norm.

Setting and Assumptions We consider the unconstrained
optimization problem mingcga f(x), where f(zx) : R? —
R is a function bounded from below and we denote its
infimum by f*. Note that we do not require f to be convex
nor to have a finite-sum structure.

We focus on SGD, where, after an initialization of the first
iterate as any &1 € R%, ineachroundt = 1,2,...,T we
receive g,, an unbiased estimate of the gradient of f at point
x, i.e.,, Byg, = V f(a;). We update x; with a step size 7,
i.e., Tip1 = Ty — NeGy-
We assume that
(Al) f is L-smooth, i.e., f is differentiable and its gra-
dient Vf(-) is L-Lipschitz, namely: Vx,y € RY,

"The first version of Khaled & Richtdrik (2020) was released on
Feb. 9th 2020 on ArXiv while our very first version was available
online on Feb. 12th 2020 on ArXiv as well.

IVf(x) — Vf(y)|| < L|jz — yl|. This implies for
Va,y € R? (Nesterov, 2004, Lemma 1.2.3)

7) ~ (@)~ (V@),y - @) < Sy -2l O

(A2) f satisfies the pu-PL condition, that is, for some g > 0,
sIVF@)I? > p(f(=) - f*), Ve

(A3) Fort =1,2,...,T, we assume E;[||g, — Vf(z:)|?] <
al|V f(x:)|*> + b, where a, b > 0.

Discussion on the assumptions It is worth stressing that
non-convex functions are not characterized by a particular
property, but rather from the lack of a specific property:
convexity. In this sense, trying to carry out any meaning-
ful analyses on the entire class of non-convex functions is
hopeless. So, the assumptions we use balance the trade-off
of approximately model many interesting machine learning
problems while allowing to restrict the class of non-convex
functions on particular subsets where we can underline in-
teresting behaviours.

More in detail, the smoothness assumption (A1) is consid-
ered “weak” and ubiquitous in analyses of optimization algo-
rithms in the non-convex setting. In many neural networks,
it is only approximately true because ReLUs activation func-
tions are non-smooth. However, if the number of training
points is large enough, it is a good approximation of the loss
landscape.

On the other hand, the PL condition (A2) is often consid-
ered a “strong” condition. However, it was formally proved
to hold locally in deep neural networks in Allen-Zhu et al.
(2019). Furthermore, Kleinberg et al. (2018) empirically
observed that the loss surface of neural networks has good
one-point convexity properties, and thus locally satisfies the
PL condition. Of course, in our theorems we only need
it to hold along the optimization path and not over the en-
tire space, as also pointed out in Karimi et al. (2016). So,
while being strong, it actually models the cases we are in-
terested in. Moreover, dictionary learning (Arora et al.,
2015), phase retrieval (Chen & Candes, 2015), and matrix
completion (Sun & Luo, 2016), all satisfy the one-point
convexity locally (Zhu, 2018), and in turn they all satisfy
the PL condition locally.

Our assumption on the noise (A3) is strictly weaker than the
common assumption of assuming a bounded variance, i.e.,
E:[|lg, — V£(x:)||?] < o°. Indeed, our assumption recovers
the bounded variance case with @ = 0 while also allowing
for the variance to grow unboundedly far from the optimum
when @ > 0. This is indeed the case when the optimal
solution has low training error and the stochastic gradients
are generated by mini-batches. This relaxed assumption on
the noise was first used by Bertsekas & Tsitsiklis (1996) in
the analysis of the asymptotic convergence of SGD.
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Exponential and Cosine Step Size We will use the follow-
ing definition for the exponential step size

m=mno-a 2

and for cosine step sizes

t
ntz% (1+cos;), 3)

where 19 = (L(1 + a))~!. For the exponential step sizes,

we use o = (B/T)I/T < 1, a and L are defined in (A1, A3),
and 5 > 1.

4. Convergence and Adaptivity of Cosine and
Exponential Step Sizes

Here, we present the guarantees of the exponential step size
and the cosine step size and their adaptivity property.

4.1. Noise and Step Sizes

For the stochastic optimization of smooth functions, the
noise plays a crucial role in setting the optimal step sizes:
To achieve the best performance, we need two completely
different step size decay schemes in the noisy and noise-
less case. In particular, if the PL condition holds, in the
noise-free case a constant step size is used to get a linear
rate (i.e., exponential convergence), while in the noisy case
the best rate O(1/T) is given by time-varying step sizes
O(1/(pt)) (Karimi et al., 2016). Similarly, without the PL
condition, we still need a constant step size in the noise-free
case for the optimal rate whereas a O(1/+/%) step size is
required in the noisy case (Ghadimi & Lan, 2013). Using
a constant step size in noisy cases is of course possible,
but the best guarantee we know is converging towards a
neighborhood of the critical point or the optimum, instead
of the exact convergence let alone the adaptivity to the noise,
as shown in Theorem 2.1 of (Ghadimi & Lan, 2013) and
Theorem 4 of (Karimi et al., 2016). Moreover, if the noise
decreases over the course of the optimization, we should
change the step size as well. Unfortunately, noise levels are
rarely known or measured. On the other hand, an optimiza-
tion algorithm adaptive to noise would always get the best
performance without changing its hyperparameters.

In the following, we will show that exponential and cosine
step sizes achieve exactly this adaptation to noise. It is
worth reminding the reader that any polynomial decay of
the step size does not give us this adaptation. So, let’s gain
some intuition on why this should happen with these two
step sizes. In the early stage of the optimization process, we
can expect that the disturbance due to the noise is relatively
small compared to how far we are from the optimal solution.
Accordingly, at this phase, a near-constant step size should
be used. More precisely, the proofs shows that to achieve

a linear rate we need 23:1 n: = Q(T) or even Zthl n =
Q(T/InT). This is exactly what happens with (2) and (3).
On the other hand, when the iterate is close to the optimal
solution, we have to decrease the step size to fight with the
effects of the noise. In this stage, the exponential step size
goes to 0 as O (1/T'), which is the optimal step size used
in the noisy case. Meanwhile, the last ith cosine step size
isnr_; = B (1 — cos ’%) = 1) sin? ;—’}, which amounts
O(1/T?) when i is much smaller than 7.

Hence, the analysis shows that (2) and (3) are surprisingly
similar, smoothly varying from the near-constant behavior
at the start and decreasing with a similar pattern towards the
end, and both will be adaptive to the noise level. Next, we
formalize these intuitions in convergence rates.

4.2. Convergence Guarantees

We now prove the convergence guarantees for these two
step sizes. First, we consider the case where the function is
smooth and satisfies the PL condition.

Theorem 1 (SGD with exponential step size). Assume (Al,
A2, A3). Fora given T > max{3,8} and no = (L(1 +
a)) ™1, with step size (2), SGD guarantees

5LC(3) I §

Ef(xri1) — f© < W T

OB e (— s (lnTT)) @)~ ),

B

b

where C(8) £ exp ((2u8)/(L(1 + a) In T/ B)).

Choice of 3 Note thatif 8 = L(1 + a)/u, we get
Ef(®ri1) = [~

I T bln2%
< — .
_O<exp( L+a<1n“LT>>+ 2T

In words, this means that we are basically free to choose 3,
but will pay an exponential factor in the mismatch between
8 and L which is basically the condition number for PL
functions. This has to be expected because it also happens in
the easier case of stochastic optimization of strongly convex
functions (Bach & Moulines, 2011).

Theorem 2 (SGD with cosine step size). Assume (A1, A2,
A3). For a given T and ng = (L(1 + a)) ™1, with step size
(3), SGD guarantees

@)~ £ < o (~Jior ) (o) = 1)

L (W)“Z(W)g
32(1 4+ a)T* W u '
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Adaptivity to Noise From the above theorems, we can see
that both the exponential step size and the cosine step size
have a provable advantage over polynomial ones: adaptivity
to the noise. Indeed, when b = 0, namely there is only noise
relative to the distance from the optimum, they both guar-
antee a linear rate. Meanwhile, if there is noise, using the
same step size without any tuning, the exponential step size
recovers the rate of O (1/(p?T')) while the cosine step size
achieves the rate of O(1/(3T'%)) (up to poly-logarithmic
terms). In contrast, polynomial step sizes would require two
different settings—decaying vs constant—in the noisy vs
no-noise situation (Karimi et al., 2016). It is worth stressing
that the rate in Theorem 1 is one of the first results in the
literature on stochastic optimization of smooth PL functions
(Khaled & Richtérik, 2020).

Optimality of the bounds As far as we know, it is unknown
if the rate we obtain for the optimization of non-convex
smooth functions under the PL condition is optimal or not.
However, up to poly-logarithmic terms, Theorem 1 matches
at the same time the best-known rates for the noisy and
deterministic cases (Karimi et al., 2016) (see also Theorem 5
in the Appendix). We would remind the reader that this rate
is not comparable with the one for strongly convex functions
which is O(1/(uT")). Meanwhile, cosine step size achieves
a rate slightly worse in 7" (but better in 1) under the same
assumptions.

Cosine Step Size with Restarts The original cosine step-
size was proposed with a restarting strategy, yet it has been
commonly used without restarting and achieves good re-
sults (e.g., Loshchilov & Hutter, 2017; Gastaldi, 2017; Zoph
et al., 2018; He et al., 2019; Cubuk et al., 2019; Liu et al.,
2018; Zhao et al., 2020; You et al., 2020; Chen et al., 2020;
Grill et al., 2020). Indeed, the previous theorem has con-
firmed that the cosine stepsize alone is well worth studying
theoretically. Yet for completeness, we cover the analysis in
a restart scheme for SGD with cosine stepsize in the PL con-
dition in Appendix A.2. We obtain the same convergence
rate ;4 and 7" as that in the case of no restarts under the PL
condition.

Convergence without the PL condition The PL condition
tells us that all stationary points are optimal points (Karimi
et al., 2016), which is not always true for the parameter
space in deep learning (Jin et al., 2017). However, this
condition might still hold locally, for a considerable area
around the local minimum. Indeed, as we said, this is exactly
what was proven for deep neural networks (Allen-Zhu et al.,
2019). The previous theorems tell us that once we reach the
area where the geometry of the objective function satisfies
the PL condition, we can get to the optimal point with an
almost linear rate, depending on the noise. Nevertheless,
we still have to be able to reach that region. Hence, in the
following, we discuss the case where the PL condition is

not satisfied and show for both step sizes that they are still
able to move to a critical point at the optimal speed.
Theorem 3. Assume (Al), (A3) and c > 1. SGD with step
sizes (2) with ng = (cL(1 + a)) ™! guarantees

3Lc(a+1) ln%

LA
bT

T et )T - By’

where T is a random iterate drawn from x1, . .
Pler = o] = =+—.
i=1"

Theorem 4. Assume (Al), (A3) and c > 1. SGD with step
sizes (3) with ng = (cL(1 + a))~! guarantees

E|Vf(@r)|* < f(@y) = f7)

., T With

BV @) < LoD () -
n 216T
drtcL(a+1)(T — 1)’
where T is a random iterate drawn from x+, . .., x with
Pl = o] = i”l o

If b # 0 in (A3), setting ¢ o< /T and 8 = O(1) would
give the O(1/+/T) rate? and O(1/+/T) for the exponential
and cosine step size respectively. Note that the optimal rate
in this setting is O(1/+/T). On the other hand, if b = 0,
setting ¢ = O(1) and 8 = O(1) yields a O(1/T) rate and
O(1/T) for the exponential and cosine step size respectively.
It is worth noting that the condition b6 = 0 holds in many
practical scenarios (Vaswani et al., 2019a). Note that both
guarantees are optimal up to poly-logarithmic terms (Arje-
vani et al., 2019).

In the following, we present the main elements of the proofs
of these theorems, leaving the technical details in the Ap-
pendix. The proofs also show the mathematical similarities
between these two step sizes.

Proofs of the Theorems Given that the space is limited,
we defer the proofs of Theorem 3 and Theorem 4 to the
Appendix.

We first introduce some technical lemmas whose proofs are
in the Appendix.

Lemma 1. Assume (Al), (A3), and 1, < ﬁ SGD
guarantees
Ln2b
Ef(zes1) —Ef(2) < —2E|Vf(@)|P + Z0— . @)
Lemma 2. Assume Xy, Ax, By > 0,k = 1,..., and

Xpy1 < Ap Xy, + By, then we have

k k k
X < [TAaxo+> " [T 4Bi-
i=1

i=1j=i+1

The O notations hides poly-logarithmic terms.
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Lemma 3. For VT > 1, we have ¥, cos & = —1.

Lemmad. ForT >3, a > 0.69 and & < 28

(1—a) — ln%
Lemma5. 1—2 <In (1), vz >0.
Lemma 6. Leta,b > 0. Then
T
" ane T(a+1)
Zexp(—bt)t < 2exp(—a) (g> prs
t=0

We can now prove both Theorem 1 and Theorem 2.

Proof of Theorem 1 and Theorem 2. Denote Ef(x;) — f*
by A;. From Lemma 1 and the PL condition, we get

L
Ay < (1 —pme)Ag + 772b2

By Lemma 2 and 1 — = < exp(—z), we have

T T T
App <[]0 = pm)Ar + 5 Z IT = pmaymio

t=1 t=11i=t+1

T b & d
< exp (—[LZ%) A+ > ZEXP <_ﬂ Z ni> 77162'
=1 t=1

i=t+1

We then show that both the exponential step size and the
cosine step size satisfy Z;‘F:l ne = Q(T), which guarantees
a linear rate in the noiseless case.

For the cosine step size (3), we observe that

m(T —1)
2 )

) T
S
t=1

where in the last equality we used Lemma 3.

Also, for the exponential step size (2), we can show

iﬁt = 770a 1_ a:rl = 17700; - TnoTﬁ

t=1 N B 3
ST 0.697 21705
- 1n% InZ 5 ’

where we used Lemma 4 in the first inequality and Lemma 5
in the second inequality.

Next, we upper bound 23:1 exp (f,u Z?:t 41 m) n? for
these two kinds of step sizes respectively.

For the exponential step size, by Lemma 4, we obtain

XT:eXp (—u ZT: m) i

i=t+1

— l-«o
T t+1 -2
e pa 2t
< n? A ot
_WOC(B);<2L(1+G)(1—<})> “
_ 4L2%(1 +a)? 4 11 10L2(1 4 a)?In® £
- e?p? — a? a) ~ e2u?T ’

where in the second inequality we used exp(—

x) <
(%)W,Vm > 0,7 > 0.

For the cosine step size, using the fact that sinz > %x for

0 <z < 3, we can lower bound ZZ;H_I 1; by

d M i
Z N = — Z (l—l—cosT)

i=t+1 1=t+1
’I’] T—t—1 ir " T—t—1
0 0 .2
>tz 3
N 770(T —t—1)°
- 672

Then, we proceed

i@m( 7 Z i

1=t+1

2 T 2 3
% tr pno(T —t —1)
= ZZ (1+C05T) xR <_6T2

t=1
9 T—1 2 3
t t—1
= % (1 — coS ;) exp (— WOMéTQ ) )
t=1
T-1
tm nop(t —1)°
.2 4 T .
=g 2 sin” oo exp < 62
2 4 T—-1 3
o™ 4 Mot
< t -
= 1677 ; o ( 672 )

_mrt [, 872 + 672\ 3
w2 ol
— 1674 P\73 1 1 ’

where in the third line we used cos(m — ) = — cos(z), in
the forth line we used 1 — cos(2z) = 2sin*(x), and in the
last inequality we applied Lemma 6.

Putting things together, we get the stated bounds. O
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Figure 1. Training loss (top plots) and test accuracy (bottom plots) curves on employing different step size schedules to do image
classification using a simple CNN for FashionMNIST (left), a 20-layer ResNet for CIFAR-10 (middle), and a 100-layer DenseNet on
CIFAR-100 (right). (The shading of each curve represents the 95% confidence interval computed across five independent runs from

random initial starting points.)

5. Empirical Results

The empirical performance of the cosine step size is already
well-known in the applied world and does not require
additional validation. However, both the exponential
and the cosine step size are often missing as baselines
in recent empirical evaluations. Hence, the main aim of
this section is to provide a comparison of the exponential
and cosine step sizes to other popular state-of-the-art
step sizes methods. All experiments are done in Py-
Torch (Paszke et al., 2019) and the codes can be found
at https://github.com/zhenxun-zhuang/
SGD-Exponential-Cosine—Stepsize.

We performed experiments using deep neural networks to
do image classification tasks on various datasets with dif-
ferent network architectures. Additionally, Appendix A.3.3
features an experiment on a Natural Language Processing
(NLP) task, where the exponential and cosine step size
strategies obtain better results than Adam (Kingma & Ba,
2015), the de-facto optimization method in NLP. Finally, in
Appendix A.3.1, we include a synthetic experiment where
those assumptions we need in analysis hold and show in
detail the noise adaptation of both step sizes as predicted by
the theory.

All models and experiments were carefully chosen to be
easily reproducible.

Datasets We consider the image classification task on Fash-

1onMNIST and CIFAR-10/100 datasets. For all datasets, we
select 10% training images as the validation set. Data aug-
mentation and normalization are described in the Appendix.

Models For FashionMNIST, we use a CNN model consist-
ing of two alternating stages of 5 X 5 convolutional filters
and 2 x 2 max-pooling followed by one fully connected layer
of 1024 units. To reduce overfitting, 50% dropout noise is
used during training. For the CIFAR-10 dataset, we employ
the 20-layer Residual Network model (He et al., 2016); and
for CIFAR-100, we utilize the DenseNet-BC model (Huang
et al., 2017) with 100 layers and a growth rate of 12. The
loss is cross-entropy. The codes for implementing the latter
two models can be found here® and here* respectively.

Training During the validation stage, we tune each method
using the grid search (full details in the Appendix) to se-
lect the hyperparameters that work best according to their
respective performance on the validation set. At the testing
stage, the best performing hyperparameters from the valida-
tion stage are employed to train the model over all training
images. The testing stage is repeated with random seeds for
5 times to eliminate the influence of stochasticity.

We use Nesterov momentum (Nesterov, 1983) of 0.9 without

*https://github.com/akamaster/pytorch_
resnet_cifarl0

*https://github.com/bearpaw/
pytorch-classification
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Figure 2. Training loss (top plots) and test accuracy (bottom plots) curves comparing the exponential and cosine step sizes with stagewise
step decay for image classification using a simple CNN for FashionMNIST (left), a 20-layer ResNet for CIFAR-10 (middle), and a
100-layer DenseNet on CIFAR-100 (right). (The shading of each curve represents the 95% confidence interval computed across five

independent runs from random initial starting points.)

dampening (if having this option), weight-decay of 0.0001
(FashionMNIST and CIFAR-10) and 0.0005 (CIFAR100),
and use a batch size of 128. Regarding the employment
of Nesterov momentum, we follow the setting of Ge et al.
(2019). The use of momentum is essential to have a fair
and realistic comparison in that the majority of practitioners
would use it when using SGD.

Optimization methods We consider SGD with the follow-
ing step size decay schedules:

e =mno(1+avt)™h

ne =1no/2 (1 + cos (tr/T)),

77L:770'Oét;

5)
ne=mno(1+ at) ™

where t is the iteration number (instead of the number of
epochs). We also compare with Adam (Kingma & Ba, 2015),
SGD+Armijo (Vaswani et al., 2019b), PyTorch’s ReducelL-
ROnPlateau scheduler’ and stagewise step decay. In the
following, we will call the place of decreasing the step
size in stagewise step decay a milestone. (As a side note,
since we use Nesterov momentum in all SGD variants, the
stagewise step decay basically covers the performance of
multistage accelerated algorithms (e.g., Aybat et al., 2019).)

Results and discussions The exact loss and accuracy values
are reported in Table 1. To avoid overcrowding the figures,
we compare the algorithms in groups of baselines. The

Shttps://pytorch.org/docs/stable/optim.
html

comparison of performance between step size schemes listed
in (5), Adam, and SGD+Armijo are shown in Figure 1. As
can be seen, the only two methods that perform well on all
3 datasets are cosine and exponential step size. In particular,
cosine step size performs the best across datasets both in
training loss and test accuracy, with the exponential step
size following closely.

On the other hand, as we noted above, stagewise step decay
is a very popular decay schedule in deep learning. Thus,
our second group of baselines in Figure 2 is composed by
the stagewise step decay, ReduceLROnPlateau, and SGD
with constant stepsize. The results show that exponential
and cosine step sizes can still match or exceed the best of
them with a fraction of their needed time to find the best
hyperparameters. Indeed, we need 4 hyperparameters for
two milestones, 3 for one milestone, and at least 4 for Re-
duceLROnPlateau. In contrast, the cosine step size requires
only 1 hyperparameter and the exponential one needs 2.

Note that we do not pretend that our benchmark of the
stagewise step decay is exhaustive. Indeed, there are
many unexplored (potentially infinite!) possible hyper-
parameter settings. For example, it is reasonable to
expect that adding even more milestones at the appro-
priate times could lead to better performance. How-
ever, this would result in a linear growth of the num-
ber of hyperparameters leading to an exponential in-
crease in the number of possible location combinations.
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Table 1. Average final training loss and test accuracy achieved by each method when optimizing respective models on each dataset. The +
shows 95% confidence intervals of the mean loss/accuracy value over 5 runs starting from different random seeds.

Methods FashionMNIST

CIFAR10 CIFAR100

Training Joss

Test accuracy

Training Joss

Test accuracy

Training loss

Test accuracy

SGD Constant Step Size

0.0068 £ 0.0023

0.9297 4+ 0.0033

0.2226 4 0.0169

0.8674 + 0.0048

1.1467 £ 0.1437

0.5896 £ 0.0404

O(1/t) Step Size

0.0013 + 0.0004

0.9297 £+ 0.0021

0.0331 + 0.0028

0.8894 + 0.0040

0.3489 + 0.0263

0.6874 + 0.0076

O(1/+/t) Step Size

0.0016 + 0.0005

0.9262 + 0.0014

0.0672 + 0.0086

0.8814 + 0.0034

0.8147 + 0.0717

0.6336 + 0.0169

Adam

0.0203 + 0.0021

0.9168 + 0.0023

0.1161 + 0.0111

0.8823 £ 0.0041

0.6513 + 0.0154

0.6478 + 0.0054

SGD+Armijo

0.0003 + 0.0000

0.9284 + 0.0016

0.0185 £ 0.0043

0.8973 + 0.0071

0.1063 &+ 0.0153

0.6768 £ 0.0044

ReduceLROnPlateau

0.0031 £ 0.0009

0.9294 &+ 0.0015

0.0867 = 0.0230

0.9033 £ 0.0049

0.0927 & 0.0085

0.7435 £+ 0.0076

Stagewise - 1 Milestone

0.0007 + 0.0002

0.9294 + 0.0018

0.0269 + 0.0017

0.9062 £ 0.0020

0.2673 £+ 0.0084

0.7459 + 0.0030

Stagewise - 2 Milestones

0.0023 + 0.0005

0.9283 + 0.0024

0.0322 + 0.0008

0.9174 £ 0.0020

0.1783 £+ 0.0030

0.7487 + 0.0025

Exponential Step Size

0.0006 £+ 0.0001

0.9290 + 0.0009

0.0098 £+ 0.0010

0.9188 + 0.0033

0.0714 £+ 0.0041

0.7398 £ 0.0037

Cosine Step Size

0.0004 + 0.0000

0.9285 + 0.0019

0.0106 + 0.0008

0.9199 + 0.0029

0.0949 + 0.0053

0.7497 + 0.0044

This in turn causes

. 1.0
the rapid growth —— Training Loss
of tuning time in 0.8 —— Test Loss
selecting a good 06
set of milestones a
~04

in practice. Worse
stil, even the 0.2
intuition that one
should decrease
the step size once
the test loss curve

0.0 0 50 100 150

Number of epochs

stops decreasing Figure 3. Plot showing that decreasing
is not always the step size too soon would lead to over-
correct. Indeed fitting (ResNet20 on CIFAR10).

we observed in

experiments (see Figure 3) that doing this will, after the
initial drop of the curve in response to the step size decrease,
make the test loss curve gradually go up again.

6. Conclusion

We have analyzed theoretically and empirically the expo-
nential and cosine step size, two successful step size decay
schedules for the stochastic optimization of non-convex
functions. We have shown that, up to poly-logarithmic
terms, both step sizes guarantee convergence with the best-
known rates for smooth non-convex functions. Moreover,
in the case of functions satisfying the PL condition, we
have also proved that they are both adaptive to the level of
noise. Furthermore, we have validated our theoretical find-
ings on both synthetic and real-world tasks, showing that
these two step sizes consistently match or outperform other
strategies, while at the same time requiring only 1 (cosine) /
2 (exponential) hyperparameters to tune.

In future work, we plan to extend our theoretical results. For
example, high probability bounds are easy to be obtained
from our results.
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