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Abstract—As the predominant mobile operating system world-
wide, Android suffers from various types of malware, which could
cause severe security and privacy issues. To cope with them, many
research efforts have been made to develop effective malware
detectors. However, malware authors tend to evade detection
by launching adversarial example attacks, in which Android
applications could be mutated and thus causing confusion to
malware detectors. In this paper, we propose a deep learning
based approach to identify malware for the Android system in the
presence of adversarial example attacks. To validate the proposed
approach, we have conducted experimental study on real-world
datasets.

Index Terms—Android, malware, deep learning, adversarial
example attack, evasion attack

I. INTRODUCTION

In recent years, we have witnessed an explosive growth

to the number of mobile users, and there are about 5.27

billion unique mobile users all around the world [1]. Of all

of the mobile operating system, the Android system is the

most popular one, which accounts for about 72 percent of

the total market [2]. As the Android phones dominate the

market alongside with its large collection of applications, the

Android system has become very susceptible to malicious

attacks, which are generally caused by malicious applications

(malware).

As recently reported, there have been 482,579 new malware

samples each month as of March 2020 [3]. The common

goal for these malware samples is to acquire various sensitive

user information and exploit it, which may include passwords,

location information, banking information, and so on.

To battle the malware, three main categories of malware

detection approaches have been studied, which are based on

static analysis, dynamic analysis, and machine learning. Static

analysis will detect or identify any issue with an application

without executing it. Dynamic analysis could only detect

malware when the applications are being executed. Either

one of these analysis can be an essential component of the
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machine learning based approach. The machine learning based

approach allows for smart detection of malware with the use

of popular machine learning algorithms.

However, with the rise of these machine learning classifiers

comes with the rise of adversarial attacks, which, in this case,

are malicious attacks that appear to be benign and manage

to get pass the classifier. There have been strides to conquer

these adversarial attacks under machine learning, however,

there have been proposals that a deep learning based approach

could seem more effective and work much better.

There are many deep learning approaches such as Maldozer

[9], DroidDetector [10], DroidDeepLearner [11], etc. Many

of these methods generally utilize one of the deep learning

algorithms, such as deep belief network (DBN), convoluted

neural network (CNN), etc.

In this paper, we first explore the reason why the deep

belief network would suffer from adversarial example attacks,

and we then propose a way, by utilizing the deep belief

network, to train our classifier to be more robust against these

adversarial attacks. Finally, we use actual Android app datasets

(which contain both malware and benign apps) to validate the

proposed approach.

The rest of this paper will be organized as follows. Section

II will present the related work that could help us get a better

understanding of what leads up to our research. Section III

will focus on the methodology which will display all the work

needed for this procedure to take place, which is followed by

the results and discussion in Section IV where we will discuss

the science behind the network along side how we managed to

get the classifier to detect these adversarial examples. Finally,

in Section V, we will conclude our research and point out some

possible future research directions that can be further explored

on top of what have been accomplished in this paper.

II. RELATED WORK

In this section, we will summarize some research efforts

that were made in relation to tackling adversarial attacks in

the machine learning format and how it leads us into the deep

learning approach.



A. Machine Learning based Approaches for Malware Detec-

tion

In recent years, various machine learning algorithms have

been applied to detect malware for the Android system, such

as support vector machine (SVM) [12], [13], clustering [14],

[15], and random forest [16], [17].

Li et al. [4] conducts some research on how to make

malware detectors more robust against adversarial attacks. In

this work, they incorporate a mutated dataset to be processed

so that the dataset then gets its features extracted and reduced.

While this feature extraction process looks for API calls

and requested permissions, it also extracts binary n-grams.

Binary n-grams are essential to how this model can craft their

adversarial examples. Data gets send to and from the classifier

to train and be ready for adversarial attacks, depending on

how well trained it is. The paper gave good insight of how

these adversarial example attacks can be performed and the

authors further speculated that deep learning algorithms could

potentially be used to battle adversarial example attacks in the

future.

B. Deep Learning based Approaches

As to what deep learning can offer from its machine

learning counterpart, deep learning offers an extensible and

exact solution for android malware characterization because it

determines malware relying on patterns instead of signatures,

a feature machine learning algorithms are known for. Not only

that, deep learning makes great usage of neural networks for it

to extrapolate on the essence of weighted biases from neurons.

There are a variety of different deep learning algorithms as

listed from [5], and the one that seems to be of common

use is the deep belief network. The deep belief network is

a generative graphical model, composed of multiple layers

known as Restricted Boltzmann Machines, with the goal to

classify data into any given category as indicated by the

labeled data.

As stated from [5] along with the associated papers that

it references, the deep belief network valued contribution is

great when working with detecting malware, however, it can

lead to performance suffering in the presence of adversarial

example attacks.

C. Adversarial Attacks

Adversarial attacks are merely attacks into any deep learning

model that an adversary has created for the sole purpose to

cause the model to calculate errors. From [4], it states that

adversarial attacks can branch off to two different sections,

causative and exploratory. From the exploratory branch, the

evasion attack is said to be one of the most popular kind of

adversarial attack ever adopted. Likewise, implementation of

the evasion attacks can take in many forms, and an official

form will be describe in the later sections. However, to get

more into the details of what an evasion attack does is merely

in the name itself; evasion attacks aim to evade being detected

from the classifier. An intruder exploits malicious occurrences

during testing to have it be incorrectly classified as benign

by a trained classifier, without having a collision over the

training data. The intruder’s scheme in this form builds up

to rupture system solidarity, either with an objective or with a

non selective attack according to it purpose.

III. METHODOLOGY

In order to fully layout the complexity of this research, this

will be split into subsections tailoring the chronological order

of how this can be implemented.

A. Dataset

When working with an investigation like this, it would be

helpful to gather a dataset that can be resourceful to our needs.

Android applications are packaged as .apk files, in which we

need to eventually decompile in order to access its contents.

There is an open source tool known as APKTools, which will

be capable of doing just that. A particular file that we are

looking for is the android manifest file, which is an .xml

file that contains all the essential information that build our

application. The file contain API calls and uses-permissions.

For the sake of this research, we will be primarily focusing

on acquiring the uses-permissions only of the .apk and there

is research to back up why this is so in [6].

All the while understanding what data we want to look

for, we now introduce the mendeley dataset [7]. This dataset

contains more than 500,000 apk’s, and its labeled features,

known as the uses-permissions it uses during installation and

even run-time. This dataset was also collected from three dif-

ferent sources, the google play store, a third party application

downloader, and a given section dedicated solely to malicious

apk’s. This dataset is already extracted for us and is listed

out in an .xlsx format which each row is a given .apk file

and each column is a given feature, which can be denoted in

a binary format; 0 meaning that this application is not using

this feature, and 1 meaning that this application is using that

given feature. For this research, there will be heavy attention

on the google play store and the malicious data sets.

B. Feature Extractor

As such, when working with the ability to detect if an apk

is malicious or not, it is to be expected that any apk that will

pass though our system will be a novel apk, meaning that

it’s never been seen before by the system. However, before

processing the apk though the system, it has to go under the

extraction process in order for it to be read. As mentioned in

the previous subsection, we begin to extract the apk’s contents

by a powerful tool known as apktools.

Fig. 1: An example of the Android manifest.xml file.








