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TABLE I
Distribution of Augmented Twitter Dataset.

Total Toxic Non-Toxic

Comments 56,742 24,153 32,589

TABLE II
Model Results using Augmented Dataset

ROC-AUC Score Accuracy Score

Our Model 0.982 0.911

III. Evaluating the Combination of Text and

Emojis for Detecting Toxic Comments

In this paper, we propose a model (Fig. 1) that analyzes
the toxicity of a comment based on the text as well as
the emojis within that comment. We use an open-source
text-based toxicity detector by Baishali Dutta [5]. The
detector employs GloVe [12], which converts input text
into vectors, and then trains a bidirectional Long Short
Term Memory model (biLSTM) [5]. Prior to sending the
comment to the detector, we separate the text and the
emojis within the comment. Using the pre-trained GloVe
word embeddings, we create a vector representation of the
text. This is because GloVe represents each word as a
vector of probabilities based on how likely that word is to
appear with other words [12]. Then, using the pre-trained
embeddings from emoji2vec [13], we create a vector repre-
sentation of the emojis. Finally, these two embeddings are
combined to create the final vector, which is sent to the
detector for toxicity analysis.

To generate embeddings for emojis, we use
emoji2vec [13]. This model embeds emojis into vectors
by generating embeddings of the words in a textual
description of each emoji using GloVe and then adding
these vectors together.

A. Dataset

Due to a lack of labeled datasets with toxic comments
including both text and emojis, we modified an existing
Twitter dataset of toxic comments [7] to contain emojis.
We parsed the dataset through the DeepMoji model [6]
which outputs emojis based on the sentiment of textual
input. We then concatenated the text of the tweet with
the outputted emojis. Properties of our augmented dataset
can be seen in Table I.

IV. Results and Discussions

Our preliminary results as shown in Table II although
promising were lower than expected, which can be ex-
plained with the length and cleanliness of the dataset and
the need for improvements within the model. We will use
a larger and cleaner dataset to improve the accuracy.

V. Conclusions

As online toxicity increases, researchers are investigating
how to detect and mitigate toxic comments. In this paper,

we proposed an approach that detects the toxicity of a
comment based on the combination of text and emojis.
Additionally, we created a new labeled dataset. Our future
work will focus on model accuracy improvements.
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