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Abstract—Detection of toxicity in online commen-
tary is a growing branch of Natural Language Pro-
cessing (NLP). Most research in the area rely only
on text-based toxic comment detection. We propose a
machine learning approach for detecting the toxicity
of a comment by analyzing both the text and the
emojis within the comment. Our approach utilizes word
embeddings derived from GloVe and emoji2vec to train
a bidirectional Long Short Term Memory (biLSTM)
model. We also create a new labeled dataset with
comments with text and emojis. The accuracy score
of our model on preliminary data is 0.911.

Index Terms—Toxic comments, natural language
processing (NLP), emojis.

I. INTRODUCTION

Social media is omnipresent in everyday life. Whether
it be for work, learning, or social connection, there has
been an increased amount of communication online. Subse-
quently, online toxicity such as harassment, bullying, and
violence is also on the rise. Dealing with this toxicity online
has become a growing problem, but just because social
media is here to stay does not mean that toxicity online
has to stay as well.

Recently, researchers have focused on identifying and
mitigating toxic comments online. However, two avenues
have remained open for further exploration: 1) to analyze
the toxicity of a comment based on both text and emojis,
and 2) to create a new dataset to fill a gap on data avail-
ability. Emojis are just as important for analyzing toxicity
because they can show the sentiment of a comment. For
example, the sarcastic comment “good job, genius” may
not be easily identified as toxic. However, by adding a
rolling eye emoji to the comment, “good job, genius €5~
this can clearly be identified as a toxic comment. In this
paper, we propose a model that is able to detect the
toxicity of a comment based upon the text as well as the
emojis within that comment.
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Fig. 1. The proposed toxic comment detection approach.

II. RELATED WORK

Using NLP, researchers analyzed the contents of var-
ious texts such as YouTube comments and Tweets [11].
Other papers explored the concept of bilingual toxicity
detection [1],[4]. These papers analyzed tweets and even
news articles in various languages with the goal of de-
tecting multilingual toxicity. Alshamrani et al. studied
different toxic behaviors such as obscenity and hate from
different news topics posted on mainstream media and
news channels on YouTube [2]. The comments were in-
spected for three categories: toxic, obscene, and identity
hate. These comments were then classified by utilizing
a neural network-based ensemble, Deep Neural Network
(DNN)-based Architecture. Furthermore, toxicity detec-
tion APIs (Application Programming Interfaces) like Per-
spective API created by Jigsaw and Google [9] and the
Komprehend API by Paralleldots [10], seek to mitigate
online toxicity. Adversarial machine learning techniques
have been used for evading toxicity detectors [8],[3].

Another avenue of NLP research is sarcasm detection.
Among many papers for sarcasm detection, Subramanian
et al’s work [14] stands out as they used emojis along with
text to detect sarcasm. They proposed an ESD (Emoji-
based Sarcasm Detection) framework for the simultaneous
evaluation of text and emoji for sarcasm detection in social
media. The framework was tested on multiple machine
learning models including Convolutional Neural Networks
(CNN) and Long Short Term Memory (LSTM) [14].



TABLE I
DISTRIBUTION OF AUGMENTED TWITTER DATASET.
Total Toxic Non-Toxic
Comments 56,742 24,153 32,589
TABLE II

MODEL RESULTS USING AUGMENTED DATASET
ROC-AUC Score
0.982

Accuracy Score

0.911

Our Model

III. EVALUATING THE COMBINATION OF TEXT AND
EMO0J1S FOR DETECTING Tox1¢ COMMENTS

In this paper, we propose a model (Fig. 1) that analyzes
the toxicity of a comment based on the text as well as
the emojis within that comment. We use an open-source
text-based toxicity detector by Baishali Dutta [5]. The
detector employs GloVe [12], which converts input text
into vectors, and then trains a bidirectional Long Short
Term Memory model (biLSTM) [5]. Prior to sending the
comment to the detector, we separate the text and the
emojis within the comment. Using the pre-trained GloVe
word embeddings, we create a vector representation of the
text. This is because GloVe represents each word as a
vector of probabilities based on how likely that word is to
appear with other words [12]. Then, using the pre-trained
embeddings from emoji2vec [13], we create a vector repre-
sentation of the emojis. Finally, these two embeddings are
combined to create the final vector, which is sent to the
detector for toxicity analysis.

To generate embeddings for emojis, we use
emoji2vec [13]. This model embeds emojis into vectors
by generating embeddings of the words in a textual
description of each emoji using GloVe and then adding
these vectors together.

A. Dataset

Due to a lack of labeled datasets with toxic comments
including both text and emojis, we modified an existing
Twitter dataset of toxic comments [7] to contain emojis.
We parsed the dataset through the DeepMoji model [6]
which outputs emojis based on the sentiment of textual
input. We then concatenated the text of the tweet with
the outputted emojis. Properties of our augmented dataset
can be seen in Table I.

IV. RESULTS AND DISCUSSIONS

Our preliminary results as shown in Table IT although
promising were lower than expected, which can be ex-
plained with the length and cleanliness of the dataset and
the need for improvements within the model. We will use
a larger and cleaner dataset to improve the accuracy.

V. CONCLUSIONS

As online toxicity increases, researchers are investigating
how to detect and mitigate toxic comments. In this paper,

we proposed an approach that detects the toxicity of a
comment based on the combination of text and emojis.
Additionally, we created a new labeled dataset. Our future
work will focus on model accuracy improvements.
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