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same recorded lectures will be displayed on both platforms,

either on one’s computer, or in the VR classroom, to ensure

that participants receive identical material. Participants, who

will be first year engineering and computer science students,

will be randomly assigned into either the test or control group,

as seen in Fig. 1, and every student will participate in a lesson

in both learning environments. We will measure focus by using

eye tracking to quantify the amount of time spent looking at

the lecture, and retention by a recall test at the end of each

lesson. After completing both lessons, participants will fill out

a short survey to indicate the lesson they prefer and the lesson

they found most effective.

Our experimental design will allow us to collect both qual-

itative and quantitative results, unlike majority of the related

work, which only provided qualitative results [5]. We aim to

fill this gap through analyzing both the numerical data from the

eye tracking and recall test, and our subjective data from the

survey. Our hypotheses to our central research question are:

H1: Students engaging in a lesson plan in a VR environment

compared to a standard online learning environment with the

same lesson plan will report a) higher levels of focus, and b)

retention. H2: There is a positive correlation between the level

of focus measured and the retention evaluation score.

Fig. 2. Recall Test in VR environment.

The two lesson plans we are developing are on engine

systems in agricultural machinery and architectural styles. We

selected these topics because they are topics our target audi-

ence of first year engineering and computer science students

are less likely to have prior knowledge on and thus avoid

biases in the results. We plan to implement a 10 minute

lesson plan due to the fact that the average attention span of

a college student is between 10-15 minutes before there is a

decline in attention [1]. We selected topics with memorization-

based material to conduct a multiple choice recall test at the

end of the lessons. The subjects of the two lesson plans

are intentionally on unrelated subjects to keep participants

engaged for two consecutive lessons.

B. Standard Online Learning Environment

In the standard online learning environment, we will use

a webcam based eye tracking software called GazeRecorder

[6] to track the user’s gaze. As a browser-based software,

GazeRecorder makes conducting virtual data collection easier,

while also allowing per-user calibration for accurate point of

gaze calculations. After the completion of the lecture, the

participants will be directed to a page to complete our recall

test. For each participant, a heat map will be generated to show

the points of gaze throughout the lesson. The color intensity in

the heat map indicates the duration of the gaze at that location

on screen. Heat map data can be aggregated automatically to

quantify the participants’ focus level based on the percentage

of time they spent looking at the screen.

C. VR Environment

We will be using Google Cardboard, a Mobile VR platform

along with Unity Engine to produce our VR classroom envi-

ronment. Our goal is to develop a virtual environment closely

resembling the experience in a standard learning environment.

We will have users arrive into a VR classroom and watch the

same lecture video as the other group. We will measure the

user’s focus based on the percentage of time they look at the

screen in the virtual classroom. We can directly compare the

produced percentages in terms of how long the user looks at

the screen with the data from GazeRecorder. At the end of

the lesson, the participants will take the recall test in the VR

environment as seen in Fig 2.

One issue with measuring focus on Mobile VR is the lack

of eye tracking capabilities on the headset. We will emulate

this by taking advantage of the user’s lack of field of view

in the headset. We can assume that the user’s gaze while in

VR is around the center of the screen, so we will use this

to measure their gaze throughout the environment. Another

hurdle in developing for Mobile VR is the lack of an input

interface for instance when responding to the recall test. We

will use gaze tracking for interacting with the recall test.

IV. CONCLUSION AND FUTURE WORK

We hope to produce evidence for our hypotheses through the

focus data collection of the two platforms as well as the results

from the retention tests. We will also produce evidence for

the correlation between the platforms and their effectiveness

through the survey at the end of the testing period.
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