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Language representations in L2 learners: Toward neural models

Zixin Tang
The Pennsylvania State University, University Park, Pennsylvania, United States

Michael Putnam
The Pennsylvania State University, University Park, Pennsylvania, United States

David Reitter
Google, New York, New York, United States

Abstract

We investigated how the language background (L1) of bilinguals influences the representation and use of the second
language (L2) through computational models. With the essays part from The International Corpus Network of Asian
Learners of English (ICNALE), we compared variables indicating syntactic complexity in their L2 production to predict
L1. We then trained neural language models based on BERT to predict the L1 of these English learners. Results showed
the systematic influence of L1 syntax properties on English learners’ L2 production, which further confirmed integrations
of syntactic knowledge across languages in bilingual speakers. Results also found neural models can learn to represent
and detect such L1 impacts, while multilingually trained models have no advantage in doing so.
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