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Abstract

We consider a distributed empirical risk mini-
mization (ERM) optimization problem with
communication efficiency and privacy require-
ments, motivated by the federated learn-
ing (FL) framework. We propose a dis-
tributed communication-efficient and local
differentially private stochastic gradient de-
scent (CLDP-SGD) algorithm and analyze
its communication, privacy, and convergence
trade-offs. Since each iteration of the CLDP-
SGD aggregates the client-side local gradients,
we develop (optimal) communication-efficient
schemes for mean estimation for several ¢,
spaces under local differential privacy (LDP).
To overcome performance limitation of LDP,
CLDP-SGD takes advantage of the inherent
privacy amplification provided by client sub-
sampling and data subsampling at each se-
lected client (through SGD) as well as the
recently developed shuffled model of privacy.
For convex loss functions, we prove that the
proposed CLDP-SGD algorithm matches the
known lower bounds on the centralized private
ERM while using a finite number of bits per
iteration for each client, i.e., effectively get-
ting communication efficiency for “free”. We
also provide preliminary experimental results
supporting the theory.

1 Introduction

We consider a federated learning (FL) framework (e.g.,
Kairouz et al. [2019]), where data is generated across
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m distributed clients, and the server builds a machine
learning model by solving the empirical risk minimiza-
tion (ERM) problem:

arg min <F(9> = ;ZFM)) : (1)

where F;(0) is a local loss function dependent on the
local dataset D; at client ¢, comprising r data points,
and C C R? is a closed convex set, where d denotes
the model dimension; see Section 3 for details on the
setup. The goal is to solve this problem while satisfying
the FL requirements: (i) give privacy guarantees on
the data D; at client i, (i) compress (as efficiently as
possible) the communication between clients and the
server, and (iii) work with a dynamic client population
in each round of communication between the server and
the clients — in FL only a small fraction of clients are
sampled at each communication round; see Figure 1.

A challenge is that local differential privacy (LDP),e.g.,
[Beimel et al., 2008, Warner, 1965], is known to give
poor learning performance [Duchi et al., 2013, Kairouz
et al., 2016, Kasiviswanathan et al., 2011]. Recently,
a new privacy framework, the shuffled model [Balle
et al., 2019a,b,c, 2020a, Cheu et al., 2019, Erlingsson
et al., 2019, Ghazi et al., 2019a,b, 2020], enables signifi-
cantly better privacy-utility performance by amplifying

privacy (scaling with the number of clients as \/%

with respect to LDP) through anonymization. Another
technique to amplify privacy is through randomized
subsampling [Beimel et al., 2010]. This naturally arises
in a stochastic gradient descent (SGD) framework for
optimizing (1), since clients do mini-batch sampling of
local data; moreover clients themselves are sampled in
each iteration motivated by the FL setup.

In this paper, we analyse privacy amplification for the
FL problem using both forms of amplification: shuffling
and subsampling (data and clients). Note that privacy
amplification by subsampling (both data and clients)
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happens automatically,’ while the secure shuffling is
performed explicitly adding an additional layer of pri-
vacy transferring local privacy guarantees to central
privacy guarantees.

Another important aspect is communication efficiency
instantiated through compression of the gradients com-
puted by each active client. There has been a signifi-
cant recent progress on this topic (see [Alistarh et al.,
2017, 2018, Basu et al., 2019, Karimireddy et al., 2019,
Singh et al., 2019, 2020, Stich et al., 2018] and refer-
ences therein). However, there has been less work in
combining privacy and compression in the optimiza-
tion/learning framework, with the notable exception
of [Agarwal et al., 2018], which we will elaborate on
shortly. One question that we address is whether one
pays a price to do compression in terms of the privacy-
performance trade-off.

In this paper, we solve the main problem of learning
a model with communication constraints, with reason-
able learning performance while giving strong privacy
guarantees. We believe that this is the first result that
analyses the optimization performance with schemes de-
vised using compressed gradient exchange, mini-batch
SGD while giving privacy guarantees for clients using
a shuffled framework. Here are our main contributions.

e We prove that one can get communication efficiency
“for free” by demonstrating schemes that use O(log d)
bits per gradient to obtain the same privacy-utility
operating point as full precision gradient exchange.?

e One ingredient of our main result is showing that
we can compose amplification by sampling (client data
through mini-batch SGD and clients themselves in fed-
erated sampling) along with amplification by shuffling.
Note that sampling of clients and data points together
give overall non-uniform sampling of data points, so
we cannot use the existing results on privacy amplifi-
cation by subsampling, necessitating a privacy proof
that composes sampling and shuffling techniques.

e At each round of the iterative optimization, one needs
to privately aggregate the gradients in a communication
efficient manner. For this, we develop new private
and compressed vector mean estimation techniques
in a minimax estimation framework, that are (order
optimal) under several £, geometries. We develop both
lower bounds and matching schemes for this problem.
These results may also be of independent interest.

'In this paper, we use an abstraction for the federated
learning model, where clients are sampled randomly. In
practice, there are many more complicated considerations
for sampling, including availability, energy usage, time-of-
day, etc., which we do not model.

20ur work focuses on symmetric, private-randomness
mechanisms. We do not assume the existence of public
randomness in this work as we use the shuffled model.

Related work: There has been a lot of work on pri-
vacy in the context of FL (see [Kairouz et al., 2019] and
references therein) and also on compression for private
mean estimation (see [Acharya and Sun, 2019, Balle
et al., 2019¢, 2020a, Cheu et al., 2019] and references
therein). Our focus in this paper is on distributed learn-
ing with local differential privacy guarantees, which has
fewer results, especially in the shuffled privacy frame-
work. We give an extensive account of the related
work in Appendix A of the supplementary material,
and due to space constraints we will focus on the two
most related papers to our work [Agarwal et al., 2018,
Erlingsson et al., 2020], which we describe below.

Erlingsson et al. [2020] proposed a distributed local
differentially private gradient descent algorithm, where
all clients participate in each iteration. They use LDP
on gradients as well as the shuffled framework [Balle
et al., 2019¢]. However, their proposed algorithm sends
the full-precision gradient without compression. Our
work is different from [Erlingsson et al., 2020] in mul-
tiple ways: (i) we propose a communication efficient
mechanism for each client that requires O(logd) bits
per client, which can be significant for large d; (ii) our
algorithm performs data sampling (using SGD at each
client) and client sampling i.e., not all clients are se-
lected at each iteration, as motivated by the FL setup.
This requires a careful combination of compression
and privacy analysis; see Remark 2, where we recover
the convergence result of [Erlingsson et al., 2020] as a
special case of our general results.

Agarwal et al. [2018] proposed a communication-
efficient algorithm for learning models with local
differential privacy. They proposed cp-SGD, a
communication efficient algorithm, where clients
need to send O(log(l + 2€3) + logloglog 6’;—%)
bits of communication per coordinate, i.e.,
(@) (d {log(l + %6(2)) + loglog log E"O—‘fs}) bits per
gradient to achieve the same local differential privacy
guarantees of the Gaussian mechanism. In contrast,
we achieve better compression in terms of number of
bits per gradient, and our framework converts the LDP
algorithm to central differential privacy guarantees.

Paper organization. In Section 2, we establish
some background results. In Section 3, we set up the
problem including the formulation for private mean-
estimation and describe our algorithm. We state our
results in Section 4 and also give some interpretations.
In Section 5, we provide brief proof outlines for some of
the results. Section 6 provides preliminary evaluation
of the algorithm in terms of communication-privacy-
performance operating points on the MNIST dataset.
Many of the proof details as well as some additional
results are provided in the supplementary material.
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2 Preliminaries

In this section, we state some preliminary definitions
that we use throughout the paper; we give a more
detailed exposition of the background in Appendix B
of the supplementary material.

Since we are interested in communication constrained
privacy of the client, we define a two parameter LDP
with privacy and communication budget, generalizing
the standard LDP privacy definition (see Definition 3
in Appendix B.1 of supplementary material).

Definition 1 (Local Differential Privacy with Commu-
nication Budget - CLDP). For ¢y > 0 and b € N, a
randomized mechanism R : X — Y is said to be (eg, b)-
communication-limited-local differentially private (in
short, (e, b)-CLDP), if R(x) can be represented using
b bits and for every pair x,x’ € X, we have

Pr[R(z) = y] < exp(eo) Pr[R(z) = y], Yy € V. (2)

Here, ¢¢ captures the privacy level, lower the €g, higher
the privacy. When we are not concerned about the
communication budget, we succinctly denote the corre-
sponding (ep, 00)-CLDP, by its correspondence to the
classical LDP as ep-LDP [Kasiviswanathan et al., 2011].

We define D = {x1,...,z,} and D' = {x],...,x,} as
neighboring datasets if they differ in one data point.

Definition 2 (Central Differential Privacy - DP
[Dwork and Roth, 2014]). For ¢,§ > 0, a random-
ized mechanism M : X" — ) is said to be (¢,0)-
differentially private (in short, (e, d)-DP), if for all
neighboring datasets D, D’ € X" and every subset
£ C Y, we have

Pr[M (D) € €] < exp(e) Pr[M (D) € ] +6. (3)

We will propose an iterative algorithm to solve the opti-
mization problem (1) under privacy and communication
constraints. Hence, we need the strong composition
theorem [Dwork et al., 2010] (we describe it in detail in
Appendix B.2 for completeness) to compute the final
privacy guarantees of the proposed algorithm. Further-
more, in order to overcome the poor performance of
LDP, we need to use privacy amplification provided by
subsampling (data and clients) as well as through the
shuffled model; both of these are described in detail in
Appendix B.3.

3 Problem Formulation and Solution
Overview

In this section, first we present the problem formulation
and describe our algorithm for solving the empirical risk

minimization (ERM) problem under the constraints of
privacy, communication, and dynamic client population.
Then we give an overview of our approach to analyze
this algorithm and briefly describe the challenges faced.
In the end, we describe one of the main ingredients
in our algorithm, which is a method of private mean
estimation using compressed updates.

Problem formulation: We have a set of m clients,
where each client has a local dataset D; = {d;1,...,d;}
comprising r data points drawn from a universe &. Let
D = |J*, D; denote the entire dataset and n = mr
denote the total number of data points in the system.
The clients are connected to an untrusted server in
order to solve the ERM problem described in (1). In
(1), F5(0,D;) = £ 377, f (0,di;) is alocal loss function
dependent on the local dataset D; at client ¢ evaluated
at the model parameters 6 € C.

As described in Section 1, solving the ERM problem
(1) in the FL framework introduces several unique chal-
lenges, such as the locally residing data {D;} at all
clients need to kept private, the low-bandwidth links
between clients and the server necessitates compressed
communication exchange between them, and only a
small fraction of clients are sampled in each round of
communication. Our goal is to solve (1) while preserv-
ing privacy on the training dataset D and minimizing
the total number of bits for communication between
clients and the server, while dealing with a dynamic
client population in each iteration.

Our algorithm CLDP-SGD: In order to solve (1)
in the presence of the above challenges in the FL set-
ting, we propose CLDP-SGD, a differentially-private
SGD algorithm that works with compressed updates
and dynamic client population. The procedure is de-
scribed in Algorithm 1; also see Figure 1 for a pictorial
description of our algorithm. In each step of CLDP-
SGD, the secure shuffler chooses uniformly at random
a set Uy of k < m clients out of m clients. Each
client ¢ € U, computes the gradient Vy, f (6;;d;;) for
a random subset S;; of s < r samples. The ’th client
clips the ¢,-norm of the gradient Vg, f (6;;d;;) for each
j € S;i¢ and applies the LDP-compression mechanism
Ry, where Ry, : BE — {0,1}" is an (e, b)-CLDP mech-
anism when inputs come from an £,-norm ball. In this
paper, we describe (g, b)-CLDP mechanisms R, for
several values of p € [1, 00]; see Section 5. After that,
each client 7 sends the set of s LDP-compressed gradi-
ents {R, (g (dij))}jes,, In a communication-efficient
manner to the secure shuffler. The shuffler randomly
shuffles (i.e., outputs a random permutation of) the
received ks gradients and sends them to the server.
Finally, the server takes the average of the received
gradients and updates the parameter vector.
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Shuffler
(generates a random permutation)

Ry (ge(d12) Ry (ge(ds1) Ry (ge(ds4))

[ N N

Dy ={dig, - diy} D3 = {dz1, - dar} Ds = {ds1, -, dsr}

Figure 1: An example of 5 clients, where each client
has r data points. At the current iteration, 3 clients are
chosen at random. Each client chooses one data point
at random to send the compressed and private gradient
{Rp (9¢ (dij))} to the secure shuffler that permutes the
private gradients before sending them to the server.

Observe that our CLDP-SGD algorithm provides pri-
vacy guarantees against any adversary that can observe
the output of the secure shuffler including the untrusted
server. Furthermore, we assume that the trusted shuf-
fler samples the clients, and this sampled set is unknown
to the server; see line 4 in Algorithm 1. For future
work, one could enable client self-sampling and self-
anonymization. For example, the authors in Balle et al.
[2020b] proposed a new sampling scheme called random
check-in, in which each client independently chooses
which time slot to participate in the training process.

Overview of our approach for analyzing CLDP-
SGD: CLDP-SGD has the following components,
which need to be analyzed together: (i) sampling of
clients, necessitated by FL; (ii) sampling of data at each
client for mini-batch SGD; (iii) compressing the gradi-
ents at each client for communication efficiency; (iv)
privatizing the gradients at each client to prevent infor-
mation leakage — the (compressed) gradients received
by the server may leak information about the datasets;
and (v) shuffling. The two main technical ingredients
needed for the analysis are (a) Privacy analysis of
coupled sampling and shuffling (b) Commununication
efficient private mean estimatioon.

Privacy of coupled sampling and shuffling: As explained
in Section 1, client and data sampling as well as shuf-
fling contribute to privacy amplification. However,
there are several challenges in analyzing the overall
privacy amplification: Firstly, both types of sampling
together induce non-uniform sampling of data, so we
cannot use the existing privacy amplification from sub-

3Let £, denote the dual norm of £, norm, where £ +% =1
and p,g > 1. Thus, when the loss function f(0,d;;) is
convex and L-Lipschitz continuous with respect to £4-norm,
then the gradient Vo f (6;.) has a bounded ¢, norm [Shalev-
Shwartz et al., 2012, Lemma 2.6]. In this case, we do not
need the clipping step.

Algorithm 1 Acqp: CLDP-SGD

1: Inputs: Datasets D = Uie[m] D;,
D; = {dia,...,dir}, loss function F(0) =
% > Z;:l f(0;d;;), LDP privacy parameter
€0, gradient norm bound C, and learning rate 7;.

2: Initialize: 6y € C

for t € [T] do
Sampling of clients: The secure shuffler

chooeses a random set U; of k clients.
for clients 7 € U; do

Sampling of data: Client 7 chooses uni-
formly at random a set S;; of s samples.

7 for Samples j € S;; do

8: gt (dij) < Vo, f (01 dij)

9 & (dij) g (dij) / max {1, [Edle 13
10: qQ: (dij) < Ry (& (dij))
11: Client ¢ sends {q; (di;)}jes,, to the shuffler.

12: Shuffling: The shuffler randomly shuffles the
elements in {q,(d;;) : i € U;, j € Sy} and sends
them to the server.

13: Aggregate: g, + % ictty, jes., qe(dij).

14: Gradient Descent 0,1 < Il[c (0 — nig,)

15: Output: The final model parameters 6.

sampling results (see Section B.3.1) directly to analyze
the privacy gain in CLDP-SGD just by subsampling;
and secondly, the privacy amplification by shuffling has
not been analyzed together with that by subsampling.
In this paper, we give one unifying proof that analyzes
the privacy amplification by both types of subsampling
(that induces non-uniform sampling of data points) as
well as shuffling; see Section F.1 for more details.

Communication-efficient private mean estimation: For
compressing and privatizing the gradients, we de-
sign communication-efficient local differentially private
mechanisms R, for p € [0,00] to estimate the mean
of a set of bounded ¢,-norm gradients. These mech-
anisms R,’s are in fact more generally applicable for
private mean estimation of a set of vectors, each having
a bounded £,-norm and coming from a different client
in a communication efficient manner. We study the
mean estimation problem in the minimax framework
and derive matching lower and upper bounds on the
minimax risk for several £, geometries. This privacy
mechanism is composed with the sampling and shuf-
fling to provide the overall privacy analysis. Next, we
formulate the compressed and private mean estimation
problem as of independent interest.

Compressed and private mean estimation via
minimax risk: Now we formulate the generic min-
imax estimation framework for mean estimation of a
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given set of n vectors that preserves privacy and is also
communication-efficient. We then apply that method
at the server in each SGD iteration for aggregating
the gradients. We derive upper and lower bounds for
various £, geometries for p > 1 including the £,-norm.

The setup is as follows. For any p > 1 and d € N,
let B (a) = {x € R? : ||z, < a} denote the p-norm
ball with radius a centered at the origin in R?, where
1

], = (Zle |xj\z’) " Bach client i € [n] has an in-
put vector x; € Bg (a) and the server wants to estimate
the mean x := %Z?:l ;. We have two constraints:
(i) each client has a communication budget of b bits to
transmit the information about its input vector to the
server, and (ii) each client wants to keep its input vec-
tor private from the server. Our objective is to design
private-quantization mechanisms R; : Bg(a) — {0,1}®
for all 4 € [n] and also a (stochastic) decoding function
z : ({0, l}b)n — B¢ that minimizes the worst-case
expected error SUD /4, } e E||Z — #(y™)||> and charac-
terize the following.

p,d _ . . — Sramn 2

TEO,IL” (a) B {RiGHQl(fso,b)} Hi%f {mi}sélgg(a) e Hm m(y )”2 ’

(4)
where Q) is the set of all (g, b)-CLDP mechanisms,
and the expectation is taken over the randomness of
{R; : i € [n]} and the estimator Z. Note that in this
setup we do not consider any probabilistic assumptions
on the vectors x1,...,x,. We also provide additional
results when the inputs are sampled from a distribution

in Appendix B.4 in the supplementary material.

4 Main Results

In this section, we first state our results on convergence,
privacy, and communication bits of the proposed CLDP-
SGD algorithm. We also discuss their implications.
Then, we present the results on compressed and private
mean estimation in Section 4.2.

4.1 Optimization

In the next theorem, we state the privacy guarantees,
the communication cost per client, and the privacy-
convergence trade-offs for the CLDP-SGD Algorithm.
Let n = mr denote the total number of data points in
the dataset D. Observe that the probability that an
arbitrary data point d;; € D is chosen at time ¢t € [T
is given by ¢ = %

Theorem 1. Let the set C be convex with diameter
D,* and the function f (0;.):C — R be convexr and L-

Lipschitz continuous with respect to the £4-norm, which

“Diameter of a bounded set ¢ C R? is defined as
SUPg yec ll® — yll-

is the dual of the {,-norm.> For s =1 and q = %, if
we run Algorithm Aciap, then we have

1. Privacy: For ¢y = O (1), Acap is (€,0)-DP, where
0 > 0 is arbitrary, and

€:O<EO \/quog@qT/é)log(z/a)) )

n

2. Commaunication: Our algorithm Acqp requires
% x b bits of communication in expectationS per
client per iteration, where expectation is taken with
respect to the sampling of clients. Here, b = log (d)+
1ifpe{l,co} and b=d(log(e) + 1) otherwise.

3. Convergence: If we run Agqp with learn-
ing rate schedule n, = GL\/E’ where G?> =

. 2
L? max{dlf%, 1} (1 + l%il (Zezi) ), then

E[F (0r)] - F(67) <

LDlog(T) max{d? »,1} [cd (e +1
o = .
VT qn \e¢ —1

(6)

where c =4 if p € {1,00} and ¢ = 14 otherwise.

We prove Theorem 1 in Section 5.3. Note that the
privacy bound (49) holds when ¢y = O (1); the gen-

eral result for g = O (log % is presented in

Section 5.3.1.

Remark 1. Using a slightly different sampling proce-
dure, the result in Theorem 1 holds for arbitrary s. We
can achieve the same central privacy bound e as stated
in Theorem 1 with ¢ = £ (instead of ¢ = -£) using
the following sampling: all clients send s compressed
and private gradients corresponding to a uniformly ran-
dom subset of s data points from their dataset; shuffler
selects a uniformly random subset of ks gradients from
them and then sends the shuffled output to the server.
We analyze the privacy guarantees of our algorithm
with this new sampling procedure in Appendix F.4.
Note that, in this new sampling procedure, each data
point has a probability ¢ = % of being picked, and we
pick % data points (in expectation) from each clients.
Note that even for this sampling (which does not yield
uniform sampling of ks points from mr points), the
privacy amplification of this sampling mechanism does
not directly follow from existing results. We provide a

5For any data point d € &, the function f : C — R is
L-Lipschitz continuous w.r.t. £4-norm if for every 61,62 € C,
we have |f(61;d) — f(62;d)| < L|[61 — 02]|,.

SA client communicates in an iteration only when that
client is selected (sampled) in that iteration.
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proof of this in the supplementary material, along with
a discussion on other sampling procedures.

Remark 2 (Recovering the Result [Erlingsson et al.,
2020, ESA]). In Erlingsson et al. [2020], each client has
only one data point and all clients participate in each
iteration, and gradients have bounded ¢3-norm. If we
put p =2, T =n/log*(n), and ¢ = 1 in (6) and ¢ = 1
in (49), we recover the convergence and the privacy
bound in [Erlingsson et al., 2020, Theorem VI.1].

We want to emphasize that the above privacy-accuracy
trade-off in Erlingsson et al. [2020] is achieved by full-
precision gradient exchange, whereas, we can achieve
the same trade-off with compressed gradients. More-
over, our results are in more general setting, where
clients’ local datasets have multiple data-points (no
bound on that) and our privacy amplification is effec-
tively due to two types of sampling, one of data, and
the other of clients.

Remark 3 (Optimality of CLDP-SGD for ¢3-norm
case). Suppose ¢ = (O(1). Substituting ¢ =
TToaaT/oeg2/s): L = /¢, and p = 2 in (6),
gives the optimal excess risk of central differential pri-
vacy, as shown in Bassily et al. [2014]. Note that the
results in Bassily et al. [2014] are for centralized SGD
with full precision gradients, whereas, our results are
for federated learning (which is a distributed setup)
with compressed gradient exchange.

o/

4.2 Compressed & Private Mean Estimation

In this subsection, we state our lower and upper bounds
on the minimax risk rf{;'fbyn(a) for all p € [1,00]. For
the lower bounds, we state our results when there is no
communication constraints, and for clarity, we denote
the corresponding minimax risk by 2% (a). Further-
more, we prove that any symmetric private mechanism

requires at least b > log (d) bits of communication.
Theorem 2. For any d,n > 1, a,eq > 0, and p €
[1,00], the minimax risk in (4) satisfies

rpod (a) >

€0,00,Nn
Q anin{l, %}) if1<p<2,
2 4 d
2 31—= . .

Q(ad pmln{l,m}> pr22
Theorem 3. For any private-randomness, symmetric
mechanism R with communication budget b < log (d)
bits per client, and any decoding function g : {0,1}° —
RY, when & =LY | g (R (x;)), we have”

e,b,n

2
P (a) > azmax{l,dl_i}. (7)
"Note that Theorem 3 works only when the estimator &
applies the decoding function g on individual responses and

then takes the average. We leave its extension for arbitrary
decoders as a future work.

Theorem 3 shows that it is required at least log (d) bits
per client to design a non-trivial private mechanism R.
Though our lower bound results are for arbitrary esti-
mators Z(y™), we can show that the optimal estimator
Z(y™) is a deterministic function of y™; see Lemma 15
in Appendix E.

Theorem 4. For any d,n > 1, a,eq > 0, we have

a?d (ee" +1

2
. 1> , for b =log(d) + 1,

1,d
I Y A, (a) < -

6ad (e +1\?
by rf;,i,,n (a) < (; (Zéo J_r 1) , for b= dlog(e) + 1,
2 72 € 2
ooy a*d” (e +1 B
los i Te pn(a) < - <e€0 — 1) , for b =log(d) + 1.

Note that when ¢y = O(1), then the upper and lower
bounds on minimax risks match for all p € [1,00].
We can give general achievability results for any £,-
norm ball Bé(a) for any p € [1,00). For this, we
use standard inequalities between different norms, and
probabilistically use the mechanisms for ¢;-norm or ¢5-
norm with expanded radius of the corresponding ball.
The main results for this are stated in Appendix D.1.

All the above results are for rf(’)flb,n(a), which is defined
for worst cast inputs. Essentially the same results hold
when the inputs are sampled from a distribution, and
we provide those results in Appendix D.1.

5 Proofs

In this section, first we prove the compressed and pri-
vate mean estimation results and then prove Theorem 1.
Due to the lack of space, we only prove mean estima-
tion results for {.-norm case and provide the proofs
for other norms in Appendix D.

5.1 Proof of Theorem 2: For /,,-Norm

The lower bound result presented in this section in
fact hold for any £,-norm for p € [2,00]. The main
idea of the lower bound is to transform the problem
to the private mean estimation when the inputs are
sampled from Bernoulli distributions. Let PEZ”‘ denote

the set of Bernoulli distributions on {0, Y/a"?}%, i.e.,
any element of PEZ’{“ is a product of d independent
Bernoulli distributions, one for each coordinate. For

any q € Pl}ifim, let p, denote the mean of q.

Lemma 1. For any p € [2, 00|, we have

o o
T o g =20

zo(e b)) ©
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The proof is straightforward adaptation of the proof of
[Duchi and Rogers, 2019, Corollary 3] to our setting;
see Appendix 5.1 for more details.

Let Pg denote the set of all distributions on the £,-norm
ball, implying that szm - 731‘,1. This together with
(8), implies that for every set of private mechanisms
{M;} € Q(ey,00) and estimator Z, we have

sup E [irg =2 ("), 2 swp E g — 2 (")

ePy qePByn
2, d
>Q(d" 7 min{ 1, ———v( | (9)
nmin{eg, €5}
We can now obtain a lower bound on r?&‘fmyn by

transforming the worst-case lower bound to the av-
erage case lower bound as follows. Fix arbitrary pri-
vate mechanisms {M;,..., M, } and an estimator Z.

It follows from (9) that there exists a distribution
(@)

q € Pg, such that if we sample x;"’ ~ g, i.i.d. for

all i € [n] and letting vy, = ./\/li(asgq)), we would have
= (a2 1-2 . d

E g~ 2]l = @ (dFmin {1 s ).

We have

2
1 n
S E| - x; —x (y"
{wi?ng n; ' ( ) 9
n 2
YE|1S a2l -y
ni:l 2
®) 1 1 & 2
2 §I[£||“t1*£(yn)|’27]E EZmEq)fuq

(@) 1 " (q) 2 1 " 1-2 dl_%
R S

where (a) uses E||xz — E[z]||3 < E||z||3, which holds for
any random vector .

Taking infimum in (10) over all e-LDP mechanisms
{M; : i € [n]} and estimators Z, we get

p,d —
€0,00,Mn

2

1 n
inf inf sup E|— ) x —Z(y")
IMi€Qg.00)} & {a;}eBd n; ’

2 Q (dl_f7 min {17 dz}) .
nmin{eg, €5}

5.2 Proof of Theorem 4: For ¢,,-Norm

2

In this section, we propose an (¢g, b)-CLDP mechanism
for £o-norm ball that requires b = O (log (d))-bits per
client using private randomness and 1-bit of communi-
cation per client using public randomness.

Each client i has an input x; € B (a). It selects j ~
Unif[d] and quantize ; ; according to (11) and obtains
z; € { + ad(zgﬂ )ej}, which can be represented using
only 1 bit, where e; is the j'th standard basis vector
in R?. Client i sends z; to the server. Server receives
n messages {z1,..., 2, } from the clients and outputs
their average % ", z;. We present the client-side
mechanism in Algorithm 2 and state its properties
below, which we show in Appendix D.7.

Algorithm 2 (,,-MEAN-EST (R.: the client-side

algorithm)

© d d-s
Yo <d1—imm{1,.2}) -
nmin{eg, €} n

(d) 2 d
> 1=% mi S
> Q (d min {1, nmin{eo, 27 }) (10)

Step (a) holds since the LHS is supremum {z;} € BY
and the RHS of (a) takes expectation w.r.t. {wgq)} in
B¢ and hence lower-bounds the LHS. The inequality (b)
follows from the Jensen’s inequality. Step (c¢) follows

2 12
%Z?—l mz@ — Mgl = d_"  which we show
- 2

from E S
below. Step (d) assumes min{eg, €2} < O(d).

Note that for any vector u € R?, we have ||ullz <
d"/>="?|lu|,, for any p > 2. Since each :I:Eq) € B,
which implies ||:L‘l(»Q)||p < 1, we have that ||$Eq)||2 <
dz 5. Hence, ]E||a:£q)||% < d'"% holds for all i € [n].

Now, since x;’s are i.i.d. with E[wgq)] = ft4, We have

2

l§ (a)
E = ﬁZEHwZ — Hq
i=1

2
2
2

1 n
- Z wg@ ~ 1
gt

1: Input: = € B% (a) and local privacy level ¢y > 0.
2: Sample j ~ Unif[d] and quantize z; as follows:

e 041 . 1 Tje0—1

L tad(c5=7)€e; wp. 3+ 3hten (1)
| —ad (2t ) e, wop. Lo Zeood
ec0—1 J -P- 2 2a e€0+1

where e; is the j’th standard basis vector in R?
3: Return z.

Lemma 2. The mechanism Ro, presented in Algo-

rithm 2 satisfies the following properties, where ey > 0:

(i) Reo s (€0,log (d) + 1)-CLDP and requires only 1-

bit of communication using public randomness. (ii)

Roo is unbiased and has bounded variance, i.e., for

every x € B (a), we have E[R ()] = x and
2

E|[Roc (@) - @3 < a?d? (551

Since the server averages the n received messages, we

) 3
can easily verify that r™¢ () < 222 (e 0+1> .

€o0,b,n n ec0—1
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5.3 Proof of Theorem 1

We show our results on privacy, communication, and
convergence separately in the next three subsections.

5.3.1 Privacy

In Algorithm 1, each client applies the compressed LDP
mechanism R, (hereafter denoted by R, for simplicity)
with privacy parameter €y on each gradient, which
ensures that the mechanism Aqq, guarantees local
differential privacy €g for each sample d;; per iteration.
Thus, it remains to analyze the central DP of the
mechanism Agqp.

Fix an iteration number ¢ € [T]. Let M, (6;, D) denote
the private mechanism at time ¢ that takes the dataset
D and an auxiliary input 6; (which is the parameter
vector at the t’th iteration) and generates the parameter
041 as an output. Thus, the mechanism M; on an
input dataset D = (J;, D; € 6" can be defined as:

Gm),  (12)

where G; = samp, , (R(z},),...,R(z},)) and x}; =

M (04; D) = Hys 0 samp,, 4. (Gi, . . .

wr
Vo, f(0::dij),Vi € [m], j € [r]. Here, Hs denotes the
shuffling operation on ks elements and samp,, ; denotes
the sampling operation for choosing a random subset
of b elements from a set of a elements.

Now we state the privacy guarantee of the mechanism
M, for each t € [T].
k.

Lemma 3. Let s =1 and q = . Suppose R is an €o-

LDP mechanism, where ey < w and § > 0
is arbitrary. Then, for any t € [T], the mechanism
My is (E, 5) -DP, where € = In(1 + q(e — 1)),0 = ¢6
log(l/g)

with € = O | min{ep, 1}e° pm

. In particular,

ifeo =0(1), we gete =0 (eo qlogy(ll/é)>.

We prove Lemma 3 in Appendix C. In the statement
of Lemma 3, we are amplifying the privacy by using
the subsampling as well as shuffling ideas. For subsam-
pling, note that we do not pick a uniformly random
subset of size ks from n = mr points. So, we cannot
directly apply the amplification by subsampling result
of Kasiviswanathan et al. [2011] (stated in Lemma 7
in Appendix B.3.1). However, as it turns out that the
only property we will need for privacy amplification
by subsampling is that each data point is picked with
probability ¢ = £2 which holds true in our setting.

mr’

Consider two neighboring datasets D = J;*, D;, D' =
Dy U(UIL, D;) that are different only in the first data
point at the first client dy;. The main idea of the
proof is to split the probability distribution of the

output of the mechanism M; into a summation of
four conditional probabilities depending on the event
whether the first client is picked or not and the first
client pick the first data point or not. We use bipartite
graphs to get the relation between these events, where
each vertex corresponds to one of the possible outputs
of the sampling procedure, and each edge connects two
neighboring vertices. See Appendix C for more details.

Note that the Algorithm Agq, is a sequence of T
adaptive mechanisms Mj,..., My, where each M,
for t € [T] satisfies the privacy guarantee stated in
Lemma 3. Now, we invoke the strong composition
theorem from [Dwork and Roth, 2014, Theorem 3.20]
(stated in Lemma 6 in Appendix B.2) to obtain the
privacy guarantee of the algorithm A4, as stated in
Theorem 1. We provide the details in Appendix F.

5.3.2 Communication

The (eg, b)-CLDP mechanism R, : X — ) used in Al-
gorithm 1 has output alphabet Y = {1,2,..., B = 2°}.
So, the naive scheme for any client to send the s com-
pressed and private gradients requires sb bits per it-
eration. We can reduce this communication cost by
using the histogram trick from [Mayekar and Tyagi,
2020] which was applied in the context of non-private
quantization. The idea is as follows. Since all clients
apply the same randomized mechanism R, to the s
gradients, the output of these s identical mechanisms
can be represented accurately using the histogram of
the s outputs, which takes value from the set A% =

{(n1,...,np) : Zlenj = sandn; > 0,Vj € [B]}.

S
Since |A%| = (s+§_1) < @) , it requires

at most s (log (e) + log (£2=1)) bits to send the s
compressed gradients. Since a client is chosen with
probability % at any time t € [T], the expected num-
ber of bits per client in Algorithm Aggq, is given by
E % T x s (log (e) 4 log (2+2=1)) bits, where expecta-
tion is taken over the sampling of clients.

5.3.3 Convergence

At iteration t € [T] of Algorithm 1, server aver-
ages the received ks compressed and privatized gradi-
ents and obtains g, = 7= >,y > jes:, at(di;) (line
13 of Algorithm 1) and then updates the parame-
ter vector as 6,11 < []. (6: — mi8,). Here, q.(dij) =
Rp (Vo, f(6:;di5)). Since the randomized mechanism
‘R, is unbiased, the average gradient g, is also unbiased,
i.e., we have E[g,] = Vy, F (6;), where expectation is
taken w.r.t. the sampling of clients and the data points
as well as the randomness of the mechanism R,. Now
we show that g, has a bounded second moment.

Lemma 4. For any d € &, if the function f(0;.) :
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Figure 2: Privacy-Utility trade-offs on the MNIST
dataset with /,.-norm clipping.

C — R is convex and L-Lipschitz continuous w.r.t. the
Ly-norm, which is the dual of £,-norm, then we have

d (e +1\2
Ellg,|? < L? max{d' 7,1} (H;L (e tl) )

eco

where ¢ =4 if p € {1,00} and ¢ = 14 otherwise.

Lemma 4 is proved in Appendix F.3.

Now, using the bound on G? from Lemma 4 in the
following standard SGD convergence results for con-
vex functions proves the third part of Theorem 1; see
Appendix F.3 for more details.

Lemma 5 (SGD Convergence [Shamir and Zhang,
2013)). Let F () be a convex function, and the set C
has diameter D. Consider a stochastic gradient descent
algorithm 0yy1 <« o (0 — mig:), where g, satisfies
E[g:] = Vo, F (0;) and E||g||3 < G?. By setting n; =

Gop we get E[F (0r)] — F (0%) < 2DG (%\/%(TU

6 Numerical Results

In this section, we present our numerical results to eval-
uate the proposed CLDP-SGD algorithm for training
machine learning models with privacy and communi-
cation constraints. We consider the standard MNIST
handwritten digit dataset that has 60,000 training im-
ages and 10,000 test images. We train a simple neural
network that was also used in [Erlingsson et al., 2020,
Papernot et al., 2020] and described in Table 1. This
model has a total number of d = 13,170 parameters
and achieves an accuracy of 99% for non-private, un-
compressed vanilla SGD. In our results, we assume
that we have 60,000 clients, where each client has one
sample, i.e., m = n = 60,000 and r = 1. We present
our results for £o,-norm clipping. At each step of the
CLDP-SGD, we choose at random 10, 000 clients. Each
client clips the £, -norm of the gradient Vy, f (04;d;)
with clipping parameter C' = 1/100. After that, the

’ Layer Parameters ‘
Convolution 16 filters of 8 x 8, Stride 2
Max-Pooling 2x2
Convolution 32 filters of 4 x 4, Stride 2
Max-Pooling 2 %2

Fully connected 32 unites
Softmax 10 unites

Table 1: Model Architecture for MNIST

client applies the LDP-compression mechanism R
(presented in Algorithm 2) to the clipped gradient. We
run our algorithm for 80 epochs, where we set the
learning rate at 0.3 for the first 70 epochs and decrease
it to 0.18 in the remaining epochs. We set the local
privacy parameters ¢g = 2 and § = 1072, while the
centralized privacy parameter € is computed numeri-
cally from Theorem 1 as follows. We first compute the
privacy amplification by shuffling numerically using the
expression in [Balle et al., 2019¢, Theorem 5.3]. Then,
we compute the privacy amplification via subsampling
presented in Lemma 3; and finally we use the strong
composition stated in Lemma 6 in Appendix B.2 to
obtain the central privacy parameter €.

Figure 2 demonstrates the mean and the standard de-
viation of privacy-accuracy plot averaged over 10 runs.
It shows that we can achieve an accuracy 76.7% (+2)
for total privacy € = 5 and an accuracy 87.9% (£1) for
total privacy € = 10. Furthermore, observe that our
proposed CLDP-SGD algorithm preserves a local pri-
vacy of g = 2 per sample per epoch. In addition, the
private mechanism R, requires only [log (d)] 4 1 bits
per gradient, while the full precision gradient requires
32 x d bits per gradient. Thus, the proposed private
mechanism saves in communication bits a factor of
28096 x in comparison with the full precision gradient.

In [Papernot et al., 2020], the authors achieve a test
accuracy of 98% on MNIST with central privacy pa-
rameters ¢ = 3 and § = 107> using a DP centralized
algorithm by adding Gaussian noise to the aggregated
gradients in each iteration. However, Papernot et al.
[2020] do not offer any local differential privacy guar-
antees, which can be thought of as ¢y = co. Although,
Theorem 1 and Remark 3 show that our proposed algo-
rithm matches theoretically the results of the central-
ized SGD with full precision gradients, the numerical
results show that there is a gap between the accuracy of
our algorithm and the test accuracy of the centralized
algorithm in Papernot et al. [2020]. We believe that the
privacy parameters of our algorithm can be improved
by analyzing the Renyi differential privacy of the shuf-
fled model, which is an important open question of the
ongoing investigation.
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