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Abstract

Policy Space Response Oracles (PSRO) is a reinforcement learning (RL) algo-
rithm for two-player zero-sum games that has been empirically shown to find
approximate Nash equilibria in large games. Although PSRO is guaranteed to
converge to an approximate Nash equilibrium and can handle continuous actions,
it may take an exponential number of iterations as the number of information
states (infostates) grows. We propose Extensive-Form Double Oracle (XDO), an
extensive-form double oracle algorithm for two-player zero-sum games that is guar-
anteed to converge to an approximate Nash equilibrium linearly in the number of
infostates. Unlike PSRO, which mixes best responses at the root of the game, XDO
mixes best responses at every infostate. We also introduce Neural XDO (NXDO),
where the best response is learned through deep RL. In tabular experiments on
Leduc poker, we find that XDO achieves an approximate Nash equilibrium in a
number of iterations an order of magnitude smaller than PSRO. Experiments on
a modified Leduc poker game and Oshi-Zumo show that tabular XDO achieves
a lower exploitability than CFR with the same amount of computation. We also
find that NXDO outperforms PSRO and NFSP on a sequential multidimensional
continuous-action game. NXDO is the first deep RL method that can find an
approximate Nash equilibrium in high-dimensional continuous-action sequential
games. Experiment code is available at https://github.com/indylab/nxdo.

1 Introduction

Policy Space Response Oracles (PSRO) (Lanctot et al., 2017) is a reinforcement learning (RL) method
for finding approximate Nash equilibria (NE) in large two-player zero-sum games. Methods based on
PSRO have recently achieved state-of-the-art performance on large imperfect-information two-player
zero-sum games such as Starcraft (Vinyals et al., 2019) and Stratego (McAleer et al., 2020). One
major benifit of PSRO versus other deep RL methods for two-player zero-sum games is that it is
naturally compatible with games that have continuous actions. The only other deep RL method
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compatible with continuous actions, self play, is not guaranteed to converge to a Nash equilibrium
even in small games like Rock Paper Scissors. Despite the empirical success of PSRO, in the worst
case, PSRO may need to expand all pure strategies in the normal form of the game, which grows
exponentially in the number of information states (infostates). The reason for this is that PSRO is
based on the Double Oracle algorithm for normal-form games (McMahan et al., 2003), and a mixture
of normal-form pure strategies is an inefficient representation of extensive-form policies.

In this work, we propose a new double oracle algorithm, Extensive-Form Double Oracle (XDO), that
is designed for extensive-form (sequential) games. Like PSRO, XDO keeps a population of pure
strategies. At every iteration, XDO creates a restricted game by only considering actions that are
chosen by at least one strategy in the population. This restricted game is then approximately solved
via an extensive-form game solver, such as Counterfactual Regret Minimization (CFR) (Zinkevich
et al., 2008) or Fictitious Play (FP) (Brown, 1951), to find a meta-NE, which is extended to the full
game by taking arbitrary actions at infostates not encountered in the restricted game. Next, a best
response (BR) to the restricted game meta-NE is computed and added to the population. XDO can be
viewed as a version of PSRO where the restricted game allows mixing population strategies not only
at the root of the game, but at every infostate.

XDO is guaranteed to converge to an approximate NE in a number of iterations that is linear in the
number of infostates, while PSRO may require a number of iterations exponential in the number
of infostates. Furthermore, on a worst-case family of games for the lower bound on the number of
PSRO iterations, we show that XDO converges in a number of iterations that does not grow with the
number of infostates, and grows only linearly with the number of actions at each infostate.

We also introduce a neural version of XDO, called Neural XDO (NXDO). NXDO can be used in games
that are large enough to benefit from the generalization over infostates induced by neural-network
strategies. NXDO learns approximate BRs through any deep reinforcement learning algorithm.
The restricted game consists of meta-actions, each selecting a population policy to play the next
action. This restricted game is then solved through any neural extensive-form game solver, such as
NFSP (Heinrich & Silver, 2016) or Deep CFR (Brown et al., 2019). In our experiments, we use PPO
(Schulman et al., 2017) or DDQN (Van Hasselt et al., 2016) for the approximate BR and NFSP as the
restricted game solver. Although convergence guarantees may not apply in such cases, like PSRO,
NXDO is compatible with continuous action spaces.

In games with a large number of actions, NXDO and PSRO effectively prune the game tree and
outperform methods such as Deep CFR and NFSP, which cannot be applied at all with continuous
actions. Additionally, because PSRO might require an exponential number of pure strategies,
NXDO outperforms PSRO on games that require mixing over multiple timesteps. To demonstrate
the effectiveness of our approach on these types of games, we run experiments on two sets of
environments. The first, m-Clone Leduc, is similar to Leduc poker but with every call, fold, and
bet action duplicated m times. The second, the Loss Game, is a sequential continuous-action
multidimensional optimization game in which agents simultaneously adjust parameters to maximize
or minimize a complex loss function. We show that tabular XDO greatly outperforms PSRO, CFR,
and XFP (Heinrich et al., 2015) on m-Clone Leduc. We also show that NXDO outperforms both
PSRO and NFSP on m-Clone Leduc and on the continuous-action Loss Game, where NFSP is
provided a binned discrete action space.

To summarize, our contributions are as follows:

• We present a tabular extensive-form double oracle algorithm, XDO, that terminates in a
linear number of iterations in the number of infostates.

• We present a neural version of XDO, NXDO, that outperforms PSRO and NFSP on both
modified Leduc poker and sequential continuous-action games. NXDO is the first method
that can find an approximate NE in high-dimensional continuous-action sequential games.

2 Background

2.1 Extensive-Form Games

We consider partially-observable stochastic games (Hansen et al., 2004) which correspond to perfect-
recall extensive-form games (from here on referred to as extensive-form games). An extensive-form
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game progresses through a sequence of player actions, and has a world state w P W at each step. In
an N -player game, A “ A1 ˆ ¨ ¨ ¨ ˆ AN is the space of joint actions for the players. Aipwq denotes
the set of legal actions for player i P N “ t1, . . . , Nu at world state w and a “ pa1, . . . , aN q P A

denotes a joint action. At each world state, after the players choose a joint action, a transition function
T pw, aq P ∆W determines the probability distribution of the next world state w1. Upon transition
from world state w to w1 via joint action a, player i makes an observation oi “ Oipw, a, w

1q. In
each world state w, player i receives a reward Ripwq.

A history is a sequence of actions and world states, denoted h “ pw0, a0, w1, a1, . . . , wtq, where w0

is the known initial world state of the game. Riphq and Aiphq are, respectively, the reward and set of
legal actions for player i in the last world state of a history h. An infostate for player i, denoted by si,
is a sequence of that player’s observations and actions up until that time siphq “ pa0i , o

1

i , a
1

i , . . . , o
t
iq.

Define the set of all infostates for player i to be Ii. The set of histories that correspond to an infostate
si is denoted Hpsiq “ th : siphq “ siu, and it is assumed that they all share the same set of legal
actions Aipsiphqq “ Aiphq.

A player’s policy πi is a function mapping from an infostate to a probability distribution over actions.
A policy profile π is a tuple pπ1, . . . , πN q. All players other than i are denoted ´i, and their policies
are jointly denoted π´i. A policy for a history h is denoted πiphq “ πipsiphqq and πphq is the
corresponding policy profile. We also define the transition function T ph, ai, π´iq P ∆W as a function
drawing actions for ´i from π´i to form a “ pai, a´iq and to then sample the next world state w1

from T pw, aq, where w is the last world state in h.

The expected value (EV) vπi phq for player i is the expected sum of future rewards for player i in
history h, when all players play policy profile π. The EV for an infostate si is denoted vπi psiq and the
EV for the entire game is denoted vipπq. A two-player zero-sum game has v1pπq ` v2pπq “ 0 for
all policy profiles π. The EV for an action in an infostate is denoted vπi psi, aiq. A Nash equilibrium
(NE) is a policy profile such that, if all players played their NE policy, no player could achieve higher
EV by deviating from it. Formally, π˚ is a NE if vipπ

˚q “ maxπi
vipπi, π

˚
´iq for each player i.

The exploitability epπq of a policy profile π is defined as epπq “
ř

iPN maxπ1

i
vipπ

1
i, π´iq. A best

response (BR) policy BRipπ´iq for player i to a policy π´i is a policy that maximally exploits π´i:
BRipπ´iq “ argmaxπi

vipπi, π´iq. An ε-best response (ε-BR) policy BR
ε
ipπ´iq for player i to a

policy π´i is a policy that is at most ε worse for player i than the best response: vipBR
ε
ipπ´iq, π´iq ě

vipBRipπ´iq, π´iq´ε. An ε-Nash equilibrium (ε-NE) is a policy profile π in which, for each player
i, πi is an ε-BR to π´i.

A normal-form game is a single-step extensive-form game. An extensive-form game induces a
normal-form game in which the legal actions for player i are its deterministic policies

Ś

siPIi
Aipsiq.

These deterministic policies are called pure strategies of the normal-form game. Since each de-
terministic policy specifies one action at every infostate, there are an exponential number of pure
strategies in the number of infostates. A mixed strategy is a distribution over a player’s pure strate-
gies. Two policies π1

i and π2

i for player i are said to be realization-equivalent if for any fixed
strategy profile of the other player, both π1

i and π2

i , define the same probability distribution over the
states of the game.

Theorem 1 (Kuhn’s Theorem (Kuhn & Tucker, 1953)). Any mixed strategy in the normal form of a
game is realization equivalent to a policy in the extensive form of that game, and vice versa.

3 Related Work

There has been much recent work on non-game-theoretic multi-agent RL (Foerster et al., 2018; Lowe
et al., 2017; Rashid et al., 2018; Bansal et al., 2017). Most of this work focuses on games with more
than two players such as multi-agent cooperative games or mixed competitive-cooperative scenarios.
In cooperative environments, self-play has empirically been shown to find an approximate NE (Lowe
et al., 2017; Majumdar et al., 2020), but can be brittle when cooperating with agents it hasn’t trained
with (Lanctot et al., 2017). Self-play reinforcement learning has achieved expert level performance
on video games (Vinyals et al., 2019; Berner et al., 2019; Jaderberg et al., 2019), but is not guaranteed
to converge to an approximate NE.

Extensive-form fictitious play (XFP) (Heinrich et al., 2015) and counterfactual regret minimization
(CFR) (Zinkevich et al., 2008) extend Fictitious Play (FP) (Brown, 1951) and regret matching (Hart &
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Mas-Colell, 2000), respectively, to extensive-form games. Deep CFR (Brown et al., 2019; Steinberger,
2019; Li et al., 2018) is a general method that trains a neural network on a buffer of counterfactual
values. However, Deep CFR uses external sampling, which may be impractical for games with a
large branching factor, such as Stratego and Barrage Stratego. DREAM (Steinberger et al., 2020) and
ARMAC (Gruslys et al., 2020) are model-free regret-based deep learning approaches. DREAM and
ARMAC have achieved good results in poker games, but since they are based on MCCFR, like Deep
CFR, they will not scale to games with continuous actions.

Our work is related to pruning approaches (Brown & Sandholm, 2015a; Brown et al., 2017). These
methods start with all actions and sequentially remove actions that have low expected value. XDO
instead starts with no actions and sequentially adds actions. Our work is also related to methods that

automatically find abstractions (Brown & Sandholm, 2015b; Čermák et al., 2017).

Close to our work, Bosansky et al. (2014) develop a sequence-form double oracle (SDO) algorithm.
The SDO algorithm iteratively adds sequence-form BRs to a population and then computes a meta-
Nash on a restricted sequence-form game where only sequences in the population are allowed. In
contrast, XDO iteratively adds extensive-form BRs to a population and then computes a meta-Nash
on a restricted extensive form game where only actions in the population are allowed. DO, SDO,
and XDO are fundamentally different because they operate on the normal form, sequence form, and
extensive form, respectively. We give a detailed description of the difference between XDO and SDO
in the supplementary materials.

3.1 Neural Fictitious Self Play (NFSP)

Neural Fictitious Self Play (NFSP) (Heinrich & Silver, 2016) approximates XFP by progressively
training a best response against an average of all past policies using reinforcement learning. The
average policy is represented by a neural network and is trained via supervised learning using a replay
buffer of past best response actions. Each episode, both players either play from their best response
policy with probability η “ 0.1 or with their average policy with probability 1 ´ η. This experience
is then added to the best response circular replay buffer and is used to train the best response for both
players with off-policy DQN. If a player plays with their best response policy, the data is also added
to the average policy reservoir replay buffer and is used to train the average policy via supervised
learning.

3.2 Policy Space Response Oracles (PSRO)

The Double Oracle algorithm (McMahan et al., 2003) is an algorithm for finding a NE in normal-form
games. The algorithm works by keeping a population of policies Πt at time t. Each iteration a
meta-Nash Equilibrium (meta-NE) π˚,t is computed for the game restricted to policies in Πt. Then,

a best response to this meta-NE for each player BRipπ
˚,t
´i q is computed and added to the population

Πt`1

i “ Πt
i Y tBRipπ

˚,t
´i qu for i P t1, 2u.

Policy Space Response Oracles (PSRO) (Lanctot et al., 2017) approximates the Double Oracle
algorithm. The meta-NE is computed on the empirical game matrix UΠ, given by having each policy
in the population Π play each other policy and tracking average utility in a payoff matrix. In each
iteration, an approximate best response to the current meta-NE over the policies is computed via any
reinforcement learning algorithm. Pipeline PSRO parallelizes PSRO with convergence guarantees
(McAleer et al., 2020).

3.2.1 PSRO Hard Instance

A primary issue with PSRO is that it is based on a normal-form algorithm, and the number of pure
strategies in a normal-form representation of an extensive-form game is exponential in the number
of infostates. In contrast, our approach implements the double oracle algorithm directly in the
extensive-form game, overcoming this problem and terminating in a linear number of iterations in the
number of infostates. The following example helps illustrate this point.

Consider the game in Figure 1. In this game, first, player 1 chooses which Rock Paper Scissors (RPS)
game both players play. After player 1 chooses the RPS game, both players know which RPS game
they are playing. Then both players simultaneously play an action in that RPS game. There are 6
pure strategies for player 1, denoted R1, P1, S1, R2, P2, S2. But there are 9 pure strategies for player
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Algorithm 1 XDO

1: Input: initial population Π0

2: repeat
3: Define restricted game for Πt via eq. (1)
4: Get ε-NE policy πr˚ of restricted game
5: Find BRipπ

r˚
´iq for i P t1, 2u

6: if vipBRipπ
r˚
´iq, π

r˚
´iq ď vipπ

r˚q ` ε for both i then
7: Terminate
8: Πt`1

i “ Πt
i Y BRipπ

r˚
´iq for i P t1, 2u

actions where there exists a policy in the population Πt that chooses that action at that infostate:

Ar
i psiq “ ta P Aipsiq : Dπi P Πt

i s.t. πipsi, aq “ 1u. (1)

An ε-NE policy πr˚ is then computed in this restricted game via a tabular method such as CFR
and is extended to the full game by defining arbitrary actions on infostates not encountered in the
restricted game. Next, BRs to this restricted game meta-NE BR1pπr˚

2
q and BR2pπr˚

1
q are computed

via an oracle. These BRs are then added to the population of policies: Πt`1

i “ Πt
i Y BRipπ

r˚
´iq for

i P t1, 2u.

The algorithm terminates when neither player benefits more than ε from deviating from the meta-NE
to the BR, indicating that the meta-NE is an ε-NE also in the original game (Proposition 1). To
speed up XDO, we start the algorithm with high value of the ε parameter that controls the meta-NE
approximation quality, and decrease ε by half every time the exploitability of the meta-NE in the
original game is less than the current ε.

To illustrate how XDO works, we demonstrate a simple game in Figure 2. The algorithm starts with
empty populations. At the first iteration (left diagram), player 1 adds a BR that plays Left at the first
infostate (the root) and Right at the second one. Player 2 simultaneously adds a BR that plays Right
at their single infostate. The restricted game now consists of only these added actions. At the second
iteration (middle diagram), player 1 adds a BR that plays Right at both infostates, and player 2’s BR
still plays Right. The restricted game now includes both actions for the root infostate, but only Right
is in the meta-NE. Next, in the third iteration (right diagram), player 1 keeps the same BR, while
player 2’s BR plays Left. In the meta-NE of this final restricted game, player 1 plays Left and Right
with equal probability at the first infostate, and player 2 plays Left with probability 0.37 and Right
with probability 0.63. Since the BRs to this meta-NE do not add any new actions, XDO terminates,
and the meta-NE is the NE for the full game. Note that in this example, most actions are needed to
find a NE. In games like this, it would be faster to simply solve the original game from the beginning.
However, certain games, such as those in our experiments, have Nash equilibria that only need to mix
over a small subset of actions (Schmid et al., 2014), in which case solving the XDO restricted game
will be much faster than solving the original game.

4.1 Theoretical Considerations

In this section, we present a theoretical analysis of XDO and compare it with PSRO. Our first
proposition states that, when XDO terminates, the final meta-NE of the restricted game is an
approximate NE of the full game.

Proposition 1. In XDO with an ε1-BR oracle, let πr˚ be the final ε2-NE in the restricted game. Then
πr˚ is an pε1 ` ε2q-NE in the full game.

Proof. Due to limited space, all proofs are contained in the supplementary materials.

The next two propositions show an exponential gap in the known guarantees for the number of
iterations in which PSRO and XDO terminate. If each non-terminal infostate allows A different
actions, PSRO is guaranteed to terminate in

ř

i A
|Īi| iterations, where Īi is the set of non-terminal

infostates for player i, while XDO is guaranteed to terminate in
ř

i |Ii| iterations.

Proposition 2. Normal-form DO terminates in at most
ř

i

ś

siPIi
|Aipsiq| iterations.

Proposition 3. XDO terminates in at most
ř

i |Ii| iterations.
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Algorithm 2 NXDO

1: Input: initial population Π0

2: repeat
3: Define restricted game for Πt via eq. (2)
4: Get ε-NE policy πr˚ of restricted game via NFSP
5: Find BRipπ

r˚
´iq for i P t1, 2u via DRL

6: Πt`1

i “ Πt
i Y BRipπ

r˚
´iq for i P t1, 2u

classes, XDO terminates after adding at most 2n actions for each player, instead of the full game of
kmn actions.

Proposition 5. In pk,mq-clone GMP with n classes, XDO adds at most 2n actions for each player.

PSRO lower bound. Similarly to XDO, PSRO can also outperform the guarantee of Proposition 2
in certain cases. Generically, however, the linear upper bound on XDO established by Proposition 3,
ř

i |Ii|, is also a lower bound on the normal-form population size of pure strategies that is needed to
support a NE in PSRO. To show this, consider a perturbed k-GMP game, in which the payoffs in
each GMP game are slightly modified to induce k distinct NE. The following proposition establishes
a linear lower bound for PSRO in perturbed k-GMP games.

Proposition 6. There exist perturbed k-GMP games with n actions in which PSRO cannot terminate
in fewer than kpn ´ 1q ` 1 iterations.

5 Neural Extensive-Form Double Oracle (NXDO)

Neural Extensive-Form Double Oracle (NXDO) extends XDO to large games through deep reinforce-
ment learning (DRL). Instead of using an oracle best response, NXDO instead uses approximate
best responses that are trained via any DRL algorithm, such as PPO (Schulman et al., 2017) or
DDQN (Van Hasselt et al., 2016). Instead of representing the restricted game explicitly as the set of
allowed actions in every infostate, to create its restricted game, NXDO replaces the original game
action space with a discrete set of meta-actions, each corresponding to a population policy to which
the actual action choice is delegated.

Formally, NXDO (Algorithm 2) keeps a population of DRL policies Πt at time t. Each iteration, a
restricted extensive-form game is created and a meta-NE to the restricted game is computed. The
restricted game has meta-actions at every infostate that pick one policy from the population

@si P Ii Ar
i psiq “ t1, 2, ..., |Πt

i|u. (2)

While the action space differs, the restricted game states, observations, and histories remain the
same as in the original game. After each player selects a meta-action that indicates a population
policy, an action is sampled from that population policy and used for the world state transition.

With π1

i , . . . , π
|Πi|
i the population policies for player i, the transition function in the restricted game

satisfies
T rph, ar, w1q “

ÿ

a

ź

i

π
ar

i

i psiphq, aiqT ph, a, w1q. (3)

With the restricted game thus defined, an ε-meta-NE πr˚ is computed in this restricted game via
a DRL method for finding NE, such as NFSP (Heinrich & Silver, 2016) or DREAM (Steinberger
et al., 2020). Approximate BRs BR1pπr˚

2
q and BR2pπr˚

1
q to this meta-NE are computed via a

DRL algorithm, such as PPO or DDQN. These BRs are then added to the population of policies:
Πt`1

i “ Πt
i Y BRipπ

r˚
´iq for i P t1, 2u. Provided that the DRL best responses are sufficiently close

to oracle best responses and the inner-loop solver finds a sufficiently close approximate NE of the
restricted game, NXDO inherits the same convergence properties as XDO. In practice, contemporary
DRL methods lack any guarantee of providing approximate NE or BRs. Nevertheless, we show
experimentally that exploitability can decrease through execution of NXDO faster than it does for
PSRO and NFSP.

Because the original game action space has no influence on the NXDO restricted game action space,
NXDO, like PSRO, is compatible with extremely large and continuous action spaces, provided that
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