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Efficient Wideband Spectrum Sensing Using MEMS A coustic Resonators

Junfeng Guan, Jitian Zhang, Ruochen Lu, Hyungjoo Seo,
Jin Zhou, Songbin Gong, Haitham Hassanieh
Univeristy of lllinois at Urbana-Champaign

Abstract — This paper presents S*, an efficient wideband spec-
trum sensing system that can detect the real-time occupancy
of bands in large spectrum. S samples the wireless spectrum
below the Nyquist rate using cheap, commodity, low power
analog-to-digital converters (ADCs). In contrast to existing
sub-Nyquist sampling techniques, which can only work for
sparsely occupied spectrum, S can operate correctly even
in dense spectrum. This makes it ideal for practical environ-
ments with dense spectrum occupancy, which is where spec-
trum sensing is most useful. To do so, S* leverages MEMS
acoustic resonators that enable spike-train like filters in the
RF frequency domain. These filters sparsify the spectrum
while at the same time allow S to monitor a small fraction of
bandwidth in every band.

We introduce a new structured sparse recovery algorithm
that enables S to accurately detect the occupancy of mul-
tiple bands across a wide spectrum. We use our fabricated
chip-scale MEMS spike-train filter to build a prototype of
an §3 spectrum sensor using low power off-the-shelf compo-
nents. Results from a testbed of 19 radios show that $> can
accurately detect the channel occupancies over a 418 MHz
spectrum while sampling 8.5x below the Nyquist rate even
if the spectrum is densely occupied.

1 Introduction

The past decade has witnessed significant changes in the wire-
less spectrum as the FCC (Federal Communications Com-
mittee) has repurposed many frequency bands for dynamic
spectrum sharing. This includes the 6 GHz band, released in
April 2020, to be shared between Wi-Fi 6E and the incumbent
users in this band like microwave backhaul [14]. Another
example is the 3.5 GHz Citizens Broadband Radio Service
(CBRS) band, which was recently approved for commercial
deployments in September 2019. To leverage the CBRS band,
unlicensed devices must sense a 200 MHz spectrum and avoid
causing interference to primary and licensed users like mili-
tary radars [13]. Of course, an earlier and more well-known
example of spectrum sharing is the TV White Spaces which
were released in 2010 [15]. Moreover, there are lots of oppor-
tunities for spectrum sharing in the millimeter-wave frequen-
cies. In particular, the FCC released 14 GHz of unlicensed
spectrum in the 60 GHz band that can be shared among Wi-Fi
and IoT technologies [16]. These changes have been driven
by the ever-increasing demand for wireless connectivity and
aim to exploit previously underutilized frequency bands to

accommodate new unlicensed applications and achieve highly
efficient usage of the spectrum.

Efficient and truly dynamic spectrum sharing, however,
requires unlicensed devices to sense wideband spectrum (hun-
dreds of MHz to GHz) in real-time to spot and access mo-
mentarily idle channels. Unfortunately, real-time wideband
spectrum sensing is challenging since it requires high-speed
analog-to-digital converters (ADCs) that can sample the sig-
nal at the Nyquist sampling rate. Such high-speed ADCs are
expensive, have low bit resolution, and can consume several
watts of power [4, 12, 19,34, 58].! To avoid using high-speed
ADCs, today’s systems sequentially scan the spectrum, moni-
toring each narrow band for a short period of time [11,47]. As
a result, they cannot continuously sense all bands in real-time
and can easily miss highly dynamic and fleeting signals such
as radar waveforms in the CBRS band [53].

Past work has proposed using compressive sensing or
sparse Fourier transforms to sense wideband spectrum with-
out sampling at the Nyquist rate [21,27,31,41]. However,
these approaches inherently rely on the assumption that the
frequency spectrum is sparsely occupied. Hence, they only
work in the case of underutilized spectrum where at most 5%
to 10% of the frequency bands are occupied [21,58]. The goal
of dynamic spectrum sharing, however, is to efficiently utilize
the spectrum. Hence, wideband spectrum sensing must work
even in a densely occupied spectrum in order to scale usage
to many users and achieve high utilization.

In this paper, we introduce S> (Spectrum Sensing Spike-
train), an efficient low power spectrum sensing system that
can monitor the real-time occupancy of multiple frequency
bands in a wide spectrum. S samples the wireless spectrum
below the Nyquist sampling rate using cheap, commodity,
low power ADCs but does not assume that the spectrum is
sparsely occupied. A key enabler of 3 is the use of MEMS
(mirco-electro-mechanical-system) acoustic resonators that
can create a spike-train like filter in frequency as shown in
Fig 1. The MEMS filter processes the signal in the acoustic
domain using carefully designed piezoelectric resonators with
an assortment of equally spaced resonance frequencies. The
resonators will pass the signals in these resonance frequencies
and filter out the rest before converting the signal back to the
RF domain. This creates an RF filter with very narrow, sharp,
and periodic passbands across a wideband spectrum.

The spike-train filter enables $> to sample the spectrum in

n fact, the power consumption of spectrum sensors is dictated by the
ADC sampling rate as shown in [58]. Hence, we can significantly improve
the energy efficiency by reducing the sampling rate.
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Figure 1: Filtering using MEMS acoustic resonators.

the frequency domain and monitor a small fraction of band-
width in every band. S can then tell if a band is occupied
or idle by examining the sampled bandwidth in it, without
the need to recover the entire band. This is like finding an
available spot in a parking lot; We can tell if a spot is taken by
peeking at some part of the car in it and we don’t need to get
close to every spot and see the entire car. Moreover, even if
the wideband spectrum is densely occupied, the filter makes
the spectrum significantly sparser as shown in Fig. 1. This
enables S° to sample the signal below the Nyquist sampling
rate and still recover the channel occupancies.

Translating S° into a practical system, however, requires
addressing two key challenges. First, we need an algorithm
that can accurately and efficiently reconstruct the spectrum
occupancy. To address this, $> builds on past work in sparse
recovery theory but differs from it in key aspects. In particular,
compressive sensing algorithms require randomly sampling
the time signal and cannot simply be implemented using low-
speed ADCs [27,59]. Sparse Fourier transform algorithms, on
the other hand, can be implemented using low-speed ADCs,
but they assume that the sparsely occupied bands are randomly
distributed in the frequency spectrum [17,21]. The MEMS
filter creates a sparse spectrum that is highly periodic and
far from random. For such sparsity patterns, sparse Fourier
transform algorithms are highly sub-optimal.

$3 aims to achieve the best of both worlds, i.e. no random
sampling in time and no assumption of random distribution of
occupied frequencies. To this end, > leverages the uniquely
structured sparsity pattern created by the filter to overcome
the above challenges. The filter restricts the occupied frequen-
cies to known locations in the spectrum, which significantly
reduces the search space. It also allows us to optimize the
sub-Nyquist sampling rate. In particular, optimal recovery
can be achieved by choosing a sub-sampling factor that is
co-prime to the number of spikes in the filter, as we show in
section 5.

The second challenge is that in practice the MEMS res-
onators do not create an ideal spike-train. The spikes are not
extremely narrow and have a small passband bandwidth which
reduces the sparsity. Moreover, the separation between the
spikes is not perfectly equal, and the spikes themselves are not
identical. To address this, S° leverages the fact that different
filters that are manufactured using the same process exhibit

a very similar non-ideal spike-train, as we show in Sec. 6.
Hence, the filter frequency response can be measured once
and incorporated into the design of S3. Specifically, we co-
design the hardware and recovery algorithm of S to account
for the filter non-idealities and optimize its performance.

Evaluation: We had fabricated a chip-scale MEMS filter,
shown in Fig. 1, which we leveraged to build a working proto-
type of 3. The prototype can sense channel occupancies over
a 418 MHz spectrum in real-time while sampling 8.5x below
the Nyquist rate. The prototype uses two cheap, low power,
off-the-shelf ADCs that sample around 50 MS/s (= 1/17 of
the Nyquist rate). We extensively evaluate the performance
of $3 using a wireless testbed with 20 software defined ra-
dios that can occupy the entire 418 MHz spectrum at various
power levels. Our results show that S* can accurately detect
occupied channels. Even when the spectrum is as crowded as
90% occupied, $> achieves a false positive rate of 0.02 and
a false negative rate of 0.0047. We also compare S° to state-
of-the-art prior work like BigBand [21] and SweepSense [20]
and demonstrate 5 — 10x lower error rate for non-sparse spec-
trum. Furthermore, we show that 3 can recover the wireless
spectrum by performing outdoor and indoor measurements at
various frequencies using a spectrum analyzer as the ground
truth. Finally, we extend $> to not only detect the occupancy
of the bands but also capture the power spectral density of
the spectrum by quickly sweeping the center frequency for
22 MHz to cover the separation between the spikes.

Contributions: This paper has the following contributions:

* The paper bridges the latest advances in overtone MEMS
acoustic resonators to RF spectrum sensing by leveraging
spike-train filters to enable cheap and low power real-time
wideband sensing of a densely occupied spectrum.

* The paper presents a novel sparse recovery algorithm that
leverages the uniquely structured spectrum sparsity to effi-
ciently recover a spectrum sampled significantly below the
Nyquist sampling rate.

* The paper builds a prototype using commodity low-power
components and evaluates its performance in a real testbed.

2 Background

In this section, we provide a brief background on wideband
spectrum sensing using sub-Nyquist sampling. Further related
work and background on spectrum sensing can be found in
section 9.

This paper builds on past work that senses wideband spec-
trum without sampling at the Nyquist rate using compressive
sensing [27, 31, 32,39, 51, 58-60] or sparse Fourier trans-
form algorithms [21,43]. However, these approaches only
work when the spectrum is underutilized and sparsely oc-
cupied which defeats the purpose of efficiently utilizing the
spectrum. Furthermore, compressive sensing needs random
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Figure 2: Spike-Train filter using MEMS acoustic resonators.

sampling [27,58,59], and as a result, requires custom hard-
ware designs that can consume as much power as an ADC that
samples at the Nyquist rate [1,2]. Sparse Fourier transform
algorithms do not necessarily require random sampling but
must assume that the sparsely occupied bands are randomly
distributed in the frequency spectrum to accurately recover
the frequencies [17,21].

BigBand [21] leverages sparse Fourier transform and uses
co-prime sampling to acquire a sparse bandwidth while sam-
pling 6 x below the Nyquist rate. However, it only works up
to 10% spectrum occupancy at which point it cannot recover
the status of more than 14% of the spectrum. An extension,
D-BigBand [43] can sense dense spectrum by considering
the differential changes in occupancy. However, it assumes
that the spectrum occupancy is mostly static with very few
changes over time. Hence, it would not work for dynamic spec-
trum sharing where users sense and opportunistically transmit
whenever they find an idle channel. [30] also attempts to ex-
tend BigBand to dense spectrum but requires sampling the
signal first at the Nyquist rate in order to permute the sam-
ples and filter the signal before further sub-sampling it below
Nyquist. $3, on the other hand, can sense dense spectrum
without the need for Nyquist sampling or random sampling.
It also makes no assumptions on the changes in occupancy or
the distribution of occupied bands across the spectrum.

3 Spike-Train MEMS Filter

Our work builds on recent advances in overtone MEMS RF
filters [18,40]. The MEMS filters convert RF signals into
acoustic vibrations through the piezoelectric effect, then filter
and process the signal in the acoustic domain before con-
verting it back to the RF domain. Such filters can be further
integrated with ICs to form an RF front-end solution, oper-
ating between a few MHz and 30 GHz for mobile and IoT
devices. To this end, past work on MEMS RF filters optimize
for a filter with a single passband [45, 64]. In contrast, the
MEMS filter used by S* leverages overtone resonators that
have an assortment of equally spaced resonance frequencies
resulting in a spike train in the frequency domain. S uses
some of the very first spike-train MEMS filters which we had
designed and fabricated [28,29] to enable low power real-time
wideband spectrum sensing of densely occupied spectrum.
To better understand how the MEMS filter works, consider

the diagram of a MEMS acoustic resonator shown in Fig. 2(a).
This resonator is commonly referred to as a LOBAR (Lateral
Overtone Bulk Acoustic Resonator). The device consists of
three electrodes on the top of a thin film made of the piezoelec-
tric material LiNbO3. RF signals come through the middle
electrode and can be efficiently converted into acoustic waves
through the piezoelectric effect, as long as their frequencies
match the resonances of the film and are supported by the
electrode design. Otherwise, the signals are reflected back
and the frequencies are filtered out.

The resonance frequencies are determined by:?

(1) The width of the film: the film supports resonance fre-
quencies for which acoustic wave vanishes at the edges of
the film [8] i.e., the sine wave crosses zero at the edges as
shown in Fig. 2(a). This condition is satisfied when the width
of the film W is an integer (k) multiple of half a wavelength
(W = kML/2). Since f = v/A, where v is the acoustic veloc-
ity in the piezoelectric material, the MEMS resonator will
resonate at frequencies: f; = kv/2W.

(2) The placement of electrodes: the filter will operate at
center frequency f, determined by the distance D between
the electrodes: f, = v/2D. Furthermore, for an odd number of
electrodes, only acoustic waves that cross zero at the middle
electrode, as shown in Fig. 2(a), will resonate.

Thus, the resonance frequencies will be the fis around f,
where k is even. This leads to a filter with center frequency
/¢ and a spike train where the spacing between the spikes
is Af = v/W. By modifying the width of the film and the
position of the electrodes, we can modify Af and f. to control
the frequency of the spikes in the filter.

The bandwidth or frequency span of the filter around f,
is determined by the electrodes where their RF-to-acoustic
conversion efficiency degrades for resonance frequencies far
from f,, resulting in higher loss in spikes far from f.. Adding
more electrodes reduces the loss in spikes near f,. but narrows
down the frequency span. We found that a three electrodes
give the widest span with minimal loss of at most 2 dB.

Finally, to further enable a filter with very sharp and narrow

The filter design actually involves a 4-way trade-off between (1) the
frequency span, (2) the spacing between adjacent spikes, (3) the insertion
loss in the spikes, and (4) the out-of-band rejection. For simplicity, we focus
on the resonance frequencies design, and the trade-off between the frequency
span and insertion loss. More details on the MEMS filter design trade-offs
are discussed in [29].
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spikes, we combine 7 of these MEMS resonators in a ladder
filter topology [24]. Fig 2(b) shows an image of the filter
under the Microscope. The frequency response of the filter
is shown in Fig. 2(c). It has 19 periodic spikes with lowest
loss between 161 and 579 MHz spanning a wide bandwidth
of 418 MHz. The spacing between spikes is Af =22 MHz
and the width of each spike is around 1 ~ 1.5 MHz. Such
an RF spike-train filter is the first of its kind. It presents a
unique opportunity for processing wideband spectrum, which
3 leverages towards efficient low power wideband spectrum
sensing. It is also worth noting that the filter is passive and do
not consume any power.

4 S° Overview

53 leverages the MEMS spike-train filters to sense wideband
spectrum while sampling below the Nyquist rate. Fig. 3 il-
lustrates an overview of the system pipeline. The received
wideband spectrum is passed through the MEMS spike-train
filter which samples the bands in the spectrum along the
frequency axis. Specifically, the filter passes signals in fre-
quencies aligned with the spikes and suppresses all the rest of
the frequency components in the spectrum as shown in Fig. 3.
The output of the filter is a sparse spectrum that preserves a
small fraction of each band which we can use to monitor the
occupancy of the band. Since the output spectrum is sparse,
we can sample it below the Nyquist rate and still recover the
occupancy information efficiently.

$3 uses low-speed ADCs to sub-sample the signal. How-
ever, sampling below the Nyquist rate results in “aliasing” in
the frequency domain i.e., multiple frequencies across the
wide spectrum will alias (map) to the same frequency. Alias-
ing can lead to ambiguity and collisions, which prevent us
from distinguishing frequencies that are occupied from those
that are not. S* leverages the uniquely structured sparsity at
the output of the spike-train filter to resolve such ambiguity
and collisions and recover the spectrum occupancy. Ideally,
one ADC is sufficient as we prove in section 5. However, due
to practical limitations and imperfections in the spike-train
filter, S must use two ADCs sampling at different rates to
accurately resolve ambiguity and collisions. We co-design
the hardware and recovery algorithm to optimize the ADC
sampling rates while accounting for the non-idealities of the
spike-train filter as we describe in detail in section 6.

5 5% Recovery Algorithm

In this section, we describe S3 recovery algorithm assuming
an ideal spike-train filter. In later sections, we extend $3 to
deal with practical limitations.

Ideally, the spike-train filter will have equally spaced, very
narrow and sharp spikes that can be approximated as an im-
pulse train.> The frequency response of such a filter can be

modeled as:
K

G(f) =Y. 8(f —kAf = fo) (1)
k
where K is the number of spikes, Af is the spacing between
spikes, and fj is the frequency of the first spike as shown
in Fig. 3. Hence, the filter covers a spectrum bandwidth of
BW =Af xK.

Let x(¢) be the input wideband signal in time domain and
X(f) be its non-sparse frequency representation whose band-
width is also BW. After passing x(¢) through the spike-train
filter, we get the signal %(¢) whose frequency spectrum is:

K
X(f)=X(NG(f) =Y Ad(f—kAf—fo) (2
k

where Ay = X (kAf + fo). X(f) is at most K sparse i.e., it has
at most K large frequency coefficients. Our goal is to recover
these K coefficients A, and estimate their power to detect the
occupancy of the band around the frequency fo +kAf.

§3 samples the signal %(¢) using a low-speed ADC that sam-
ples at a rate R = BW /P where P is an integer corresponding
to the subsampling factor.* The sampling rate R is chosen
such that K < R < BW. Let y(r) be the sampled signal i.e.,
y(t) =%(P x 1), and let Y (f) be the Fourier transform of y(¢).
Then, Y (f) is an aliased version of X (f):

P-1
Y(f) =Y X(f+iR) 3)
i=0

Y(f) will cover a narrow bandwidth equal to R where fre-
quencies in X (f) that are equally spaced by R alias and sum
together in the same frequency bin in ¥ (). Hence, once S° de-
tects power in a frequency bin Y (f), it knows that this power

3We can approximate the spikes as impulses if the width of the spike
< 1/T where T is the time window over which we sample the signal.

“4Note that for simplicity, we have assumed that the ADC takes complex
samples of the signal i.e., there are two ADCs sampling the I and Q of the
wireless signal. We will relax this assumption in the following section.
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could have come from P different candidate frequencies in
X(f). Fig. 4 shows an example where if we sub-sample the
signal by a factor P = 2, then every two equally spaced fre-
quencies in X (f) map to one value in Y (f). Since X (f) only
has power in K coefficients A corresponding to the spikes of
the filter, S can easily eliminate a lot of candidates. Ideally,
we want these coefficients to map to different bins. In this
case, the bin value will be the same as the coefficient A, which
we can immediately estimate. However, if two coefficients
Ay, and Ay, collide in the same bin as shown in Fig. 4, it will
not be possible for 3 to distinguish and estimate them.

$3 can choose the sampling rate R in a manner that guaran-
tees that no two coefficients collide. In particular, if the sub-
sampling factor P and the number of spikes K are co-prime,
then we can guarantee that none of K coefficients collide in
the same bin and become indistinguishable. To see this, con-
sider the example shown in Fig 4 where we have K = 4 spikes
with coefficients A| to A4 in the filtered spectrum X (). When
we sub-sample by a factor of 2 below Nyquist, there will be
collisions between A; and A3, as well as A, and A4. However,
when we sub-sample by a factor of 3 below Nyquist, none
of the coefficients collide, because the sub-sampling factor
P = 3 and the number of spikes K = 4 are co-prime.

It is worth noting here that even though P = 3 uses a lower
sampling rate than P = 2, increasing the sampling rate in
this case results in more collisions. This is in contrast to past
work on sub-Nyquist sampling [17,21] where higher sampling
rates reduce collisions as the coefficients are assumed to be
randomly distributed in the spectrum. Unlike past work, the
structured sparsity of our spectrum requires carefully selecting
the sampling rate to ensure that all coefficients can easily and
immediately be recovered.

The below lemma, theoretically proves that if P and K are
co-prime, then none of the coefficients will collide.

Lemma 5.1. Given K, P are co-prime integers, let f; and f;
be the frequencies of any two spikes in the spike train filter i.e.
fi = kAf + fo and fj = ijf+f0 such that 0 < ki,kj < K.
Then, for all f; # f}, we have f; # f; mod R.

Proof. Assume there exist an f; # f; such that the coefficients
collide i.e., f; = f; mod R. Note that by definition of the spike
train, we also have f; = f; mod Af. Consequently, f; and f;
are equal modulo the least common multiple: LCM(R,Af)
=LCM(BW /P,BW /K)

= BW, since K and P are co-prime.

Algorithm 1 S* Sensing with an Ideal Spike-Train Filter

Input: x(¢)
By < Band around frequency f = kAf + fy
#(1) = g(t) ®x(1) > Filter X(f) = X (/)G(f)
y(t) =%(Pxt) > Sub-Nyquist Sample
Y(f) = FFT(y(1))
=Y ((kAf + fo) mod R)
if £[|Ac[*] > o then
By is occupied
else
By is empty

Thus, f; = f; mod BW which is a contradiction since BW is
the entire bandwidth and we are given that f; 7 f;. Hence, by
contradiction, for all f; # f;, we have f; # f; mod R and none
of the K coefficients collide. O

Given that we can choose a sampling rate that results in
no collisions, we can easily recover the coefficients A; as
follows. We can compute Y (f) by taking an FFT of y(¢) and
for 0 <k < K, we directly set Ay =Y ((kAf + fo) mod R). We
then apply an energy detector on Ay to obtain the occupancy
of the band around the frequency kAf + fo. If |A¢|? is above
the noise floor, then the band is occupied, otherwise, it is
empty. A pseudocode for the overall sensing of S* with an
ideal spike-train filter is shown in Alg. 1.

Next, we prove the below theorem about the correctness
and the computational complexity of the algorithm.

Theorem 5.2. Assuming a signal SNR > 0 dB for each oc-
cupied band, the system correctly recovers the occupancy of
the bands using O(K) samples and O(Klog K) computations
which is optimal.

Proof. We will prove the above statement for the case where
the entire spectrum is occupied. We can compute the the
signal power of the filtered and sub-sampled signal as:

R—-1P—-1
E[IIV(N)I3] = [): Y(f ] LZ,O )_:;,) X (f +iR)[?
. .
; (kAf+ fo)|*| =E L; |A*| > KE [mkin|Ak|2}

“4)

Let 62 be the noise power per frequency. Since the spike-

train filter suppresses the noise outside the spikes, the remain-

ing noise in the signal is K. Hence, the SNR of the filtered
and sub-sampled signal is:

E[[F(NI3] . E [ming|A’]
Ko2 - o2
Thus, as long as the received signal is above the noise floor i.e.
SNR > 1 (0 dB), filtering and sub-sampling will not increase
the noise floor and the occupancy of the band can be detected

SNR =

> 1 5)
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correctly. Now, the algorithm samples at rate R = O(K), takes
an FFT of size O(R) and then performs O(R) computations.
Hence, it requires O(K log K) computations and O(K) sample,
which is optimal. The algorithm is also deterministic, unlike
compressive sensing and sparse Fourier transform algorithms
which are randomized. O

6 S° with Practical Limitations

As mentioned earlier, the MEMS spike-train filter is non-ideal
i.e., the spikes have some width as can be seen from Fig. 6. Al-
though the ~ 1.5 MHz bandwidth is narrow compared to the
channel bandwidth, it is still significant. Moreover, the spikes
are neither identical nor perfectly equally spaced. In fact, they
differ in magnitudes, bandwidths, and shapes. As a result, if
we simply pick a sub-sampling factor P that is co-prime to the
number of spikes K, there could be many collisions among
the wide spikes. Figure 5 shows how the 19 spikes of our
spike-train filter alias after sub-sampling. Figure 5(a) shows
the spikes in the original wideband spectrum, while Fig. 5(b-
d) show the aliasing of the spikes when sub-sampled at three
different sampling rates. First, we choose the sampling rate to
be 38 MS/s, because the resulting sub-sampling factor P = 11
is co-prime to K = 19. However, the aliased spectrum ends
up with many collisions, as shown in Fig. 5(b). This suggests
that the derived optimum no longer holds due to the practical
limitations of the filter.

Fortunately, different filters that are manufactured through
the same process exhibit a very similar spike train. Figure 6
compares the measured frequency responses of three spike-
train filters we fabricated. We zoom into two spikes, otherwise
the differences are very hard to spot. As one can see, the filters
are almost identical. Hence, we can measure the frequency
response of one spike-train filter and use it for the others.

Knowing the filter frequency response, we run an optimiza-

—MEMS 1
MEMS 2
MEMS 3

lliﬂ:" "‘

172 216 260 304 348 392 436 480 524 SGE

Figure 6: Measured frequency responses of three fabricated MEMS
spike-train filters using the same process.
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M B A A

475 507(MHz)

o

tion problem to find a sampling rate that has as little collisions
as possible. Ideally, this sampling rate should separate all the
wide spikes after aliasing and prevent them from overlapping
with one another. If a collision is unavoidable, we want it to
only occur at the boundaries of the spikes, rather than hav-
ing two wide spikes fully overlap. For example, as shown
in Fig. 5(b), the collisions marked in red are unacceptable,
because most of a spike’s frequencies experience collision.
In contrast, the collisions marked in green in Fig. 5(c) are
tolerable, because only the boundaries of two spikes collide.
Because we can simulate and compare the aliasing at different
sampling rates offline, the optimization problem, in fact, can
exhaustively search for all possible sampling rates.

Another practical aspect is that in the real system, we only
sample real signals and not complex in order to reduce com-
plexity. Since the signal is real, the frequency representation
is symmetric around the y-axis. Hence, with a sampling rate
of R = 38 MS/s, the wideband spectrum actually aliases to
a bandwidth of R/2 = 19 MHz. Formally, if the original fre-
quency of a spike is fipike = k% + b, where b < R/2, then the
aliasing frequency f4s of the spike can be found through the
following equation:

b
Jali :{R
dalias 7_b

In our specific case, we find 45.5 MS/s to be a really good
sampling rate. As can be seen from Fig. 5(c), it spreads out
the aliased frequencies of the wide spikes to 1.5, 2.6, 3.8, 4.6,

if kis even

if k is odd ©)
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Figure 7: Practical S° recovery algorithm through voting: S unfolds two aliased versions of the filtered spectrum to get a vote for the frequency components
in the spike train. It then combines votes from the two different sampling rates to estimate the signal power in the spikes and the spectrum occupancy.

5.7,7.3 MHz, etc. Therefore, most collisions only occur at the
boundaries of the wide spikes. However, it still cannot avoid
all unacceptable collisions. In fact, it’s likely that no sampling
rate can. For example, our spike-train filter has a unique 17"
spike that is composed of two very close spikes. When sam-
pling at 45.5 MS/s, these two small spikes completely overlap
with the 15" and 19" spikes respectively. Therefore, when
spike 15 and 19 are both occupied, we might falsely classify
the spike 17 as occupied.

To resolve such unavoidable collisions, we leverage another
sampling rate that provides us with a different set of aliasing
frequencies for the spikes. We pick the second sampling rate
in a way that any two spikes colliding at 45.5 MS/s do not
collide again. To this end, we find a good sampling rate of
52.74 MS/s, and the resulting aliased frequencies of the spike
train is shown in Fig. 5(d). One can see that the two parts of
spike 17 do not collide with any other spikes at 52.74 MS/s.
Thus, as long as we observe no power on frequencies corre-
sponding to spike 17 at 52.74 MS/s, we will classify spike
17 as empty. Hence, by leveraging such incoherence between
the two sampling rates, we can further resolve unavoidable
frequency collisions and correctly identify the empty bands.

Using the two sub-Nyquist sampled spectra, S* recovers
signal power in each spike, and then identifies the occupancy
of the corresponding band. We leverage the two sampling
rates through a soft voting scheme. The idea is that given
an aliased spectrum and the sampling rate, we know all the
possible original frequencies that correspond to the aliased
frequencies. Hence, each aliased spectrum provides a vote
for the source frequencies of the non-empty spectral compo-
nents. Moreover, the non-empty frequencies on the original
spectrum are also constrained to the spike-train frequencies.
Therefore, when the two sampling rates vote for the same fre-
quency that also falls in a spike, the frequency is very likely
to be the true source frequency on the wideband spectrum.

Consider the two aliased versions shown in Fig. 7(a,b),

where 11 out of the 19 bands are occupied and the other
8 bands are empty. Now we use them to vote where the
non-empty frequency components come from. According
to Eqn. 6, aliasing folds the wideband spectrum on to the
bandwidth of %. Therefore, we can vote on all the possible
source frequencies by unfolding the aliased spectrum. We
accomplish this goal in the following three steps:

* 1. Unfold - Flip: First, we flip the aliased spectrum Y (f)
with a bandwidth of % to get the bandwidth between % and
R, asitequalsto Y (§ — f) according to Eqn. 6.

¢ 2. Unfold - Replicate: Then we replicate and concatenate
the resulting spectrum from 0 Hz to R, and we get a vote
for all frequencies in the frequency range of the spike train
as shown in Fig. 7(c).

* 3. Soft Voting: Finally, we combine the votes of the two
sampling rates, where we only consider the frequencies
within the spikes. This is done by multiplying the two votes
on every frequency and taking a square-root. As a result,
the non-empty frequencies that are voted by both sampling
rates are amplified. In contrast, the frequencies where the
two sampling rates vote differently will be attenuated as
shown in Fig. 7(d).

After unfolding the aliased spectra and recovering the fil-
tered spectrum through voting, we calculate the average signal
power in each spike by summing up the voting results and
divide it by the spike width. Additionally, we also estimate
the average signal power in the spikes using the unfolded
spectrum at each sampling rate separately. We classify a band
as occupied if all three power estimations in the correspond-
ing spike exceed a pre-selected power threshold. This power
threshold is selected based on the noise floor, which is mea-
sured when all bands are empty. By using all three estimates,
we add hard voting on top of the soft voting which adds more
robustness to the occupancy detection.
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7 Implementation

A. Basic Prototype: We have built a basic prototype of an §°
spectrum sensor by combining our MEMS spike-train filter
with commodity, off-the-shelf, low-power components. Fig-
ure 8(a) shows the circuit diagram of this basic prototype,
and the actual prototype is demonstrated in Fig. 8(b). The
signal is received through a broadband receiver. It is bandpass
filtered and amplified before down-conversion to an interme-
diate frequency (IF) between 150 and 600 MHz. The IF signal
is bandpass filtered and passed through the spike-train filter.
It is then split and sampled by the two synchronized ADCs.

We wire-bond the MEMS spike-train filter onto a gold-
plated PCB (printed circuit board) as shown in Fig. 8(b). We
use K&S 4523 A Wedge Bonder and 25 ym Aluminum wire.
We use two Anolog Devices LTC2261-14 14-bit ADCs to
sample the output of the spike-train filter. This ADC features
an 800 MHz wideband input analog bandwidth and low power
consumption of 89 mW. The ADC sampling is timed through
an external square-wave clock signal. We use the DC1370A
ADC evaluation board and the DC890 data acquisition con-
troller to control the ADC sampling through the open-sourced
LinearLab Tools Python API. We bypass the input low pass
anti-aliasing filter on the ADC evaluation board to maintain
the wide analog bandwidth.

B. Extending the Prototype: The above basic prototype us-
ing only one spike-train filter can be extended to sense spectra
with different center frequency, bandwidth, and channel allo-
cation. Moreover, system level parallelism introduces another
degree of freedom and allow us to break the fixed design
trade-offs at the filter level.

* Different Spectrum: By changing the LO frequency as
well as the RF bandpass filter and LNA, we can sense dif-
ferent frequency ranges. In our evaluation, we test at center
frequencies of 2.1, 2.4, 4.9, and 5.7 GHz.

e Larger Bandwidth: The current spike-train filter supports
a bandwidth of 418 MHz. We can extend S? to larger band-
width by either using two sensors and configuring them to
sense adjacent spectra or by using two MEMS filters in par-
allel channels before combining the signals and sampling it
as we describe in more detail in appendix A.

* Narrower Bands: The spikes in the spike-train filter are
separated by 22 MHz. Hence, narrowband signals (< 20
MHz) that are not aligned with the spikes might be filtered
out. To address this, we can combine frequency domain

sampling with LO frequency sweeping over 22 MHz to
capture and sense all the frequencies in the spectrum as
shown in our results in section 8. Alternatively, we can
design a MEMS filter with narrower spacing as explained
in section 3 or use two MEMS filters and set the center
frequency to be slightly different as we describe in more
detail in appendix A.

C. Testbed: We evaluate the performance on S both through
controlled experiments in an indoor wireless testbed as well as
through measurements of ambient transmissions outdoors and
indoors. The wireless testbed allows us to control the spec-
trum sparsity, how fast the occupancy changes for different
bands, the type of signals transmitted, and the power of vari-
ous transmissions. It also allows us to know the groundtruth
band occupancy in order to evaluate the performance of S°.

The testbed, shown in Fig. 8(c), can create a 418 MHz spec-
trum with various occupancy status at different frequencies.
It consists of 19 N210 USRP software-defined radios, each
transmitting on a 25 MHz bandwidth. While the USRPs are
not very far from each other, we vary their transmission power
randomly by up to 10 dB and observe received signal SNR
that varies by up to 20 dB between different USRP transmit-
ters. To avoid interference from ambient 2.4 and 5 GHz ISM
band signals, we conducted experiments in two 418 MHz-
wide spectra: 4.73 to 5.15 GHz and 1.93 to 2.35 GHz, each
divided into nineteen 22 MHz bands. We vary the spectrum
occupancy from 10% to 90%. We also vary the type of modu-
lation being used. We test with single carrier BPSK and QAM
as well as OFDM signals. Note that single carrier modulation
has a non-flat power spectral density and significantly more
leakage, so it results in higher false positive rates as we show
in section 8. We also leverage the testbed to compare > with
state-of-the-art sensing systems as our baselines. We ran over
5000 experiments with different configuration of occupancy,
power, modulation, etc.

8 Results

In this section, we present our main evaluation results along
with a few microbenchmarks that provide insights into the
performance of S3 in various spectra.

Evaluation Metrics: We evaluate S using following metrics:
* False Positive Rate (FPR): Percentage of empty bands that
$3 incorrectly reports as occupied.
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Figure 9: False positives and negatives as a function of spectrum occupancy: The figure shows the false positive rate (FPR) and false negative rate (FNR) of
$3 as the spectrum occupancy increases when: (a) Modulation schemes are randomly picked by transmitters. (b) Transmitters only use OFDM modulation. (c)
shows the receiver operating characteristic (ROC) curve of §3 when the modulation schemes are randomly picked.

 False Negative Rate (FNR): Percentage of occupied bands
that S incorrectly reports as empty.

e True Positive Rate (TNR): Percentage of occupied bands
that S correctly reports as occupied.

A. Sensing Densely Occupied Spectrum:

Fig. 9 shows $3’s error rate in detecting occupied bands as we
vary the total occupancy of the spectrum between 10% and
90%. Fig. 9(a) shows the results when the transmitters ran-
domly pick a modulation scheme (e.g. single carrier BPSK,
QAM, or OFDM). In this case, when the total occupancy of
the spectrum is less than 30%, S> achieves a median false pos-
itive rate (FPR) less than 0.5% and a median false negative
rate (FNR) of 0%. As the total occupancy increases and the
spectrum becomes more crowded, the FPR and FNR gradu-
ally increase. However, even when the spectrum is extremely
crowded (~ 90% occupied), $3 can still achieve 2% median
FPR and 0.47% median FNR.

Fig. 9(b) shows the same results when the transmitters only
use OFDM modulation. In this case, the FPR and FNR be-
come even smaller at all levels of occupancy with a maximum
median FPR of 0.6% and a maximum median FNR of 0.25%.
This result can be attributed to two factors: (1) OFDM signals
have flat power spectral densities. Therefore, signal power
detected in the spike train can more accurately reflect the sig-
nal presence in the corresponding channels. (2) Single carrier
modulation schemes have lower spectral efficiency and leak
power outside their bands, which leads to a higher FPR as can
be seen from Fig. 9(a). Finally, Fig. 9(c) shows the receiver
operating characteristic (ROC) curve, which demonstrates the
trade-off between false positives and false negatives as we
vary the threshold for detecting occupied band.

B. Comparison with State-of-the-Art:

We compare S* with three baselines from prior work:

* BigBand: [21] leverages sparse Fourier transform and uses
co-prime sampling to acquire sparse spectrum. It achieves
6x sub-sampling below the Nyquist rate, but only works
when the spectrum is sparse.

* D-BigBand: [43] extends BigBand to sense dense spectrum
by considering the differential changes in occupancy. It also
achieves 6x sub-sampling, but assumes the changes in the

Table 1: Sum of false positives and negatives for $> and State-of-the-Art
prior work: The table compares the sum of FPR and FNR of §3, BigBand,
D-BigBand, and SweepSense at different spectrum occupancies.

BigBand D-BigBand | SweepSense $3
10% | 0.38% + 14% ~0.95% 4.88% 0.00%
(unresolved)
50% N/A ~ 1.75% 13.09% 1.29%
90% N/A ~ 3% 13.76% 2.47%

spectrum occupancy over time are sparse.

¢ SweepSense: [20] enhances USRP software-defined ra-
dio’s ability to quickly scan and sense wideband spectrum.
It is able to scan 5 GHz bandwidth in 5 ms with 2 x 25 MS/s
ADC sampling rate.

Table 1 shows the sum of FPR and FNR when the total
spectrum occupancy is 10%, 50%, and 90%. We compare
s3 directly to the results reported in [21] and [43], because
they used custom hardware but were evaluated using the same
metrics as ours. One can see that in sparse spectrum (<10%
occupied) where BigBand works, BigBand has a total error
rate of 0.38% but still cannot recover the status of 14% of
the spectrum. In contrast, S* accomplishes a 0% error rate at
such low spectrum occupancy and samples 8.5x below the
Nyquist rate, which exhibits a 1.4x gain over BigBand.

D-BigBand is able to work in densely occupied spectrum.
It has a total error rate of 0.95% and 3% when the spectrum is
50% and 90% occupied respectively. However, S3 is able to
outperform D-BigBand at all occupancy levels with a 1.2x
to 1.35x gain in accuracy. Moreover, S* also achieves 1.4 x
gain in sampling rate reduction and makes no assumptions
on the changes in spectrum occupancy. Therefore, unlike D-
BigBand, $° can monitor highly dynamic spectrum, which
we will demonstrate later in this section.

To compare S> to SweepSense, we reproduce SweepSense
on a N210 USRP with a CBX daughterboard using the
codes and FPGA images released by the authors. We use
SweepSense to sense the spectrum generated by our testbed
along with §°. In Fig. 10, we show SweepSense’s error rate in
detecting occupied bands as we vary the spectrum occupancy
between 10% and 90%, and when the modulation scheme is
randomly picked by the transmitters. This result shows that
SweepSense can work in densely occupied spectrum. When
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Figure 10: False positives and negatives compari-
son between S> and SweepSense.

the spectrum is 10% occupied, SweepSense achieves an FPR
of 3.88% and an FNR of 1%. As the spectrum becomes more
crowded, the FPR and FNR of SweepSense increase, but they
remain below 10% and 3.76% respectively even if the spec-
trum is 90% occupied. SweepSense’s higher error rates are
likely due to the fact that fast LO sweeping can smear non-
empty frequency components, resulting in more leakage from
the occupied bands to the adjacent bands, which increases its
false positive rates. We also note that, SweepSense requires
accurate phase information for the digital chirp demodulation,
so it is sensitive to the IQ imbalance in the hardware, which
is likely why it underperforms S°. However, SweepSense is
highly valuable as we can combine it with S* to capture the
power spectral density as we show later in this section.

Next, we present some microbenchmarks that provide more
insights into the working of S and its performance.

C. Microbenchmark - Sensitivity:

To understand the ability of S° to detect low signal-to-noise
ratio (SNR) signals, we examine the FNR of bands with dif-
ferent SNRs. The SNR we show is the average signal power
per Hz of RX signal / noise floor. We compare four different
sampling duration: 10, 20, 40, and 100 us. The FNR is high
when the SNR is low, however, this can be addressed by in-
creasing the sampling duration. In fact, we can reduce the
FNR by 5x at 3dB SNR. As the SNR gets higher, the FNR
goes down and down, and eventually even for shoft sampling
windows, the FNR is very low (= 0%). Note that 40 ~ 100 us
is a short enough window to detect short transient packets and
fleeting signals, as it is comparable to the DIFS duration for
Wi-Fi carrier sensing (e.g. 34 or 50 us).

D. Microbenchmark - Dynamic Range:

Here we evaluate the dynamic range of S, which is the ratio
between the strongest and weakest signal powers S° can ac-
curately detect at the same time. It reflects the ability of $> to
detect low-power signals with the presence of much higher
power signals, that would cause interference and lower the
signal-to-noise-pluse-interference ratio (SINR), making low-
power signals harder to be detected. In Figure 12, we compare
the FNRs in experiments with different dynamic ranges. One
can see that S° achieves very low FNR (< 0.63%) when the
power difference between the occupied bands is up to 15 dB.
As the signal power difference becomes even larger, the FNR
of §3 increases. When the spectrum dynamic range reaches

SNR (dB)
Figure 11: FNR vs SNR and sampling time.

Dynamic Range (dB)
Figure 12: FNR vs dynamic range.

~ 21 dB, the FNR of §? is 2.54%. This result shows that
can accurately detect (FPN<1%) the relatively weak signals
under interference from signals 19 dB stronger.”

E. Microbenchmark - Resolving Collisions with Voting:
We want to verify that through voting using two different sam-
pling rates, S> can effectively resolve frequency collisions.
To this end, we compare S* to baselines where we detect
the spectrum occupancy using only one ADC. In Fig. 13(a),
we qualitatively compare the correctness of occupancy de-
tection on each band in 20 randomly selected experiments.
It shows that when using either ADC alone, we have many
false positives due to frequency collisions. However, the two
ADC:s exhibit false positives in different bands, because they
experience frequency collisions between different spikes. As
a result, through voting 3 is able to distinguish and resolve
false positives where the two sampling rates disagree with
each other. Furthermore, we also quantitatively show the FPR
of $3 and baselines. As can be seen from Fig. 13(b), the FPR
of §3 is much lower than those of baselines, which suggests
that our voting scheme can effectively leverage the differ-
ent sampling rates to resolve frequency collisions. Note that
ADCI1 outperforms ADC2. This is expected because, as we
discussed in section 6, 45.5 MHz is an optimized sampling
rate that can spread out the spikes and minimize the frequency
collisions. In contrast, the second sampling rate of 52.74 MHz
is optimized to avoid having the same collisions as ADC1, so
it does not work as well by itself.

F. Monitoring Dynamic Spectrum:

$3 senses all bands in the spectrum in real-time and makes
no assumptions on the changes of spectrum occupancy, so it
can monitor highly dynamic spectrum with rapidly-changing
occupancied bands. To evaluate this ability of $* we create
a rapidly-changing spectrum in our testbed whose occupied
bands change every 327 us, and as a result, the total spectrum
occupancy varies between 0% and 63%. We use S° to contin-
uously monitor the occupancy changes in the spectrum, and
output a signal power estimation and occupancy detection
for every 76 us-long frame. We show a spectrogram captured
by 3 consisting the signal power detected in every band per

5 After wire-bonding, the spike-train filter experiences degradation in the
out-of-band suppression due to the direct leakage from the input port to the
output port of the PCB. Hence, the sensitivity and dynamic range of S also
degrade, but this issue can be resolved by better isolation in the PCB design.
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frame in Fig. 14(a). Furthermore, we show the accuracy of the
corresponding occupancy detection per frame in Fig. 14(b).
It shows that §3 is able to capture the occupancy of rapidly-
changing spectrum with great accuracy and time precision.

G. Capturing Wideband Power Spectral Density:

As we mentioned in section 7, we can sweep the LO frequency
of §3 over the 22 MHz spacing between spikes to sense all
the frequencies in the spectrum. This enables S° to capture
the power spectral density (PSD) of the entire wideband spec-
trum. At every LO frequency, S° captures signal power in the
spike train and identifies the occupancy of each spike. For the
occupied spikes, S uses the signal power estimates in them
to reconstruct the PSD at the corresponding RF frequencies.
When LO sweeping finishes, all frequencies on the wideband
spectrum will be reconstructed. Comparing to conventional
spectrum scanners, this extended S> prototype only needs
to sweep a much narrower frequency range. Therefore, the
scanning time is much shorter.

Figure 15(a-c) shows the PSD captured by the extended
53 prototype of spectra generated by our testbed, along with
the detected spike occupancy. We use S> and an HP 8563E
Spectrum Analyzer to monitor the 1.8 to 2.4 GHz spectrum
simultaneously. As one can see, the PSDs captured by $°
match the ground truth from the spectrum analyzer very well.
Besides, we also measure PSDs of real-world spectra, both
outdoors and indoors, which are shown in Figure 15(d-f).
Figure 15(d) shows the spectrum between 1.8 and 2.4 GHz
measured outdoor at our geographical location. It shows that
3 is able to capture the PSD of 4G LTE signals in Band 2 and

66. In Fig. 15(e) and (f), we show the PSD of 2.4 GHz and
5 GHz Wi-Fi signals captured by S* respectively. One can see
that Channel 1 and 11 in the 2.4 GHz band as well as four non-
overlapping 20 MHz channels (Channel 116, 120, 124, and
128) from 5.57 to 5.65 GHz in the 5 GHz band are being used.
Figure 15(d-f) demonstrate that the real-world PSDs captured
by S3 also closely match the spectrum analyzer ground truth.
On some frequencies that S? classifies as empty, the spectrum
analyzer shows some non-zero spectral components. However,
this is expected because in our experiments, the spectrum
analyzer takes the maximum over a lot more scans than S

9 Related Work

In this section, we provide more related work. For further
background, we refer the reader to section 2.

Spectrum sensing has been extensively studied in the past
two decades [3, 5, 49]. However, most of this work focuses
on narrowband sensing [6,7,9,23,25,35,38,62]. In contrast,
this paper focuses on wideband spectrum sensing to enable
dynamic spectrum sharing of many channels. Several sys-
tems attempt to sense wideband spectrum using narrowband
sensors without sequentially scanning each band [42,46,61].
QuickSense [61] leverages analog filters and energy detectors
to hierarchically sense wide bandwidth by detecting the total
signal power in groups of consecutive channels. However,
when the spectrum is densely occupied, QuickSense’s ap-
proach reduces to sequentially scanning the spectrum. SpecIn-
sight [42] leverages machine learning to predict spectrum
occupancy based on learned utilization patterns and optimize
which channels to sense. Similarly, [46] uses time-series anal-
ysis to predict which bands are occupied. However, these
systems are sensitive to training data and assume that trans-
missions follow predictable patterns. Spectrum sharing is
based on opportunistic access and as a result is highly dy-
namic and unpredictable [50].

Recent work aims to enhance USRP software-defined
radio’s ability to sense wideband spectrum [20, 26].
SweepSense [20] enables sensing wideband spectrum by
quickly sweeping the center frequency of the USRP. It is
able to sweep 5 GHz bandwidth in 5 ms, which offers great
potential for sensing an extremely wideband spectrum on
commercial software radios. However, SweepSense requires
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Figure 15: Wideband Power Spectral Density Capture: The figure shows the wideband power spectral density captured by the extended S prototype.
Spectrum (a-c) are generated by our evaluation testbed. Spectrum (d-f) are real-world spectra captured both outdoor and indoor.

accurate phase information for the digital chirp demodulation
and is sensitive to the IQ imbalance. As a result, our compar-
ison with SweepSense in section 8 shows that it can suffer
from a high error rate especially when the spectrum is not
sparse. SparSDR [26] reduces the backhaul and computation
requirements for sensing sparse spectrum on USRPs, which
offers great utility for continuously monitoring underutilized
spectra but cannot scale to densely occupied spectrum.

The use of single passband MEMS filters in spectrum sens-
ing has been studied [33, 36]. However, these techniques
require an array of channel-select MEMS filters to form a
reconfigurable filter bank. In contrast, S> only uses a single
MEMS spike-train filter that consists of overtone resonators.

Our work is also related to theoretical work on co-prime
sampling [54, 56, 57] and multicoset sampling [22, 55] of
sparse wideband spectrum. These approaches also do not
work for densely occupied spectrum. Moreover, [56,57] re-
quire using k ADCs where k is the number of occupied fre-
quencies. [22,55] aim to recover the signals in each occupied
band and must assume prior knowledge of which bands are
occupied. In contrast, S aims to recover the occupancy of
each band and uses 2 ADCs irrespective of the number of
occupied frequencies. 3 is further implemented and shown
to work in practice.

Sub-Nyquist sampling has been used for test equipment
to reconstruct wideband periodic signals [44,52]. However,
these techniques require the signal to be periodic and repeat
for a long time in order to take on samples during each period
until all samples are recovered. Hence, these techniques are
not applicable to real communication signals where the signal
is constantly changing and carries different modulated bits.

Finally, some works aim to capture spectrum usage at large
geographical and time scales through crowdsourcing [10,37,
63]. §* is complementary to these works, as it enables real-
time wideband occupancy detection of every single sensor
with minimum data size and computational complexity.

10 Limitations

In this section, we discuss some limitations of S°.

* The frequency-domain sampling rate and maximum
sensing bandwidth is limited by the filter design trade-

offs. As a result, narrowband signals (< 20 MHz) and
over GHz-wide spectrum cannot be sensed using a sin-
gle spike-train filter. This can be resolved by hopping
the LO frequency as shown in Section 8. Alternatively,
we can also use the extended architectures proposed in
appendix A that combines multiple spike-train filters in
parallel to break the fixed filter-level design trade-offs.

* Sub-Nyquist sampling leads to aliasing of both signals
and noise, which typically lowers the signal SNR and
degrades the spectrum sensor’s sensitivity. To minimize
the loss of SINR, we design the spike-train filters to have
low insertion loss and high out-of-band suppression i.e.,
most of the noise is filtered out before it aliases. More-
over, instead of detecting signal power, known signals
like the preambles can be leveraged to improve the sen-
sitivity [48]. However, directly applying this technique
to S3 would require further research as the preambles
might become corrupted after applying the filter.

+ While $? can detect the occupancy of the different bands
and reconstruct the power spectral density of the spec-
trum, it cannot recover complex I and Q samples of the
signal. As results, S3 cannot reconstruct the signal itself
or decode the data in the signal.

11 Conclusion

This paper presents S°, a new efficient real-time wideband
spectrum sensing mechanism that can work in densely occu-
pied spectrum. S* monitors only a small fraction of bandwidth
in each band to accomplish significantly below-Nyquist sam-
pling and hence great energy efficiency. It leverages recent ad-
vances in RF MEMS filtering solution that enables sampling
the spectrum along the frequency axis. Empirical evaluation
demonstrates that S can accurately sense densely occupied
spectrum and rapidly-changing spectrum; we also show that
$3 can be extended to capture the power spectral density of the
entire spectrum. We believe S> can enable dynamic spectrum
access and very high spectrum utilization.
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Appendix A  Alternative S° Architectures

As we mentioned in section 7, we can extend S° to use two
or more MEMS filters in parallel to enlarge the sensing band-
width or enable S> to sense different channel allocations in-
cluding narrower bands and even non-uniformly allocated
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Figure 16: Circuit diagram and emulated spike-train filter for alternative S
architecture leveraging LO center frequency difference.

bands. This system level parallelism introduces another de-
gree of freedom and allows us to break the fixed design trade-
offs at the filter level. Here, we present some alternative ar-
chitectures of S that combine two spike-trains filters.

(1) Changing LO Center Frequencies: First, we can com-
bine two identical spike-train filters that are fabricated using
the same process. Hence, these two filters will have almost
identical frequency responses with the same center frequency
[ and spacing between spikes Af. In order to cover different
frequencies in the RF spectrum, we use the two filters on
separate receiver RF chains with different LO frequencies.
We demonstrate the circuit diagram and the emulated spike
trains in the RF spectrum in Fig. 16.

After bandpass filtering and amplifying the received signal,
we split the RF signal into two channels, and use two LOs with
center frequencies ffo and ffo to down-convert the signal to
the IF frequencies. Then we pass each IF signal into a spike-
train filter to sampling the spectrum along the frequency axis.
Based on the LO frequency difference dfo = f2, — f,, we
can emulate two types of spike trains, as shown in Fig. 16(i)
and (ii). When Afz o < Af, the two spike trains are slightly
shifted on the frequency axis as shown in Fig. 16(1). As a
result, we can emulate a spike-train filter with narrower spac-
ing between the spikes. This increases the frequency domain
sampling rate of the filter and enables S° to sense narrower
channel bandwidths. On the other hand, when d f1o = KAf,
the two spike trains are concatenated along the frequency axis
as shown in Fig. 16(ii). In this way, a longer spike train with
more spikes covering wider bandwidth is emulated.

Although it is straight forward to sample the two IF signals
separately, the number of ADCs required will increase linearly
with the number of spike-train filters. Instead, after passing
IF signals on the two channels through the spike-train filters,
we combine the filtered signals and sample the combined
signal using two low-speed ADCs. The analog combination
and splitting can be achieved using an RF power combiner

MEMS
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1 3 0
2 14 IIIIII 1 A D]z
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Figure 17: Circuit diagram and emulated spike-train filter for alternative S
architecture leveraging different MEMS spike-train filters.

in series with an RF power splitter, but it can also be done
using a RF hybrid coupler. Note that with more spikes in
the emulated filter, there will be more aliasing in the sub-
sampled spectrum. Therefore, a higher ADC sampling rate
might be needed, but the sampling rate should be able to scale
sublinearly with respect to the number of spikes. Besides,
the ADC input cutoff frequency needs to be higher than the
spike-train bandwidth.

The advantage of this architecture is that we can use the
same MEMS spike-train filter on the two channels without
needing to redesign a new filter. However, it requires two LOs
and mixers which increases the cost and power consumption
of the system. ©

(2) Changing Spike-Train Filter Structure: Instead of in-
troducing a second local oscillator, we can use only one LO
and two different spike-train filters to emulate spike trains
with wider bandwidth as well as narrower or nonuniform spike
spacing. As we mentioned in section 3, we can modify the
width of the piezoelectric film and the position of the elec-
trodes to obtain different Af and f.. When two spike-train
filters with different Af and/or f. are combined in parallel,
we can emulate a spike train with more sophisticated sparsity
structures. We show the circuit diagram for this type of al-
ternative architectures in Fig. 17, along with three emulated
spike-train filter frequency responses.

In this architecture, the down-converted IF signal is split
and filtered by two different MEMS spike-train filters, whose
center frequencies and spike spacing are f4, f5, and Af4,
AfE. The output spectra of the two filters are then combined
and sampled by two low-speed ADCs. Using this architecture,
we can emulate the same spike trains as the first alternative
architecture. For instance, when the difference between the
filter center frequencies df. = f% — f4 < Af, as shown in
Fig. 17(i), the two spike trains are slightly shifted on the

%Since the power consumption of spectrum sensors is dictated by the
ADC [58], the additional power consumption of the second LO is not the
primary concern.
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frequency axis and emulate a spike-train filter with narrower
spacing between the spikes. Besides, when df, = KAf, the
two spike trains are spaced by the bandwidth of the spike
train and emulate a wider bandwidth spike train as shown
in Fig. 17(ii). However, in additional to enlarging the filter
bandwidth and narrowing the spike spacing, we can even

emulate a non-uniformly spike train as as shown in Fig. 17(iii).
This is achieved by combining two spike-train filters with
different Af4 and AfB. Such spike train profile provides us
with all sorts of frequency resolutions across the spectrum
to accommodate the different channel bandwidth required by
the secondary users in TV Whitespace and CBRS bands.
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