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Abstract
Despite the influence that image-based communication has on

online discourse, the role played by images in disinformation

is still not well understood. In this paper, we present the first

large-scale study of fauxtography, analyzing the use of manip-

ulated or misleading images in news discussion on online com-

munities. First, we develop a computational pipeline geared to

detect fauxtography, and identify over 61k instances of faux-

tography discussed on Twitter, 4chan, and Reddit. Then, we

study how posting fauxtography affects engagement of posts

on social media, finding that posts containing it receive more

interactions in the form of re-shares, likes, and comments. Fi-

nally, we show that fauxtography images are often turned into

memes by Web communities. Our findings show that effective

mitigation against disinformation need to take images into ac-

count, and highlight a number of challenges in dealing with

image-based disinformation.

1 Introduction
Recent years have seen an increase in false information pub-

lished online and spread through social media [14]. An im-

portant aspect of news consumption is that users not only pay

attention to text, but also to the accompanying images in the

article. In fact, research in psychology shows that images play

a crucial role in both how readers perceive certain issues [37]

and in which articles individuals choose to read [38]. There-

fore, it is not surprising that images may be manipulated or

misrepresented to mislead users.

In this paper, we focus on fauxtography [7], i.e., news im-

ages that have been modified or miscaptioned to change their

intent, often with the goal of spreading a false sense of the

events they purport to depict. Although previous research ef-

forts have proposed detection tools for fauxtography [36, 39],

to the best our knowledge, the impact of fauxtography on news

discussion has not been studied. In particular, we set out to in-

vestigate two research questions:

• RQ1: Does sharing fauxtography increase engagement on

social media?

• RQ2: Do fauxtography images have a life beyond their

questionable verisimilitude (their appearance of being be-

ing real)? I.e., do new variants and memes using them ap-

pear on social media?

To answer these questions, we develop a computational

analysis pipeline geared to identify posts containing fauxtog-

raphy at scale, measure the engagement of users sharing and

viewing such posts, and understand how these images are used

on different social media platforms. First, we gather 2.6 billion

posts from three social media platforms (Twitter, Reddit, and

4chan) as well as 32M news articles published by over 1,000

news websites. Then, we extract all images appearing in these

posts and articles, and use perceptual hashing [19] to match

them to images labeled as fauxtography by the fact-checking

site Snopes. In total, we identify 61K posts containing faux-

tography shared by users over the two year period from 2016

to 2018.

To address RQ1, we analyze the reactions to posts contain-

ing fauxtography on social media, compared with the reaction

to posts by the same users with no image or with images char-

acterized as non-fauxtography. We find that including fauxtog-

raphy in posts does increase user engagement on social media.

On the other hand, posting links to news articles that contain

fauxtography (rather than posting images directly) does not in-

crease engagement on Twitter, while it does yield more inter-

actions on Reddit. Surprisingly, the extent to which an image

is misleading – e.g., whether it is completely false or just par-

tially true – does not significantly affect engagement, suggest-

ing that the increased engagement is driven by the inflamma-

tory and controversial nature of fauxtography more than its

verisimilitude.

For RQ2, we search for variants of fauxtography images that

each appear on all of the social media platforms. Our intiution

is that instances of fauxtography are likely have some sort of

inherent exploitability making them suitable as a base for new

memes. Visual memes have become important to the spread

of racist and political ideology [9, 35, 32] and have been used

by state-sponsored actors to wage information warfare [1, 33].

We find evidence of fauxtography images being turned into

memes and being manipulated in ways not related to their orig-

inal verisimilitude.

Finally, by focusing on three selected case studies of faux-

tography which spawned new variants, we will discuss impli-

cations for dealing with fauxtography in the wild, considering

the current environment of social media moderation.
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(a) Manipulated (b) Original

Figure 1: This picture originally depicted a UK protester holding the

“Black Lives Matters” sign. It was manipulated so that the sign says

“Lincoln was Racist” and the person has been mischaracterized as

being a Missouri State University student. See https://www.snopes.

com/fact-check/abe-lincoln-racist-protest-sign/

Figure 2: Miscaptioned image used to falsely claim that people in

the migrant caravan burnt an American flag. See https://www.snopes.

com/fact-check/caravan-burning-flag/

2 Fauxtography

The term fauxtography was first coined by [7] in the context

of the 2006 Lebanon war, as combination of the word faux

(French for false) and photography. Cooper defines fauxtog-

raphy as “visual images, especially news photographs, which

convey a questionable (or outright false) sense of the events

they seem to depict.” Fauxtography usually involves manip-

ulated images aiming to influence the emotions of viewers.

Therefore, it involves deception, often realized by directly ma-

nipulating the images, captions, or overall the narrative asso-

ciated with the image.

To better explain what fauxtography is, we provide two ex-

amples. Figure 1 shows a picture of a protester in the UK hold-

ing a sign reading “Black Lives Matter,” which was manip-

ulated to instead read “Lincoln Was Racist.” Online sources

also erroneously claimed that the person holding the sign was

a Missouri State University student at a US protest. Figure 2

shows an image that was not manipulated, but that has often

been used out of context and miscaptioned to imply that mi-

grants on a caravan to the US in 2018 had burned the American

flag. In reality, this photo was taken at an anti-Trump protest in

the US and the flag is actually a Trump banner, not a US flag.

These examples demonstrate two important characteristics of

fauxtography, distinguishing them from “simple” fake images:

1) they are related to news or public affairs, and 2) users who

see them can be fooled relatively easily if the images are not

fact-checked.

Images

1. Data
 Collection

2. pHash
Extraction

3. Image
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4. Analysis of
annotated
images 

pHashes

Annotated 
images

Figure 3: Overview of our computational analysis pipeline.

Platform #Posts #Image #Images

URLs Obtained

Twitter 2,213,019,239 701,806,921 435,244,799

Reddit 295,460,914 78,682,398 61,703,316

4chan 99,614,382 27,044,132 23,379,630

News Articles 32,200,604 28,654,146 27,360,218

Snopes 2,286 16,206 7,835

Table 1: Overview of our datasets.

3 Methodology & Dataset

In this section, we present our computational pipeline, as well

as the dataset used in our study. As depicted in Figure 3, the

pipeline consists of four components: 1) data collection, 2)

pHash extraction, 3) image annotation, 4) image analysis.

3.1 Data Collection

Our study relies on two types of data sources: 1) images

from Web communities and news articles posted on them; and

2) annotation sources to identify which images are fauxtog-

raphy. For the former, we use Twitter, Reddit, and 4chan, and

in particular images shared between July 1, 2016 and October

31, 2018; basic statistics are reported in Table 1. As an an-

notation source, we use Snopes.com, and specifically images

posted on its fauxtography section. This allows us to identify

all images that Snopes classified as fauxtography between the

early 2000s and October 2019. Note that our analysis pipeline

supports any Web community and any annotation source; how-

ever, in the following, we provide details of the sources used

in this paper.

Images shared on Web communities. First, we collect im-

ages posted publicly on Twitter, 4chan, and Reddit. For Twit-

ter, we collect data using the 1% Streaming API, with tweets

stored as they were posted, in real time. In total, we parse 2.2B

tweets, 702M of which contain at least one image. Note that

the Twitter API does not return images directly, but rather a

URL pointing to the image. We download the images in March
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containing Merged True fauxtography have scores higher than

10, but only 15% of generic non-image submissions and 20%

submissions containing non-fauxtography images have a score

above 10. This suggests that fauxtography images produce

more engagement than the baseline, regardless of whether the

random post contains an image or not.

The differences in these distributions are again statisti-

cally significant as confirmed via 2-sample K-S tests. For the

length of threads, we have D=0.404 for Merged False sub-

missions compared to the no-image baseline, and D=0.411

for Merged True submissions compared to the no-image base-

line. For likes, we have D=0.426 for Merged False submis-

sions compared to the no-image baseline, and D=0.414 for

Merged True submissions compared to the no-image baseline.

When comparing to the non-fauxtography image baseline, we

have D=0.394 for Merged False submissions and D=0.401

for Merged True submissions when looking at the length of

threads. For likes, we have D=0.381 for Merged False submis-

sions compared to the non-fauxtography image baseline, and

D=0.368 for Merged True submissions compared to the non-

fauxtography image baseline. In all cases, we find p ≪ 0.001

Similar to Twitter, we are unable to reject the null hypothe-

sis that there is no difference in engagement between true and

false fauxtography images on Reddit. In the case of Reddit it

is important to note that we are unable to reject the null hy-

pothesis for both types of engagement; D = 0.0220, p = 0.61

for thread length and D = 0.0225, p = 0.51 for submission

score. Again, this suggests that the engagement generated by

fauxtography images is independent of the verisimilitude of

the image.

4.3 News URLs

We now look at the engagement generated by posts that

have links to news articles that include fauxtography rather

than directly including fauxtography. On Twitter, we identify

100 tweets with links to news articles that contain Merged

False fauxtography images and 94 tweets with links to articles

that contain Merged True fauxtography images. On Reddit,

we identify 431 submissions with links to articles that contain

Merged False fauxtography and 272 submissions with links to

articles that contain Merged True fauxtography.

Once again, we compare the engagement of posts contain-

ing links to news articles containing fauxtography to a generic

baseline of 492,604 tweets on Twitter and 19,704,911 Reddit

submissions, respectively, and to a baseline of 239,079 tweets

and 9,554,016 posts containing generic news URLs. The base-

lines are constructed by collecting all non-fauxtography posts

posted by the users who made at least one fauxtography re-

lated submission on Twitter or Reddit. Figures 9 and 10 show

the retweets and likes of tweets containing fauxtography news

URLs. Contrary to what observed previously, these tweets do

not receive more engagement than baselines. More precisely,

on Twitter, 32% tweets containing Merged False fauxtogra-

phy and 26% tweets containing Merged True fauxtography

have been retweeted more than 10 times, while 82% generic

tweets and 85% tweets containing non-fauxtography news

URLs been retweeted more than 10 times. Furthermore, only

33% tweets containing fauxtography rated as Merged False

and 29% tweets containining fauxtography rated as Merged

True have been liked more than 10 times, while 83% of generic

tweets and 86% tweets contain generic non-fauxtography news

URLs have been liked more than 10 times.

On Reddit, on the other hand, we find that posts containing

links to fauxtography news articles still receive more engage-

ment. As Figures 11 and 12 show, 16% of submissions contain-

ing Merged False fauxtography and 14% of submissions con-

taining Merged True fauxtography have thread lengths longer

than 10, while the same is true only for 1.3% of generic

submissions and 1.6% non-fauxtography news URL submis-

sions.

On Twitter, we confirm differences in these distributions via

the 2-sample K-S test for fauxtography submissions compared

to baseline submissions, where for the number of retweets we

have D=0.506 for Merged False tweets compared to the non-

fauxtography baseline, and D=0.584,for Merged True tweets

compared to the generic baseline. For likes, we have D=0.509

for Merged False tweets compared to the generic baseline, and

D=0.545 for Merged True tweets compared to the generic

baseline. Looking at the non-fauxtography news article base-

line, we have D=0.536 for Merged False tweets and D=0.614,

for Merged True tweets when looking at retweets. For likes,

we have D=0.534 for Merged False tweets, and D=0.571 for

Merged True tweets. In all cases, p ≪ 0.001 leading us to re-

ject the null hypothesis that there are no differences between

these distributions.

On Reddit, when looking at the length of threads we

have D=0.275 for Merged False submissions compared to

the generic baseline, and D=0.358 for Merged True sub-

missions compared to the generic baseline. For Scores, we

have D=0.260 for Merged False submissions compared to

the generic baseline, and D=0.339 for Merged True submis-

sions compared to the generic baseline. When looking at the

non-fauxtography news article baseline, we have D=0.271

for Merged False submissions and D=0.354 for Merged True

submissions for the length of threads. For Scores, we have

D=0.282 for Merged False submissions compared to the non-

fauxtography image baseline, and D=0.362 for Merged True

submissions compared to the non-fauxtography image base-

line. In all cases, p ≪ 0.001 leading us to reject the null hy-

pothesis that there are no differences between these distribu-

tions.

Note, however, we are unable to reject the null hypothesis

that there are differences in engagement between Merged True

and Merged False tweets and submissions. On Twitter, a KS

test gives us D=0.0998 (p = 0.7) for retweets and D=0.0562

(p ≈ 1.0) for likes. On Reddit, we obtain D=0.0826 (p =

0.17) for the length of threads and D=0.0791 (p = 0.21) for

scores.

While most of the results for this experiment are consistent

with what we previously found with regards to directly sharing

fauxtography, interestingly, tweets containing links to news ar-

ticles with fauxtography attract less engagement than other

news links. One possible reason is that when sharing news

URLs, many confounding factors can come into play with re-
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Qanon conspiracy) appeared to save us all. The variant that

appears on Reddit (Figure 13(k)) is the manipulated variant

where it appears Bush is holding the book upside down. Fi-

nally, we see a variant on 4chan (Figure 13(l)) that uses the ma-

nipulated version with the upside down book, and adds large

arrows pointing to the stars behind the students along with the

text “WTF!” We are not entirely sure what this variant is try-

ing to express, but based on our understanding of 4chan, we

suspect it is conspiracy theory related.

5.2 Takeaways

Fauxtography is a complicated issue, in large part due to

its visual nature and the Web’s propensity for not just spread-

ing visual information, but modifying it. The Franken image,

which is not altered in any way and has a known provenance,

is easily exploited for uses completely unrelated to its use in

fauxtography. Similarly, the Bush image shows that even rela-

tively innocuous pictures manipulated in subtle ways can be-

come further manipulated to politicize them. The Trump image

shows how even slight manipulations of real photos can elicit

numerous meme variants.

This raises serious concerns about how to mitigate the rela-

tively low-tech problem of fauxtography. For example, none of

the variants we found were particularly convincing in terms of

being real photos; the majority were very clearly manipulated,

as is common for memes. What is there to fact check about a

fictional TV alien groping a sleeping woman, after all? How-

ever, these variants tend to carry the same fundamental idea

as the source image that was fact checked, and thus can still

cause damage. Although issues like this warrant future explo-

ration, at minimum, they calls into question the efficacy of fact

checking visual mis/disinformation.

6 Related work

In this section, we review previous work on approaches to

study and counter broad disinformation efforts and, more

closely, on the use of images in mis/disinformation.

(Textual) Disinformation. A large body of research has stud-

ied disinformation on social media, with a specific focus on

textual content. [28] show that fake news spread faster than

true news on Twitter. By investigating the discussions on mass

shooting events on Twitter, [25] reveals that alternative news

outlets actively propagate alternative narratives, while [30]

study information operations through the lens of the “Aleppo

Boy” narrative, and show that some news media collaborate

to spread alternative narratives. Also, [34] analyze disinfor-

mation campaigns carried out by state-sponsored actors, char-

acterizing their influence on social networks, while [13] ana-

lyze user comments to characterize the public’s (dis)belief to-

wards news items. [10] survey users consuming news on so-

cial network and find that both sources and content play key

roles in how they evaluate news veracity. Aiming to detect and

counter disinformation, researchers have often relying on ma-

chine learning classification [23, 31, 24, 6, 29]. Also, [4] in-

troduce a framework to evaluate the performance of different

fake news classification models. For a comprehensive review

of work in this space, please refer to [14].

Image-based Disinformation. More recently, the research

community has begun to look at the interplay between images

and disinformation. [12] collect and analyze disinformation

images in India from WhatsApp, while [8] present a pipeline to

extract themes and sentiments conveyed in images, and high-

light several instances where images were used to share dis-

information. [32] study image memes, showing that they are

often used to spread political and hateful content. [9] also fo-

cus on memes containing both images and text and find that

a third of them are related to politics, also confirming how

memes are shared to spread disinformation as well as conspir-

acy theories. Finally, [33] show that Russian-sponsored trolls

actively shared politically charged images on Twitter, and that

these also influence other social platforms like Reddit, 4chan,

and Gab.

Prior work has also studied fauxtography, aiming to detect

false images. [36] build a fauxtography detector called “Faux-

Buster” based on machine learning techniques, while [3] use

deep learning to detect manipulated images. Similarly, [39] ex-

tract various features from images and text, and use machine

learning to assess the authenticity of specific claims. Further-

more, they describe which features are the most effective in

verifying the authenticity of the claims.

Remarks. To the best of our knowledge, our paper is the first

to study the effect that fauxtography images have on user en-

gagement on social media, as well as to measure how these

images are discussed and shared on different online services.

7 Discussion & Conclusion

In this paper, we presented a data-driven study of fauxtogra-

phy on social media. We found that including fauxtography in

social media posts increases user engagement, irrespective of

the verisimilitude of the fauxtography image. This highlights

the need to take images into account when developing disin-

formation mitigations. At the same time, we showed that faux-

tography images are often taken out of context and turned into

memes, which highlights the challenges faced in automatically

identifying image-based disinformation.

Next, we discuss the implications of our findings and high-

light some limitations of our study.

Implications of our findings. The fact that sharing fauxtog-

raphy on social media increases user engagement highlights

how image-based disinformation cannot be overlooked, and

that any effort to curb the problem should take not only text

into account, but also images. At the same time, we showed

that fauxtography images are often used as memes on social

media, blurring the line between the intention to mislead and

satire. This opens up a number of problems when moderat-

ing fauxtography, since it is challenging to automatically de-

termine the intention with which an image is posted, which

is often context specific. Crucially, our study also highlighted

the fact that the verisimilitude of fauxtography images does not

have an impact on the engagement that they receive. This sug-

gests that the “clickbait” power of these images is what drives

9



engagement, and raises questions on the effectiveness of miti-

gations based on fact-checking labels and user warnings.

Limitations. Naturally, our study is not without limitations.

First, our image analysis pipeline allows us to identify images

that are very similar to fauxtography images, but is unable to

verify if the image is used in the misleading setting flagged

by Snopes. For example, we are unable to tell if miscaptioned

images are being used in a miscaptioned context. Similarly,

for manipulated photos, it is possible that our analysis pipeline

identifies the unmodified picture as a fauxtography one. This

motivates future work combining our analysis pipeline with

semantic analysis techniques to study the context in which

fauxtography is used. Third, our identification of news outlets

using the top 30K Majestic websites excludes many small lo-

cal news outlets. Since we expect that local news outlets have

less fastidious fact-checking as compared to larger venues, this

suggests our analysis will tend to underestimate the spread of

fauxtography on the Web.

Additionally, collecting images at scale from the Web

present challenges. In particular, we found that many images

were no longer available when we attempted to download

them. Still, we believe that the scale of our dataset is large

enough to allow us to gain a comprehensive view of the use of

fauxtography on social networks.
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