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1 Motivation

Probabilistic topic models allow researchers to ex-
tract insights from large text corpora without la-
bels or annotations (Blei, 2012). Existing topic
modeling tools, however, require technical knowl-
edge outside the expertise of many potential users.
We introduce t sLDA, a publicly-available, open-
source online topic modeling tool that is oriented
towards non-expert users. Our contributions in-
clude a pre-development survey, the t sLDA tool
itself, and a subsequent user study.

2 System

The basis of our work is jsLDA, a d3 web app de-
veloped by David Mimno to teach about probabilis-
tic topic models (Mimno, 2020). jsLDA imple-
ments Gibbs sampling inference for latent Dirich-
let allocation (Griffiths and Steyvers, 2004) to best
explain how words in the corpus show up together.
The algorithm iteratively determines from the cor-
pus a probable set of fopics, defined as probability
distributions over words in a vocabulary. While
popular existing software such as the command-
line tool MALLET (McCallum, 2002) and the visu-
alizer LDAVis (Sievert, 2020) require installation,
jsLDA runs in the browser and is accessible to
users unfamiliar with such tools.

We refactored the jsLDA codebase to use Re-
act and Typescript (hence t sLDA). Responding
to issues shared among topic modeling users we
interviewed, we added functionality across the fol-
lowing categories: algorithm, visualization, and
workflow. First, we implemented hyperparameter
optimization, which can simply be selected before
training to allow the inference of topics with asym-
metric priors, i.e., different expectations of their
probability. This reduces the likelihood of dupli-
cate or multiple-subject topics, two common phe-
nomena that confuse users (Wallach et al., 2009).

Next, users sought straightforward visualiza-
tions of trained models without writing their own
plotting code. We added treemaps, which are
space-filling plots for hierarchical data, to illus-
trate document-topic and topic-word distributions
(Shneiderman, 1992). The proportions of topics
within a document or words within a topic can be
visualized while emphasizing the inherent hierar-
chical relationships stemming from the distribu-
tions. We also added the capacity for plots using
categorical document-level data, such as authors or
locations. These plots show the average topic score
for a selected topic across all values in a categorical
data field, allowing users to examine the relation-
ship between topics and document metadata.

Finally, users wanted streamlined workflows to
access necessary information to make sense of in-
dividual topics. In t sLDA, users can label topics
with annotations, which are then used to represent
the topic throughout the tool. The Topic Docu-
ments page of t sLDA supports highlighting salient
words, which allows users to select a topic and
visually measure how distinct each token in a doc-
ument is to that topic (Chuang et al., 2012). We
also created the Topic Overview page to let users
explore a single topic in depth, which lists the most
probable words and the most correlated topics.

3 Evaluation

To evaluate our tool and the functionality we intro-
duced, we conducted an interactive user study. We
provided fifteen participants with a version of the
tool loaded with movie reviews from Rotten Toma-
toes (Leone, 2020). Participants ranged from col-
lege students with programming experience but rel-
atively little NLP experience to more senior schol-
ars outside computing who work with large text col-
lections. After a brief introduction to the software,
we asked users to configure, train, and interact with
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Figure 1: A view of the stopword selector screen on t sLDA for a model trained for 400 iterations. Some topics on
the left side have been annotated with tentative labels, such as “comic book movies.”
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Figure 2: An example treemap showing relative proba-
bilities of top words of a comic book topic.

a topic model to answer some analysis questions
about the dataset, such as “What are some exam-
ples of movies in the dataset that overlap between
action and comedy?” This allowed us to observe
how participants used features of t sLDA to extract
insights from text. We then interviewed them about
their experience interacting with the tool. From the
feedback we received, we isolated three common
themes to guide future development.

Topic refinement. Our participants often deter-
mined parameters of the model, such as the number
of topics, training iterations, and stopwords, with a
trial and error process. After configuring and train-
ing a model, participants—including those new to
topic models—inspected the resulting topics to as-
sess their quality before deciding to train further,
reset, alter the stopwords list, or continue their anal-
ysis with the existing model. This is an exciting
result, as encouraging this iterative process is a goal
of this tool. Our past expert interviews revealed

that workflows involving topic models included
significant time on trial and error for this process
that ultimately relied on inspecting topics directly
to make useful decisions.

Visualization. When inspecting topics, users
generally found visualizations to be especially
helpful. This included some original function-
ality of jsLDA, such as the dynamic stopword
selector that emphasizes topic specificity (Figure
1), as well as time series views of topics. Users
also were drawn to the newer functionality on the
Topic Overview page, including extended top word
lists and treemaps of word probabilities (Figure
2). However, users sometimes struggled to config-
ure the visualizations to show the information they
wanted. A way to sort stopwords by topic speci-
ficity or a more intuitive interface to smooth time
series plots would be helpful.

Topic Comparison. Users wanted a better way
to select and compare a subset of topics. While
our tool offers a correlation visualization of all
topics’ correlations with each other, this figure was
difficult to interpret for our users due to a lack of
understanding of the pointwise mutual information
metric and the large size of the matrix when there
is a higher number of topics.

4 Next Steps

After conducting our user study, we are rethinking
how to make functionality in t sLDA clearer by not
only implementing the features above, but also em-
bedding help information throughout the app. As
requested by participants, we will also create a tu-
torial blog post and videos to demonstrate common
tasks using t sLDA.
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