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Abstract—Checkpoint/restart (C/R) provides fault-tolerant
computing capability, enables long running applications, and
provides scheduling flexibility for computing centers to support
diverse workloads with different priority. It is therefore vital to
get transparent C/R capability working at NERSC. MANA [1], a
transparent checkpointing tool, has been selected due to its MPI-
agnostic and network-agnostic approach. However, originally
written as a proof-of-concept code, MANA was not ready to
use with NERSC’s diverse production workloads, which are
dominated by MPI and hybrid MPI+OpenMP applications. In
this talk, we present ongoing work at NERSC to enable MANA
for NERSC’s production workloads, including fixing bugs that
were exposed by the top applications at NERSC, adding new
features to address system changes, evaluating C/R overhead at
scale, etc. The lessons learned from making MANA production-
ready for HPC applications will be useful for C/R tool developers,
supercomputing centers and HPC end users alike.

Index Terms—transparent checkpointing, MANA, DMTCP,
split-process, production workloads, supercomputing

Transparent checkpointing for HPC has been discussed

and developed at least since the 1990s [2], [3]. Yet, it is

not in common use at the level of supercomputing. This

work describes an effort to make transparent checkpointing

available for HPC production workloads: first for users at

NERSC [4], and then as a demonstration of best practices

for other supercomputing sites to benefit from.

The work is based on the use of MANA for MPI [1], which

in turn is based on the DMTCP package for transparent check-

pointing [5]. MANA employs a new split-process model, first

described in 2019. While that initial prototype demonstrates

the practicality and advantages of the split-process approach, it

has not yet been made production-ready for supercomputing.

In order to place MANA in context, the evolution of

transparent checkpointing toward support for supercomputing

is briefly summarized in the figure below. (“Checkpointing”

or “checkpoint-restart” will often be abbreviated to “C/R” in

the rest of this article.)

A Short History of Checkpointing for MPI

Early: Application-specific checkpointing is widely used

1990s: Single-computer checkpointing [2], [3]

2005: BLCR: Berkeley Laboratory C/R [6]

2009: Interconnect Agnostic C/R for Open MPI [7]

2014: Transparent C/R for InfiniBand (below MPI) [8]

2016: Petascale-level transparent checkpointing [9]

2019: MANA: MPI-Agnostic, Network-Agnostic [1]

2020: Production-ready MANA (this work)

The “M×N” problem is the problem of supporting M pos-

sible variants of MPI and N possible variants of network.

Supercomputing centers generally procure new systems every

3 to 5 years, which may use completely different MPI or net-

work architectures. Therefore any transparent checkpointing

solution must solve the “M×N” problem to ensure portability

from one generation of machine to the next. The MANA

architecture was particularly promising in this regard.

MANA solves the “M×N” problem through a split-process

approach. The memory regions of the MPI application are

tagged as upper-half regions, and the MPI, network and other

system libraries are tagged as lower-half. Only the upper half

is checkpointed. On restart, a trivial MPI application is created,

thus instantiating the lower half. Each MPI rank of this trivial

application then restores the upper-half memory regions of that

same rank. For details on DMTCP [5] and MANA [1], see the

relevant citations.

This work is an effort to improve the scalability and reliabil-

ity of MANA. Although the prototype version was functional,

it was nowhere close to supporting diverse production work-

loads running at all scales. This work has largely increased

the scalability, reliability and usability of the software, and
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