Rev. Mat. Iberoam. (submitted) ©0 Real Sociedad Matematica Espafiola
Published by EMS Press

Funding. PM is supported by the Russian Science Foundation grant 20-61-46016. The
results of Sections 3 and 4 were obtained in the framework of the Russian Science Found-
ation grant 20-61-46016. AV is partially supported by the NSF grant DMS-160065 and
DMS 1900268 and by Alexander von Humboldt foundation. PZ was partially supported
by the Hausdorff Center for Mathematics (DFG EXC 2047).

Carleson embedding on tri-tree and on tri-disc

Pavel Mozolyako, Georgios Psaromiligkos, Alexander Volberg and Pavel
Zorin-Kranich

Abstract. We prove multi-parameter dyadic embedding theorem for Hardy operator
on the multi-tree. We also show that for a large class of Dirichlet spaces in bi-disc and
tri-disc this proves the embedding theorem of those Dirichlet spaces of holomorphic
function on bi- and tri-disc. We completely describe the Carleson measures for such
embeddings. The result below generalizes embedding result of [AMPVZ] from bi-
tree to tri-tree and from Carleson—Chang condition to Carleson box condition. One
of our embedding description is similar to Carleson—Chang—Fefferman condition and
involves dyadic open sets. On the other hand, the unusual feature is that embedding
on bi-tree and tri-tree turned out to be equivalent to one box Carleson condition. This
is in striking difference to works of Chang—Fefferman and well known Carleson quilt
counterexample. Finally, we explain the obstacle that prevents us from proving our
results on poly-discs of dimension four and higher.

1. Introduction and the main result

The present article treats a two weight problem on multi-parameter paraproduct operators.
Singular bi-parameter and multi-parameter operators enjoyed and continue to enjoy much
attention, see [RF, RF1,RF2], [P], [JLJ], [JLJ2] [BP]. They are notoriously difficult. Two
weight problems for singular integrals were studied in a series of papers by Nazarov, Treil,
and Volberg on dyadic singular operators and in a series of papers by Lacey, Shen, Sawyer,
and Uriarte-Tuero on the Hilbert transform, see [NTV99], [NTVO08], [LSSUT], [La], and
the references therein. Another example is a recent paper by losevich, Krause, Sawyer,
Taylor, and Uriarte-Tuero [IKSTUT] on the two weight problem for the spherical maximal
operator motivated by Falconer’s distance set problem.

Classically, an estimate of paraproduct tri-linear forms [GT] is based on 7'1 theorem of
David and Journé. The theory of Carleson measures (or classical BM O theory) is involved.
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It is well known [ChF1, ChF2,JLJ, JLJ2] that in the multi-parameter setting all these
results and concepts of Carleson measure, BM O, John—Nirenberg inequality, Calderén—
Zygmund decomposition are much more delicate. Paper [MPTT1] develops a completely
new approach to prove natural tri-linear bi-parameter estimates on bi-parameter paraproducts,
especially outside of Banach range. In [MPTT1] Journé’s lemma [JL.J2] was used, but
the approach did not generalize to multi-parameter paraproduct forms. This issue was
resolved in [MPTT2], where a simplified method was used to address the multi-parameter
paraproducts.

We consider here bi-parameter and tri-parameter paraproducts and reveal the obstacle
to treat the dimension 4 objects. Our paraproducts are only dyadic ones, and we estim-
ate them only in L%, But we consider a two weight problem. One weight is arbitrary and
the other one is dictated by the problem from complex analysis in the poly-disc (our ori-
ginal motivation). This other weight has the product structure because of this original
motivation. We are able to give the necessary and sufficient condition for the two weight
boundedness of such multi-parameter paraproducts in two and three parameter case (and
of course in one parameter case).

Three remarks are in order: a) the general two weight problem even for two parameter
paraproducts seems to not having a simple necessary and sufficient criterion at all (unlike
a one parameter case of dyadic paraproducts, whose solution is basically due to Eric Saw-
yer); so it is a “miracle” that the full solution exists when one measure is arbitrary, and
another one has a product structure; b) this solution continues to amaze us because it seem-
ingly goes against a famous Carleson counterexample in the theory of Chang—Fefferman
product BMO; c) it is also amazing that problem about holomorphic functions in the poly-
disc can be reduced to dyadic problems having nothing to do with complex analysis, the
information—in many cases—is not getting lost.

1.1. Background. A geometric problem and two weight estimates

To wet the appetite consider first the following very simple geometric problem. We are
given a collection of non-negative numbers {a; };ep(,) enumerated by the family D of
dyadic subintervals of unit interval Iy = [0, 1]. We wish to find an assignment I — Ej,
I € D, of measurable sets in such a way that

(1) sets Ej are pairwise disjoint;
(2) E; 1,
(3) m(Ep) = ay.

There is an obvious necessary condition:

(1.1) VJ € D) Z ar <m(J).
I1eD(J)

A simple and very well-known elementary construction shows that (1.1) is not only neces-
sary but also sufficient. Moreover, such a condition (called Carleson packing condition
with constant C = 1) is necessary and sufficient if [y is a unit cube in R rather than
unit interval, and when D means the collection of all dyadic sub-cubes of the unit cube.
Lebesgue measure m can be replaced here by any finite Borel measure without point
masses.
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Now let us make the problem harder. We just mentioned that replacing dyadic intervals
dyadic cubes D represents a simple problem. But what if we augment the collection of
sets? It is very natural and useful, see e.g. [BP] and [TH], to consider the collection of
dyadic rectangles D% = D x --- x D k times, k > 2. It is much harder to prove that the
condition

(12) VScD? > ang < pUngesl X J)
IxJeS

for finite Borel measure without point masses is sufficient for the existence of the assign-
ment [ X J — Ejyy, for all dyadic rectangles I x J of measurable sets in such a way that

(1) sets Eyxy are pairwise disjoint;

(2) Erxg CIXJ;

(3) u(Eirxs) = arxy-
Obviously (1.2) is necessary for the existence of such measurable assignment. However,
several non-trivial proofs exists. The methods range from geometric ones, see Barron—
Pipher [BP], to convex analysis/functional analysis, Hanninen [TH], using a result of Dor
[Do]. Here k = 2, but this is not essential, the same result holds for dyadic rectangles in
all dimensions.

Moreover, Hénninen [TH] proved that dyadic rectangles can be replaced by arbitrary
collection of Borel sets.

Definition 1.1. (Carleson coeflicients in the generality of a collection of Borel sets). Let
u be a locally finite Borel measure on R¥. Let S be a countable collection of Borel sets.
A family {as}scs of non-negative reals is Carleson (with the constant C = 1) if we have

(1.3) > as < p(Q)

SeS,ScQ

for every union Q of sets of the collection S.

Hénninen proved that the disjoint measurable assignment exists if and only if sequence
{as}ses satisfies this general Carleson packing condition, that can be also written as

(1.4) VS’ c S Z as < ((Uses'S)
SeS’

Now we would like to indicate the connection of the above mentioned “combinatorial”
problems to two-weight embedding theorems that have another (equivalent) disguise: two
weight paraproduct estimates.

We start again with the simple 1-dimensional dyadic case. We fix the canonical bijec-
tion between intervals of D(Iy) and dyadic tree T, whose vertices we will still call I, and
Iy = [0, 1] is the root of 7. We fix a measure u on I, it will be one of our two weights. The
second weight lives on T and it is just a sequence of non-negative numbers enumerated by
vertices (=dyadic intervals): w := {wy }jer.
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The two-weighted problem is to find necessary and sufficient conditions on (w, u) to
have

(1.5) : du? <C | f%d
S (/Ifu) <c [ Fa

Let us show what it has in common with the previously considered geometric question.
Notice that there is an obvious necessary condition for (1.5) to hold: just plug f = 1;,
J € D, to obtain:

(1.6) VJ e D Z wy - w()? < Cu(J).
IeD()
We can now use the assignment mentioned above for @ := %(1)2 We will get disjoint

{Ej}1ep- As a next step one can use that the dyadic maximal function with respect to any
u is bounded in L?(Iy, u). This will finish the proof that (1.6) is also sufficient for (1.5)
embedding. The fact that (1.6) is necessary and sufficient for the embedding (1.5) is called
Carleson—Sawyer theorem. Carleson proved it in the 60’s and used in his interpolation
and famous corona results. Sawyer’s generalization appeared in the 80’s. Both results are
fundamental in the dyadic approach to the theory of Calderén—Zygmund operators.

Two (or multi) parameter paraproducts require a solution of a much more involved
two-weight problem. We fix a measure y on [0, 1]%, it will be one of our two weights. The
second weight lives on 72 and it is just a sequence of non-negative numbers enumerated
by vertices (=dyadic rectangles): w := {wrxj}1.jer-

The two-weighted problem is to find necessary and sufficient conditions on (w, y) to
have

1.7 e d Z_C/ 2d
(1.7) Z WixJ (/Ifo ) < [0,1]2f u

1,JeT

Bi-tree T2 is a rooted graph with vertices being dyadic rectangles, and the root being
I x Iy = [0, 1]%. Tt is a much more complicated graph than simple T, in particular, it
has cycles. However, again there are simple necessary condition for (1.7). We get one
by plugging f = 1;,xs,, I1,J1 € D. But Carleson gave an example of weight w on T2
such that even with y = my, Lebesgue measure on the plane, this necessary condition is
not sufficient. But there is a stronger necessary condition. Choose now f = luzf;1 T -
In other words choose a subset S C D(Iy) X D(Iy), consider Q = Ugres/R’, and choose
f = 1g to plug into (1.7). Then we immediately and trivially get the following necessary
for embedding (1.7) condition (called Carleson—Chang packing condition):

(18) VS CcODU)xD) ) wr (uR)® < Cu(UpesR).

RCURres' R’

Again, the assignment of disjoint Eg, R € D(Ip) X D(Iy), is the first step, but the second
step breaks down: strong maximal (even dyadic strong maximal) operator with respect to
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w is rarely bounded in L*(x). But maybe one does not need maximal operators to prove
embedding as above?

This is what we know about (1.7) and its analogs for tri-tree and higher multi-trees.

(1) A. S.-Y. Chang [Ch] proved that if u = m; (or u = my) then necessary condition
(1.8) is sufficient and this holds for any w on T? (and correspondingly 7%).

(2) For any yu such that strong dyadic maximal function is bounded in L?(x) (1.8) is
sufficient and this holds for any w on T2 (and correspondingly T¢ if we consider
measure 4 on [0, 1]9).

(3) Moreover, if (1.8) is sufficient for the embedding (1.7) with arbitrary w (maybe
with a different constant), then u is such that strong dyadic maximal function is
bounded in L?(y). This holds in any dimension d.

(4) The study of strong maximal function with respect to measure was initiated by
R. Fefferman in [RF3], [RF4]. It is worth mentioning that for d = 1 the dyadic
maximal function with respect to any u is bounded in L?(u), but for d > 2 the
strong dyadic maximal function with respect to u can be unbounded in L?(p).

(5) If the situation with strong dyadic maximal function were the same for d = 1 and
d > 1, the results of [BP], [TH] mentioned above, would show that (1.8) gives
necessary and sufficient condition for (1.7). But we know that in general (1.8) is
not equivalent to (1.7), see [MPV].

(6) There exists w such that (1.8) does not hold, but the following simplified version
does hold:

(L9)  VhxJ e D) x D) Y, wr- (uR) < Cully x ).
RcIxJ;
(7) Such an example exists even with u = m; (Carleson [Car], Tao [Tao]).

(8) There exists (w, u) such that (1.8) does hold, but the following more complicated
(but obviously necessary for embedding (1.7), just plug f = 1F into (1.7)) condi-
tion does not hold:

(1.10) VF c[0,112 VS’ € D(Iy) x D (1) Z wg - (W(R N F))? < Cu(F).

RCUgres' R’
(9) The latter example has w having only values 1 and 0, and moreover the support of
w is a connected subgraph of T2
(10) In general the necessary and sufficient condition for (1.7) are unknown.
(11) The case w = 1 is interesting and has interesting applications to complex analysis.

(12) Whatever is y, for the case w = 1 for 7% and T? we can give simple necessary
and sufficient condition for the embedding (1.7) to hold

(13) We conjecture that the same answer holds for T4, d > 4, but we cannot prove
this.

(14) Our answer for the case w = 1 for T2 and T3 is counterintuitive. At the first glance
it seems to contradict Carleson’s example. Of course it does not. The answer is that
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the embedding (1.7) holds if an only if (we give it for d = 2, the same answer with
obvious changes holds for d = 3, and this is the main result of the current article):

(L) VIxJi € DU)x Do) (uR) < Coplh x ).
RclixJy

Of course constant C in (1.7) can be calculated by Cp in (1.11), but it is a non-
linear relationship.

1.2. Background. Embedding from L?(m;) to £*(T2, {B%}), where {R} are dyadic
rectangles

Everywhere below the angular brackets (-)s mean the average over the set S, the measure,
if not indicated otherwise, is Lebesgue measure.

Lennart Carleson showed in [Car] that the natural generalization, using a “box” con-
dition, from the one parameter case (disc) to the bi-parameter case (bi-disc) of his embed-
ding theorem does not work. Sun-Yang A. Chang in [Ch] found the necessary and sufficient
condition for the validity of the Carleson embedding for bi-harmonic extensions into the
bi-disc.

The discrete versions of these results can be motivated by considering a bi-parameter
dyadic paraproduct. For a dyadic rectangle R = I x J C [0, 1]*> denote by hgr(x,y) =
hy(x)hy(y) an associated L? normalized Haar function. The simplest example of a bi-
parameter dyadic paraproduct is the operator

Mg = ) (@b hr)hg
R

The paraproduct IT,, is a bounded operator on L? with respect to the Lebesgue measure m
on [0, 1]? if and only if we have

(1.12) D PrBr<C / @*dms,
R

where Bg := (b, hg) are Haar coefficients of the function b. In analogy to the one-parameter
Carleson embedding one could ask whether (1.12) is equivalent to the “box” condition

(1.13) > B < C'ma(Ro)

RCRy

for every dyadic rectangle Ry C [0, 1]?. A counterexample showing that (1.13) does not
imply (1.12) was constructed by Carleson [Car, Tao].

It was observed by Chang [Ch] (in a continuous setting) that (1.12) is equivalent to the
bi-parameter Carleson (or Carleson—Chang) condition

(1.14) D Br < C'my(©),

RcQ
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where the constant C’ is uniform for all subsets Q C [0, 1] that are finite unions of dyadic
rectangles. This necessary and sufficient condition was later used by Chang and Feffer-
man [ChF1] to characterize the dual of the Hardy space on the bi-disc H'!(D?). The same
embedding result holds in dimension d > 2, from L?(m,) to £*(T9,{B%}).

1.3. Terminology and notation
We begin with order-theoretic conventions.

Definition 1.2. A finite tree T is a finite partially ordered set such that, for every w € T, the
set {a € T: a > w} is totally ordered (we allow trees to have several maximal elements).
An d-tree T is a cartesian product of d (possibly different) finite trees with the product
order.
A subset U (resp. D) of a partially ordered set T is called an up-set (resp. down-set)
if, for every @ € U and B € T with a < B (resp. 8 < @), we also have 8 € U (resp. B € D).

The Hardy operator on an d-tree T¢ is defined by
(1.15) Ip(y) := Z #(y’) forany ¢ : T4 — R.
Y2y

In the one-parameter case d = 1 we denote it by /, and in the two-parameter case d = 2 by
I. The adjoint I* of the Hardy operator I is given by the formula

(1.16) Ty = > vk,
Yy

Definition 1.3. Let y, w be positive functions on T¢. The box constant is the smallest
number [w, 1] gox such that

17 Egluli= ) w@T (@) < [w.ulpor ) wl), VBT

as<p as<p
The Carleson constant is the smallest number [w, u]¢ such that
(1.18) Z w(@)I* u(@))? < [w, uleu(D), VD c T down-set.

aeD

The hereditary Carleson constant (or restricted energy condition constant or REC con-
stant) is the smallest constant [w, u] g ¢ such that

(1.19) Elple] = ) w@)T'(ule) @) < [w,ulucp(E), VE c T4,
aeTd
The Carleson embedding constant is the smallest constant [w, u]cg such that the adjoint
embedding
(1.20) D w@IC @@ < [wules ) (@) uw)
aeTd weT4

holds for all functions ¢ on T¢.

For positive numbers A, B, we write A < B if A < CB with an absolute constant C,
that in particular does not depend on the tree or multi-tree or the weights w, u.
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1.4. Main result

The inequalities

(1.21) [w, ulox < [w, plc < [w, uluc < [w, ulcE

are obvious. The converse inequalities for 1-trees were proved in [NTV99]. For 2-trees, in
the case w = 1, the converse inequality

[Lulce < [Lule

was proved in [AMPS]. In [AMPVZ], it was proved that, more generally,

[w, ,u]CE < [wnu]Box

for weights w of tensor product form on 2-trees. In this article, we extend this result to
3-trees.

Theorem 1.4. Let 1 : T3 — [0,00). Let w : T3 — [0, 00) be of tensor product form. Then
the reverses of the inequalities in (1.21) also hold:

(w, tlce S [w, ulue < (w,ple < [w, tlBox-

Theorem 1.4 will follow from conditional results on d-trees, namely Theorem 6.3 and
Theorem 7.3.

1.5. The methods

The methods of proving this main result of ours are mostly by potential theory and some
combinatorics. But this potential theory is very far from the classical one. It is a poten-
tial theory on graphs with cycles, in particular, there will be no maximum principle for
potentials considered below. This is the main difficulty and the main attraction of what
follows.

2. Holomorphic function spaces in poly-disc

Another way to interpret the Hardy inequality (or more precisely, its weighted version, see
below) is to consider its connection to certain problems in the theory of Hilbert spaces of
analytic functions on the (poly-)disc. It was actually this connections that motivated the
study of this inequality in [ARSW] and [AMPS].

We start with some additional notation. Given an integer d > 1 and s = (s1,. . .,54) € RY
we consider a Hilbert space (D) of analytic functions on the poly-disc D¢ with the
norm R

1 may = D 1 na)Pn + D (g + D,
0

Nyenns ng =

where

f2) = Z f(n],...,nd)zf‘ ---- 77, z=(z1,...,zq) € D%
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Observe, that, clearly

d
@.1) He(D?) = (X) Hi, (D).
j=1
In particular, the choice s = (0, ...,0) gives a classical Hardy space on the poly-disc, on

the other hand s = (1,...,1) corresponds to the Dirichlet space.

2.1. Embedding (Carleson) measures on poly-disc

A measure v on D? is called a Carleson measure for Hs, if there exists a constant C,, such
that

22 [ 1@ av(2) < Gy

or, in other words, the embedding Id : Hy(D%) — L*(D?, dv) is bounded.

For brevity we concentrate below on the case d = 2, indicating the changes necessary
for other d. Consider first the case of s = (1, 1).

Given a holomorphic function f(z1,22) = X, 050 @mnZ|'2; ON D? we let

1 1pey = D lamnl2(m+ 1)+ 1),
m,n>0

this norm can also be written as follows

1 1 .
2 _ 2 N
1 2y = = /DZ 02,2, f (21, 22)|” dz1 dzo + 5 /T/D |0z, f(z1,€")|" dzy dt+

! it isy)2 1 i ~
ﬁ/D/Twsz(e‘,etsﬂ deZ2+m‘/1T/1F|f(els’el )2 ds dt =

lf11> + other terms,

where || f]|. is a semi-norm which is invariant under biholomorphisms of the bidisc. In
what follows however we use an equivalent norm, arising from the representation D (D?) =
D(D) ® D(D) (this particular choice will be justified in few lines). For f € Hol(D) let

@3 171 = 1 [ 17P@dz+ GlrOF,

where Cy > 0 is a constant to be chosen shortly. It is classical fact that the Dirichlet space
on the unit disc is a Reproducing Kernel Hilbert Space (JARSW]), and, consequently,
D(D?) is one as well. The reproducing kernel K, z € D? (generated by || - ||p) is

1 1
24 K;(w) = |C; +log ——— (C1 +log——|. zwe D?
1 -ZzZjw 1 -2uw

(so it is a product of reproducing kernels for D(D) in respective variables), and C; > 0 is
a constant depending on Cj.
The definition of norm in (2.3) implies that K, enjoys the following important property

(2.5) RK;(w) ~ K (W), zwe D?,
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if we take Cy (re. Cp) to be large enough
Let u,w : T¢ — R,. We define a weighted Hardy operator to be

Lf(@):= )" fBwp).
Bza

We call (i, w) a trace pair for the weighted Hardy inequality, if

2.6) / (Lo /) dy < f £ dw
Td Td

forany f : T¢ — R, i.e the operator I, : L>(T¢,dw) — L*(T¢,du) is bounded. The dual
version is

2.7 / (I"(pp))* dw < / ¢ du
Td Td

for any ¢ : T — R,, where
LeB) = ) ¢la).
as<p

It turns out that trace pairs for the weighted Hardy inequality and Carleson measures
for H; are closely related. Below we give a brief overview of this relationship. We gloss
over most of the technical parts of this short exposition, for more details see [ARSW]
and [AMPS, Section 2], where it was presented ford = 1,5 = 51 € (0,1]and d = 2,5 = 1
respectively.

We start by assuming that s € (0,1]¢ (so that H,(D?) is a weighted Dirichlet space
on the poly-disc), and that supp v C rD? for some r < 1 (the latter is just a convenience
assumption that allows us to make the corresponding graphs to be finite, no estimate below
will depend on r, or on the depth of the graph).

It is well known that Hy, (D), 1 < j < d, is a reproducing kernel Hilbert space (RKHS)
with kernel Kj; satisfying (possibly after a suitable change of norm)

2.8) K5, 1(z:4) = 1= 5157, 0<s; <1
K 1(z:4) = log [1 = ;17,55 = 1.

Moreover it is not hard to verify that

(2.9) RK, =< |[Ks[,0<s < 1.

However, the case s = 0 is a special case as

(2.10) Poisson kernel is not equivalent to the absolute value of Cauchy kernel .
It follows immediately that Hz(D4) is a reproducing kernel Hilbert space as well, and

d
K§(Z’{) = 1—[ KSj(Zj7 {j)’ z,4 € Dd‘

J=1
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Going back to the Carleson embedding we see that Id : Hz(D¢) — L*(D4,dv) is bounded
if and only if its adjoint ® is bounded as well. Let us compute its action on a function
g € L*(D4,dv)

(©g)(z) = (©g, K3(z, ) ;) = (8 K5(2, N 20D 0 = /D 8(OK5(z,0) dv(Q).

Hence, for ® to be bounded it must satisfy
2.11)

18117200 ay) 2 198ll31,04) = (8.98) 120 ay) = /Dz[g(Z)g({)K;(z, $)dv(z) dv({).

If inequality (2.11) holds then trivially the following holds:

Q1) el % [ SOHOKGO D, 20,

If we would know that the real part of the coordinate reproducing kernel is comparable
to its absolute value, we deduce that @ is bounded, if and only if

@.13) L., @I 01 (@) ) 5 Wl

for any positive g on D<.
In fact, (2.11) implies (2.12), and we can take the real part of both sides of (2.12),
putting real part on kernel. Now if to know that

d d
Q14 RK:(0) =R[ [ Ky 5) = 1] | K@)l = [Ksz Ol 2,0 € DY,
j=1 j=1

we would deduce (2.11)=(2.13). The only thing we need for this implication is the above
pointwise equivalence (2.14). On the other hand, the implication (2.13)=(2.11) obviously
always holds.

We conclude that in the presence of pointwise equivalence (2.14) we have (2.11)=(2.13).

However, equivalence (2.14)—ultimately important for us to prove equivalence of dyadic
and analytic embeddings (see below)-has limitations. First of all it is false even for 1D case
d = 1if s =0, see (2.10). That makes the case s = 0 quite special. It is well known that for
1D case embedding measures for Poisson and Cauchy kernels on L?(T) are the same. This
is rather simple, but should be consider as “a miracle". Already in 2D situation the fact that
embedding measures for Poisson P, P;, and Cauchy K;(z,{) = (1 — 210)"'(1 — 228) ™!
kernels on L?(T?) are the same is a subtle fact that will be considered in [MTV] separately.

Another interesting distinction of the case s = 0 is again about (2.10). The reader will
see, that for s > 0 we will characterize the embedding in terms of simple box (rectangular)
test. As it is well known from the works of Chang, Fefferman and Carleson [Ch], [RF],
[Car], [Tao], such characterization is not possible for Poisson embedding of L*(T9) if



12 P. Mozolyako, G. Psaromiligkos, A. Volberg and P. Zorin-Kranich

d > 2. We would wish to attribute this phenomena to the fact that Poisson kernel has a
special shape.
Let g() is the Whitney rectangle described at the beginning of Section 2.4 below. Let

P(a,B) := sup P(z,?0).
z€q(@),{€q(B)

See the definition of w; below in (2.22).
In the language of the tree 79, the fact that Poisson kernel has a special shape means
that the following inequality is false in general.

(2.15) Ly 1(a Vv B) < P(e. ),

This finishes the discussion of § = 0, which corresponds to the Hardy space in the
poly-disc. Now let § = (s;) and 0 < s; < 1.

2.2. Unweighted Dirichlet space in poly-disc

We first consider the case when all s; = 1. For brevity we assume d = 2. For unweighted
Dirichlet space this is not a restriction of generality as we will see soon. The reproducing
kernel K+(z,4) = log(1 — z1£1)1log(1 — 2242) = Ki(21,£1)K1(22, {2). The first idea is to see
that our inequality (2.11) (equivalent to embedding):

.16) [, ¢80k, 0 dv(2) Q) < Al

implies that for every C > 0 we have

(2.17) /Dz g(28(0)(C + Ki(21,£))(C + Ki(22,£2)) dv(2) dv({) < BO8II7 252 g
To deduce the latter inequality from (2.16) one should open the brackets and consider
4 terms in the LHS. The term with K(zi, 1))K(22, ) is by (2.16). The

term with C? /Dz 8(2)g(O)dv(z) dv(¢) obviously is < ||g||iz(]Dz ) by Holder inequality.
Consider one of mixed terms (they are treated symmetrically):

2
< ||g||L2(]D2,dv)

c / ¢(DRDK: (21, £1) dv(z) d¥({) =: CIL,
DZ

skip C, and, using disintegration theorem and pushing forward of v to the first coordinate
(we call that push forward v;), we write I as follows

1=/G(ZI)G(KI)Kl(bel))dVl(Zl)dvl(KI),
D

where G(w) := /g(w, u)dvy,(u) and dvy,(u) are slicing measures: v(E) = fvw(E)dvl(w).
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Push forward measure v; on D is obviously a Carleson measure for 1.D Dirichlet space,
if v is a Carleson measure for Dirichlet space in 2D. Therefore,

/DG(Zl)G(§1)K1(Z1,§1))dVl(Zl)dvl(él) < B/D|G1(Zl)|2dV1(Z1) <
B'[D (/D |8(Z1,Zz)|dvz1(12))2 dvi(z1) < B’/D2 lg(z1, 22)|* dv,, (z2)dvi(z1) <

B /D g )P dv(a).

We deduced (2.17) from (2.16) by the use of the disintegration theorem and slicing
measures. Notice that the nature of the kernel did not play any role. We could have done
this with any dimension d and any kernel Ky instead of K3. .

The fact that we worked with precisely K; is crucial. In fact, values of 1 — z£,z,{ € D
K, are obviously in the right half-plane. Hence, as 3K is the argument of log l+zf’ we
have

(2.18) |9K\(z,{)| < m/2.

Hence, by adding sufficiently large constant C > 0 to K;(z, ) we achieve a) |R(C +
KD >> |3(C + K|, b) |JR(C? + K;(z,0) 2 C‘R(szl(C + K1)(zj,¢;))) for any dimen-
sion d, it is enough to choose C = C(d) large positive number. The latter inequality implies
that

(2.19) RIL, (C + Ki(z),4)) = [T, (C + Kz, )] -

Therefore, for § = 1 by modifying the kernel we can achieve (2.14) without changing
the class of Carleson measures. This is shown by (2.17). This means that without changing
the set of embedding measures we can equivalently replace inequality (2.11) by (2.13).
This reasoning works for 5§ = 1 and any dimension d.

2.3. Weighted Dirichlet space in poly-disc

Now 5 = (s ,);lzl,o <sj<1,buts# 1. We are unable to repeat the trick that was successful

in the previous section. In fact, for Ky = (1 — z£)*~! with 0 < s < 1 (2.18) does not hold,
the imaginary part will not be bounded, and so the previous reasoning with adding a large
constant to each kernel of each variable does not work.

However, to reduce the analytic embedding (2.11) to dyadic embedding on multi-tree
we seem to really need to show that (2.11) implies (2.13) (the converse implication being
always trivial).

Here we have only partial results, namely for the case when

(2.20) 1-—e(d)<s; <1

for e(d) sufficiently close to 0.



14 P. Mozolyako, G. Psaromiligkos, A. Volberg and P. Zorin-Kranich

We just notice that 1 — z/ lies in the right half-plane if z,/ € D, and so (1 — z£)€ lies
in the cone C¢ = {u +iv,u > 0, |v| < u - tan we}. Therefore, for every s; € (1 — ¢, 1),

|8KY,(Z]’§I)| < tanrwe - %KY/(Z]’gl) N

This implies that if € is sufficiently small (depending on the dimension d) then (2.14)

holds, which, as we have already explained gives us the equivalence of (2.11) and (2.13).
From (2.13) we will now proceed to conclude that dyadic embedding holds. Then we

will explain why dyadic embedding implies (2.13), thus closing the circular argument.

2.4. From the embedding of analytic functions in the poly-disc to dyadic
multi-parameter embedding

Consider a fixed dyadic lattice D on T. By this we mean the following. For any dyadic arc
I on T symbol Q(I) denotes a Carleson box

o) :={z=reé?eD:0el,l-|I|<r<l}.
by ¢(I) we understand its top half:

i 1
q(l);:{zzreleeD;eel,l—mgrg1_|_2|},

Sets g(I) form a classical Whitney decomposition of D into dyadic Carleson half-boxes.

This Whitney decomposition corresponds to a chosen dyadic lattice. Clearly there is
a one-to-one correspondence between these half boxes and the vertices of a dyadic tree T
just because vertices of T and dyadic intervals of D are in one-to-one correspondence. So
each half box has an address «, which is a vertex of T, so we can write

q((@) = q(I).

We can choose a fixed dyadic lattice for each coordinate tori T. Consequently the Whitney
decomposition of D generated by Cartesian products of the respective coordinate decom-
positions can be encoded by vertices of T<, i.e. each (multi-) half box ¢ corresponds to a
point a,; € 79, and vice-versa, each o € T has a unique counterpart g(«), where now «
is a multi-index corresponding to the vertex of T¢.

The reader should keep it in mind when we will consider boxes constructed by random
choice of dyadic lattices w := (Dy,. . .,Dy). Notice that the collections w := (Dy,...,Dy)
of dyadic lattices form a natural measure space provided with probability measure: (Q, P).
For future purposes notice that given a point z in poly-disc D¢, and a random multi-lattice
w, we will call the address of the box that contains z by symbol a®(z) (any fixed z is
contained in an open box almost surely, and, thus, the address is uniquely defined by z and
w). The box should be called g(@“(z)). Often we skip w.

As aresult we can define a family canonical map A = A“ : Meas™(D?) — Meas*(T?)
given by

(2.21) Av(a) = v(q(@)).
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Similarly, given a function g € L>(D4, dv) we write

1
Ag(a) = m /q(d) g(2) dv(2).

A vertex a € T corresponds to a rectangle R(a) = I} X --- X Iz. Let 5 = (s1,...,54),
O0<s;<1,i=1,...,d. Put
(2.22) wy(@) = L g

This is the weight on 7¢ that is associated to the embedding theorem on T¢. This
theorem corresponds to the embedding theorem of class H on D<.

Define a random kernel as follows. Fix w € Q and (z,¢) € D?¢, in dyadic multi-lattice w
find @, 8% such that z € g(@®), ¢ € q(B“). Up to measure zero of w, z,{ lie in correspond-
ing open boxes, hence, the boxes are uniquely defined, and so a®, 8 are well-defined.
Then consider

k“(z,¢) == (ly; @ (2) V B(L)) -
where a V S is the least common ancestor of @ and 3 in geometry of 7¢. In particular, for
5 = 1, multi-tree kernel 1(a Vv B) is the number of ancestors that are common for & and

B.IfS # 1, the kernel counts the weighted number of ancestors.
An elementary computation gives that independently of w the following inequality
holdsifs; #0,i =1,...,d:

(2.23) k2 (2. ¢) < |Kz(z,0),
The implied constant depends only on d and s; # 0,i = 1,...,d.

Remark 2.1. If some s; vanish, we have “a phase transition" in the kernel, and (2.23)
stops to be true in general. This explains the special role of Hardy spaces on the poly-disc.
If the reader thinks that Chang—Fefferman theory gives the embedding theorem for Hardy
space H*(DY) (the case s; = 0,i = 1,...,d), we should upset the reader by saying that this
is not so. Chang—Fefferman theory gives the characterization of embedding measures in
d-harmonic space h*(D9). As, obviously, the Hardy space of holomorphic functions in the
poly-disc is such that H*(D%) c h*(D?), the Chang—Fefferman theory gives the sufficient
condition for measure to be an embedding measure for the Hardy class, but whether it is a
necessary condition (we believe it is) is not known outside the classical case d = 1. If the
influential paper [FL] were correct, then its proof can be modified to give this necessity,
but unfortunately the note [V] indicated a counterexample to the reasoning (but not to the
result) of [FL].

The inverse inequality to (2.23) is generally not true due to the difference between
hyperbolic geometry on the unit disc and that of a dyadic tree. However, one can verify
that if one considers the family of dyadic lattices Q w = (Dy,. .., Dy) on T9 with a natural
probability measure on this family, then the following holds
(2.24) V(z,0) eD* 3Q(z,0) c Q:

a) P((z,{)) 2 cqg > 0,
b)Vw € O(z,0),|Kz(z,{) < Caky(z,0).
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where c4, C4 depend only on dimension d.
Now (2.23), (2.24) give us

(2.25) K3(z,0) < Bk 1(z.0)

By Tonelli’s theorem we have

2260 D Y Ag@AgBLy (e v HAV@)AV(B) = /T (I(AgAY)) du,

aeTd gerd

Given that we fix w and write for z € D4, € D?, we use that k5“(z, ¢) is constant on
each pair of boxes from multi-lattice w detected by pair (z,):

ean [ [ swsoreaeine -

D10 Aslg@)Ag(gla)ly 1@ v B)AV(g(a)AV(g(B)) <
q(@®) q(B*)

IASIE: ) < 81250, -

where constants of equivalence depend only on the dimension. Here we used (2.26) and
the boundedness of operator with kernel I,. 1(a V ) on graph T4,

Now let us hit (2.27) by expectation in w and use (2.25). Therefore (2.13) follows from
(2.7) for u = Av and w = w;.

Assume now that (2.13) holds. Fix a measure u on 7¢. Fix any w. Let v be any measure
on D? such that Av = y. Then

/Dd /Dd 2(2)g(OkL dv(z)dv({) < ”g”izw)

just because of (2.23). Apply this inequality to special non-negative g that assume constant
values on each given box g(@®). We can choose those constants arbitrarily with only

condition that ||g||i2(v) = ||g||iz(AV) < co. Then we get (2.7) for u = Av and w = w;.

2.5. Verifying (2.24)

Itis enough to verify it for d = 1 because then we can use the product structure of the kernel
|K3| and the independence of lattices Dy, ..., Dy4. Put D(z,{) :=|z- |+ 1 —|z| + 1 =[],
it is a sort of distance. Then

Ki(z.0) =11 -2{I"" ~ D(z.0)"".
Now we define the analogous dyadic distance that depends on a dyadic lattice, call lattice
L. D*(z,{) is defined as the smallest length of dyadic arc from L that is larger than max(1 —
|z|,1 = |£|) and contains the shorter arc that has end-points z, .
Then right hand side of (2.24) (for d = 1) is =~ (D*(z,£))*~! and D" is always > ¢ D,
where c is an absolute constant. Of course we have

(aist2.0) " ~ L2 v ).
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To prove (2.24) (for d = 1) it is enough to prove that
dist"(z.£) < € D(z,2)

for a set of dyadic lattices of a fixed probability. Let the full family of dyadic lattices be
just the rotation of one fixed lattice provided with a natural probability measure d6 /2.

Let I be a dyadic arc of length 27 - 27", Given gz, {, let us calculate the probability
of being a bad dyadic lattice, where bad means the display inequality above is false with
constant C = 8. Each dyadic lattice has two end-points of first division, four end-points of
the second division, et cetera.

Then the probability for the first division points to be inside I is = = 2 - 27" (as
T
we have two such points). The probability for the second division points to be inside 7 is

4 -27" We continue until we find the m — 4-th division points for which the probability
such a point is in / is almost 2~* . 27 These are all bad scenarios. Their probability is
at most 1/8.

Hence, the probability none of these points are in / (which we can call a “good” event),
is at least 7/8. But if none of these division points are inside 7, we have

Dy (z,¢) <10D(z,¢).

Inequality (2.24) is proved.

Let us formulate the reduction from d-disc to d-tree by a theorem.

Theorem 2.2. Lets = (sy,...,54), si € (0,1],i = 1,...,d. And let all s; be sufficiently close
to 1: 1 —s; < &g, for a certain positive absolute €4 and i = 1,...,d. Let v be a measure
in D. Then embedding operator id : Hz(DY) — L*(D9,v) is bounded if and only if for
any dyadic multi-lattice w on T measure u = Av on T? obtained by formula (2.21) and
weight wy on T¢ from (2.22) give us the embedding pair on T¢ in the sense that

(2.28) 2, TupP@uws(a) < C /T v

aeTd

Notice that weight wz(@) here has a tensor product form:

a=(al,...,aq) = ws(@) = ug (1) - s, (@q) .

Remark 2.3. Notice that for 5 = 1 (Dirichlet space case) integration in (2.26) with respect
to dw; means just summation over all vertices of 7¢. For other § a natural weight appears
(it weights the vertices), and the summation has to be with respect to this weight. In our
situation of the scale H; (of various spaces of analytic functions in poly-disc described at
the beginning of this section), the weight that appears is always the product of weights in
each coordinate. This emphasizes why we especially care about the results with product
weights.

To summarize, the problem of characterizing Carleson measures for the weighted
Dirichlet space H; can be often moved to a discrete medium (for 5 = 1 can be always
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moved to discrete medium, for any dimension d), and after that this problem interpreted
(without any loss of information) as the problem of characterizing a trace pair (y, ws).
For instance we will see, that (2.7) is equivalent to a single box condition (since w;z has a
product structure)

2 TAY(Bus(B) s TAV(B)

B<a

for any 8 € T¢. On the poly-disc this condition transforms to

> ATR)ws(R) < W(T(Q)).  for any Q,

RcQ

where Q, R are dyadic rectangles on the (poly-)torus T¢, and T(Q) is the usual tent area
above Q. One can also check that this condition is necessary by testing Carleson embed-
ding on appropriate functions.

The argument above fails for a number of reasons, if even one of the parameters s;
becomes zero. However, for the classical Hardy space on the poly-disc one can still make
a connection between Carleson embedding and Hardy inequality, only now we use the
direct embedding (2.6) instead of the dual (2.7), and the roles of u and w are reversed. It
is done in Section 3.

3. End-point case s = 0

We repeat ourselves: the equivalence (2.14)—ultimately important for us to prove equival-
ence of dyadic and analytic embeddings—has limitations. First of all (2.14) is false even for
the case d = 1 if s = 0, see (2.10). That makes the case s = 0 quite special. It is well known
that for d = 1 case embedding measures for Poisson and Cauchy kernels on L*(T) are the
same. This is rather classical, but should be consider as “a miracle” exactly because (2.14)
fails. Already in 2D situation the fact that embedding measures for Poisson P, P,, and
Cauchy Kj(z.0) = (1 - 21£1)7'(1 = 22£) " kernels on L*(T?) are the same is a subtle fact
that will be considered in [MTV] separately. It is based on Ferguson-Lacey’s characteriz-
ation of symbols of “little” Hankel operators [FL], [L1].

Another interesting distinction of the case s = 0 is about (2.10). The reader will see,
that for s > 0 we characterize the embedding in terms of simple box (rectangular) test.
As it is well known from the works of Chang, Fefferman and Carleson [Ch], [RF], [Car],
[Tao], such characterization is not possible for Poisson embedding of L*(T¢) if d > 2. We
would wish to attribute this phenomena to the fact that Poisson kernel has a special shape.
In our language this means that unlike (2.23) above that holds for s # 0, the same type of
inequality for Poisson kernel

(3.1) L1V f) < P(a.p)

is false, where P is a multi-parameter Poisson kernel, P(«, ) := sup, . g(@),c<q(B) P(z,0).

For s = 0 the space H, (D) =: H*(D?) is the Hardy space on the poly-disc. The embed-
ding Id : H*(D?) — L*(D%,dv) can be still equivalently described as inequality (2.11),
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but cannot be described any longer as inequality (2.13). The reason is that the reprodu-
cing kernel Ko(z,¢) = (1 — zZ)~! does not satisfy anymore the property that its real part is
equivalent to its absolute value.

Still we want to deduce the embedding theorem Id : H*(D?) — L*(D?, dv) from
dyadic statement of the type (2.7). Notice that embedding of Hardy space of analytic func-
tions in the poly-disc follows from the Poisson embedding. Also notice that for dimension
d =1 these two embedding are equivalent, in the sense that the classes of embedding
measures in the disc are the same.

This is absolutely not obvious for d > 1. So below we consider only embedding of
L*(T%) by the means of multi-Poisson kernel. We do not touch upon the question of equi-
valence of this Poisson embedding of L?(T¢) and the (Poisson) embedding of H>(T¢).
The relation between two embeddings (that of L>(T¢) and that of H*(T%)) for d > 1 will
be addressed in [MTV]. It is a really subtle question that requires the extension of [FL].
To our utmost consternation this question has not been addressed in the literature.

To this end we stop to consider the adjoint operator to embedding Id : H>(D) —
L*(D4,dv). Instead we consider this embedding directly, namely, if P¥ denotes the Poisson
extension in k-th variable, we write down our embedding as the following inequality

(3.2) /[Pl...Pdf]zdvs/ |f1? dmyg,
Dd Td

where T¢ is the torus and my its Lebesgue measure. We emphasize again that this should
hold for any f € L*(T%,my). Let {q(@)},<ra be the Whitney decomposition of D¢ gener-
ated by Cartesian products of the respective coordinate decompositions. By [Ch] we know
that inequality (3.2) is equivalent to Carleson—Chang condition:

(3.3) Z v(g(@)) < Cma(Q) Y open Q c TY.
a:q(a)NT ent(Q)#0

So we wish to deduce the implication (3.3) = (3.2) by using only the dyadic multi-tree
statement that we will formulate now.

Let f:T% — [0,00) and let my be Lebesgue measure on dT< := (9T)? given by
mg(w) = 27N9 Now let Q be an arbitrary union of elementary cubes w’s of size 2~V . Call
such sets dyadic open sets. For any & € T¥ we denote by R, the dyadic d-subrectangle of
the unit cube that corresponds to a. Let v : T¢ — [0, o) be such that

(3.4) Z (ma(Ra)*v(@) < Cmy(Q) V dyadic open Q c 9T< .
a:R, cQ

We consider the inequality on multi-tree 7¢:

(3.5) / (I*( fdmd))2 av<c | fPdmg.
Td ard
Suppose we know that (3.4) = (3.5) (with different constants, but without dependence
on N). We want to use this implication as the only tool to prove implication (3.3) = (3.2).
This requires some work even for the case d = 1. Below is the way to do this reduction
for d = 1,2. General n follows the same steps.
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For an interval I of R, Q; denotes Carleson box, 77 denotes its upper half. Similarly,
for a rectangle R = I X J in R2, we have Qg := Q; X Qy and Tg := Ty x T;. If I run over
a certain dyadic lattice of intervals, then 77 tile the upper half-plane. Similarly, if R run
over dyadic system of rectangles, T tile C2. In the next two subsections Iy always denotes
[-1,1], and let Q¢ be always Q[_i 1.

3.1. One dimensional case.

Let P f mean Poisson extension of f. We first consider a 1D case. Let measure v lie in the
upper half plane, a nonnegative test function f on the real line has support in [-1/2,1/2],
and let measure v satisfy the following box Carleson condition:

(3.6) w(Qr) < Cy || VI.

We want to give a new proof of Carleson embedding:

(3.7) /Q [Pf)?dv < C> / f2dx,

where C; depends only on Cj.

As we have Harnack inequality for Pf we always may assume that v is a doubling
measure in Poincaré metric of C,.

We wish to prove implication (3.6) = (3.7) by allowing ourselves to use only implic-
ation (3.8) = (3.9), where given a dyadic lattice D, we have

(3.8) WO <Ci|lI| VIeD
(3.9) Z( T <C / fldx.
JeD R

Here are several notations: as always for a given I, AI means the interval with the
same center, but with length A|I|. If I is an interval of a dyadic lattice D then I/ is its
ancestor such that |I/| = 2/|I|. We denote by ¢; = x; + iy; the center of Ty, and by P; the
Poisson kernel with pole at ¢;. As Py f is bounded by an absolute constant times the convex
combination of averages ()« ;, k =0,...,log ﬁ and average (f),, we can choose k;

that gives the maximum to (f),« ;, k = 0,...,log ﬁ, and then

Pf(cr) = Prf < Ai{f)ors 1 + A2y -

Our goal is to give a new way to prove (3.7). Traditionally it is deduced from (3.6) by
interpolation argument. We wish to deduce it using only dyadic L? estimate. The second
term is trivial to estimate.

To estimate the first term, we will do the following. We consider the probabilistic space
of dyadic lattices built as follows. Divide R into equal intervals of size 27"V, where N is
very large. We do it to have [-1/2,1/2] tiled. Now we can toss the coin and choose which
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pair is united to one dyadic interval of size 2~V *!. These are fathers. Toss the coin again to
choose who are grandfathers. Now for a given interval of size 2"V we have already 4 dif-
ferent grandfathers, each with probability 1/4. We continue this tossing for total number of
N + 4 tossing. For any interval of size 2~V inside [—1/2,1/2] the most senior ancestor will
contain Qg = [—1/2,1/2] with probability 15/16. We call the collection of such dyadic lat-
tices Q (it is a finite family of lattices). All dyadic lattices in Q2 have the equal probability,
and we just renormalize the probability to have P(QQ) = 1.

The thus obtained random dyadic lattice will be called D(w), their probability space
will be called (,P). Now fix w € Q (meaning fix one of those lattices), and consider some
small I € D(w) of size 27V. We consider ¢; and find k; as above. Consider 2k T 1t is not
dyadic may be, but it has the same center x; as dyadic I, so consider /¥’ and I*/*'0 and
check whether I is inside %1"’ *10Suppose yes. Then obviously as x; € I*, we will
have that

okip  [ki+10

It is very easy to see that
3
P{I"' is inside Zl’““o} >1/2.

Thus
P{zkll c 1"1“0} >1)2.

If the event 2K1 [ ¢ Jki+10 happened, then we call 77 good, we color it red, we color / ki+10
also red, but we take measure v on 77, color it blue and move this blue mass to T7«,+10. No
measure then is left in 77. All measure movements are “up”. It never happens that measure
is moved into square Qy, J € D(w), from outside of Q. Therefore, new measure satisfies
the same Carleson condition (3.6) for all boxes Q;, where J is in this D(w).

Otherwise we call 77 bad, we color it white. Do nothing else.

Then we look at intervals of size 2~V*! and repeat all that. We do this for every D(w).
Obviously the same 77 can be good for some w and bad for others. We established above
that the probability to be good is at least 1/2.

It may happen that a certain 7 has blue mass (moved from below) and original mass.
If we need to move mass from 7; we color blue and move only original mass, the “new”
mass, the blue mass, which came from below, rests unmoved.

When we finish the procedure we have a new measure, and we color it all blue (many
parts of it are already colored blue), and we call it v, (w) (it is random, and it also depends
on f). But it is dyadic Carleson like (3.6) for all boxes Qj,1 € D(w).

After this procedure, it may very well happen that for a given D(w) and J € D(w), Ty
is colored white, but J is colored red and T contains blue mass particles.

For every w we also have subdomains R (colored red) and W (colored white) of Qy,
W = W(w) consisting of bad 77,1 € D(w), and R = R(w), consisting of good 77,1 € D(w).
Now

/R[Pf]zdv < Z (f)?kmo"b(lel“O) + (f)%o|v|

IeD(w), Ty good

<Y, (inmsc [ fax

JeD(w),J red
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This is because we always preserve dyadic box Carleson (3.6) property for v;(w) in
corresponding D(w). On the other hand, let us denote by # the union of all I’s in all
dyadic lattices D(w),w € Q, such that 27V < |I| < 2*. Then

2 1 2
/Q/R(w)[Pf] dv dP(w) > 5 '/Q()[Pf] dv,

because each Ty, I € ¥, will be red at least half of the time (meaning that P{7} isred} >

1/2).

3.2. Multi-dimensional case.

Now measure v is in Qf. We will consider for brevity only the case n = 2. Measure v
satisfies Chang—Carleson condition. For any open set G C Qg, consider its tent: Tg =
({z,w) € C; : R(z,w) C G}, where

R(z,w) = [Rz -9z, Rz+ Jz] x [Rw - Jw,Rw + Jw].
Chang—Carleson condition is
(3.10) v(Tg) < G |G,

where |G| denotes plane Lebesgue measure of G.

As we have Harnack inequality we always may assume that v is a doubling measure in
the natural metric of C2.

This allows us to notice the following. Consider any system of dyadic rectangles.
Choose any finite family of dyadic rectangles R = I X J of this system, we call their union
O ““a dyadic open set”. It has a dyadic tent Tg. Now, by definition, it is the union of all Ty
for all dyadic Q (of the same system) such that Q C O.

The doubling property above (which we assume without loss of generality because
of Harnack’s principle) allows us to conclude that if v has property (3.10) it also has the
following dyadic Chang—Carleson property:

(3.11) v(Tg) < Clo].

Now let = P'P? be the bi-Poisson extension. Fix a test function f > 0 supported
in [-1/2,1/2]*. Consider two dyadic lattices of one variable as before D(w,), D(wy),
and consider the system of dyadic rectangles R = I X J, I € D(wx),J € D(wy). Call this
system D(w), w := (wy, wy). Let cg = (cr,¢y), where ¢; is the center of Ty, ¢, is the center
of TJ .

Let P} be the Poisson kernel with pole at ¢z, let P be the Poisson kernel with pole
at cy. Bi-Poisson extension PI1 P3 is bounded by an absolute constant times the convex

combination of averages (f)sx jxom j, kK =0,...,log ﬁ, m=0,...,log ﬁ and average
(f)0,» we can choose kj,m; that gives the maximum to (f)yx jyom 5, k = 0,...,log ﬁ,
m=0,...,log ﬁ and then we have

Pfler,cr) = P}ng < A1<f>2’<1 omy + A2<f>Q0 .
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Again we can ensure that
(3.12) P{zku c [+ omi J"““O} > 1/4.

Then we just repeat the coloring scheme from subsection 3.1. This time we color the 4D
rectangles Tg, R € D(w) white, if Ty is bad, namely, if the event in (3.12) did not happen,
and color it red and call it good if that event does happen. From red Tg we scoop all the
measure v, color its particles blue and move to Ty for the ancestor R := [F1+10 5 gms+10
of R=1XJ.

Again we will have that random blue measure v(w) satisfies (3.11) as the original
measure v does. Then we repeat the calculation of subsection 3.1. We should prove the

embedding
/ / [P'P?fPdv < C / frdm, .
Q0xQo ToxIy

We just repeat the averaging over probability calculation of subsection 3.1.

4. Surrogate maximum principle

From now on our paper is devoted only to the multi-tree case (dyadic n-rectangles case).
We will need to overcome a major difficulty: the potential theory on multi-trees does not
allow maximal principle.

Let u be a positive function on an d-tree T¢ Its energy is defined as

&lu] = / w(I ).

We view the weight w : T4 - [0, c0) as fixed, and keep it implicit in the notation. The
energy can be written in terms of the potential

VH = T(wI™ 1)

as S[u] = /T « V¥ dpu. Consider the truncated potential and energy

Vi Kysoul', &l = [ Vidu= [ wrap
Td {Vr <6}

On a I-tree, we have the maximum principle
(4.1 Vi <6

It follows that, for any positive function p on 7', we have

4.2) /ngpzf wl*ul*p
T (Vi <6}

< min(8|p|, E[u]*E[p]"?)
< (Slpl)*(E[ulE[p]) 72
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lpl :=/p~
T

A similar estimate on 2-trees, with a specific «, was obtained in [AMPVZ]. In this section,
we give a streamlined proof of such an estimate on 2-trees and extend it to 3-trees.

for every « € (0, 1], where

‘We do not know how to deal with d-trees with d > 4.

If79=Ty %X T, is an d-tree, then we denote by Iy, ..., I, the Hardy operators
acting in the respective coordinates, so thatI = I; - - - I,,. We use a similar index convention
for operators Ay, ..., A,.

4.1. 1-trees
Lemmad4.1. Let T be a tree and f,g : T — [0,0) be any functions. Then
Uf)Ig) <IUf-g+f-1g).
Proof.
If()Ig(a) < If(a)lg(a)+ I(fg)a)
D fhge+ ) fla)g@)

= D fgE@n+ Y, fl@)g@”)
= D If@")@”) + Y f@)ig@)
= I(If - g)@) + I(f - [9)(@). .

Definition 4.2. Given a finite tree 7', the set of children of a vertex 8 € T consists of the
maximal elements of T that are strictly smaller than £:

chB:=max{B €T: B’ < B}
A function g : T — R is called superadditive if for every € T we have
2B = . g
B’ ech(B)
The difference operator is defined by
AgB)=2(B)~ ). &(B).
B’€ch(B)

Lemma 4.3 (Partial summation). Let T be a finite tree. For any functions f,g : T — R,
we have

(4.3) D f@g@) = Y Af@)ig)).

a€eT @' €T
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Proof. By induction on the size of the tree, one can show

flay= ) Af(@).

a’'<a

It follows that

Dif@g@ =) Af(@)gl@) = Y Af@) Y gle)= Y Af(@)iga). m

a,0:a <a aa’ <a @' €T

Lemma 4.4. Let T be atree and f,g : T — R. Then

I'(fg)=I"(Af - 1g) - f(Ig - g).

Proof. For B €T, write |8 :={a € T|a < B}. This is again a sub-tree, on which we can
apply the partial summation identity (4.3). Hence,

F(f5)(B) = /wfg= /w Af - I(glyp)

For each a € |3, we have

Il = > e = D> e - D> 2+ =Ig(a) - Ig(B) + g().

y:a<y<p yiasy VB<y

Therefore,
I'(F9)(B) = [ (AT 8= 156 +8)

- [ ar-tg-us®)-s6n [ ar
B 1B
=I'(Af - 18)(B) - (1g(B) — 8(B)) f(B)- .
Corollary 4.5 (cf. [AMPVZ, Lemma 2.2]). Let T be a tree and f,g : T — [0,00) . Then

I'(fg) < I'(Af - 1g).

4.2. 2-trees

In this section we prove a version of (4.2) on 2-trees that refines [AMPVZ, Lemma 4.1].
Recall thatI = I; 1.

Lemma 4.6. Let T? be a bi-tree and f.g: T2 > [0, 00) Then
INAg) <IAf-g+ L f -hg+Lf- -Lg+f Ig).

Proof. The linear operators I}, I, commute and I = I;;. To each of I}, we can apply
Lemma 4.1. Hence,

11)(T8) = (W LI g)
< L((h2f)(129) + (L)1 2g)).
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By Lemma 4.1, the sum in the bracket is
= (LI f)(hg) + (. f)(2118)
< L((LL (&) + (L f)(he) + L((Lf)(1ig) + (f)(Lg)).
Hence,
1)) < i (B((R1)(©) + (h () + b(((he) + (N(hhg)
=I0f-g+Nf-hg+Lf-hg+f-Ig). u

The following result will not be used in our current treatment of bi-trees. We include
it to illustrate the relation of Lemma 4.6 with the argument in [AMPVZ].

Corollary 4.7 (cf. [AMPVZ, Theorem 3.1]). Let 0 < § < A/4. Let f : T?> — [0, ) with
supp f € {Lf < 6}. Then

(ipaa < 407'1(1f - Dof)-

Proof. Substituting f = g, Lemma 4.6 implies that
AP <2(hf-bf+f-1f).
Using the support condition, this implies
@) pa < A7 1TF) Lip2a
< /1‘12}1(11f Lf+ 6f) 12
< 24—111(11]0 : sz) + 2607 If 1yfsn.
Since 26471 < 1/2, this implies
A Ngpza < 41_1}1(’1]‘ : sz) u
4.2.1. Energy bound.

Lemma 4.8. Let T? be a 2-tree and f : T> — [0, ) a function that is superadditive in
each parameter separately. Let w : T> — [0, o) be of tensor product form. Suppose that

supp f € {l(wf) < 6}. Then

/ wf - L f) - hlwsf) - Twf) < 62 / wf?.
T2 T2

Proof. By the hypothesis, the left-hand side of the conclusion is
(44) <5 /T wf I f) - B f)
s /T wif hwf) - b )
= 6‘/T2 wf - Ij(wif - h(waf))
s /T wf (b))



Carleson embedding on tri-tree and on tri-disc 27

By Corollary 4.5, we have
I(f-b(wf)) < (ALf - hih(wf)).

Since {I(wf) < 8} is an up-set, A; f is supported on this set. Since f is superadditive,
A1 f = 0. Hence,

4.5) L(f-hwf) <A -Lwf) <(Af-6)=06f.
Inserting (4.5) into (4.4), we obtain the claim. [

Lemma 4.9. Let T? be a 2-tree and f : T*> — [0, 00) a function that is superadditive in
each parameter separately. Let w : T?> — [0, 00) be of tensor product form. Suppose that
supp f € {l(wf) < 6}. Then

/ w(lwy f)*(hwy f)* < 46° / wf?.
T2 T2
Proof. By Lemma 4.1 and commutativity of operations in different coordinates,
(4.6) / w(lhw f)*(bws f)* < 4/ wh(wi f - (w1 f)) - b(waf - h(waf))
T2 T2
—4 / LG f - Twf) - h(wsf - hwf))
T2
—4 [ B b s - hwh)
T2
—4 [ 0B hw) G w)
T2

Using (4.5), we obtain the claim. [

The next results improve [AMPVZ, Lemma 4.1].

Lemma 4.10 (Small energy majorization on bi-tree). Let T2 be a 2-tree and f : T> —
[0, 00) a function that is superadditive in each parameter separately. Let w : T> — [0, c0)
be of tensor product form. Suppose that supp f C {l(wf) < 6}. Let A > 46. Then there
exists ¢ : T> — [0, 00) such that

a) lwe > Twf, where lwf € [A,24],

2 62 2
< C—
b)/Tzw“’ =Cr /Tzwf’

where C is an absolute constant.

Proof. Since 2617 < 1/2, we have

(L yaa < 427'1(1f - Do)
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And thus
I acrr<oa < 4/1_1]1(11f : IZf)lﬂs]Ifsu < 4/1_111(11f “Lf - 11[f§2/l)

Put
o =407 (If - 1of - pena)

Then ¢ does already satisfy condition a) of the statement of the lemma. Now apply Lemma
4.9 to see that condition b) of the statement of the lemma is satisfied as well. [

4.2.2. The lack of maximal principle and the capacity of bad sets. In [AMPVZ] we
proved the analogous small energy majorization statement on bi-tree 7% but with % in the
right hand side of b).

Let us see why we care. Let u be a measure on 972 and let it potential V¥ < 1 on
supp u. In the “usual” potential theory the maximal principle would imply that potential
V# < 1 everywhere (or at least that V¥ < C with absolute constant C, see [AH]).

This is not true for potential theory on multi-trees. The reader can find the counter-
examples in [AMPVZ].

The natural question arises: given A >> 1, what is the size of the set {V* > A}. Let
us introduce the usual notion of capacity on 72. Given a set E we consider all ¢ such that
Ip > 1 on E and

cap(E) := inf/ ©*
T2

where infimum is taken over such ¢. So one would like to estimate the capacity of the bad
set cap({V# > A}) in terms of A, if V¥ < 1 on supp u.

Theorem 4.11. Let us be on T* and V* < 1 on supp u. Then

CE[u]
/14

cap({V¥ > A}) <

for A = 1, where C is an absolute constant.

Proof. Consider f =1*u, 6 = 1. If f(a) # 0 then there is 8 < a such that 8 € supp u.
But then by assumption If(8) = II*u(B8) = V#(B8) < 1. By monotonicity of I we have that
If(a) < 1. Hence

supp f C {If <6 =1},

and we are in the assumptions of small energy majorization Lemma on bi-tree 4.10. We
apply it with data (f,6 = 1,4 := 2™24) to get functions ¢,,, m = 0, 1,.. . such that

Loy > 1f = VK, where V¥ € [22,2"1 4],
which means that

271 g, > 1, where V¥ € [272,2™+1 1],
On the other hand, putting ¢ := ¥, 2717 ¢,,,, we get firstly

Ip > 1, where V¥ € [4,0),
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and secondly
2
2 <( -1 -m 2 1/2) <
s (0 D [ <
2
C(/l—l Zﬂ’]Z’2m(‘/ f2)1/2) <o fz
— T2 T2

As f=T"p, /T2 fr= sz I fT2 I* pudu = /TZ VHdu = E[ ], which proves theorem. m

Remark 4.12. We do not know how precise is the rate A=* in Theorem 4.11. We do not
even know whether the sharp rate should be polynomial or exponential. What we do know
(see [AMPVZ]) is that for any large A there exists a measure u, such that V¥ < 1 on supp u
but with positive absolute constant ¢ the following holds

4.7 cap({V¥ > A}) > ce L.

4.2.3. Continuation of energy estimates.

Lemma 4.13. Let u, p be positive measures on T> and § > 0. Let w : T> — [0, 00) be of
tensor product form. Then

438) ([ 7a0)' < 28 Sestutetoliot
Proof. Let f := Tyu<sI* . Then
[sap= [1wnap

<101 [ i ap)

by Lemma 4.6,
< "2 [ 10w B + ) Twr)ap)
=24 2{ [wtt) - bwss) + £ Hwprp)
< 22012 ol ([ wtntons) - Bwag) + 1 Hwp?)

expanding the square and using Lemma 4.8 and Lemma 4.9,

< 2]/2|p|1/28[p]1/4(762/wfz)
= 28"%pl' 28] p]' /6" 285 ] /1. .

1/4
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4.3. 3-trees
Similarly to Lemma 4.6, we obtain the following result for 3-trees.

Lemma 4.14. Let T3 be a 3-tree and f.g: T3 > [0,00). Then

AN <1( Y Iaf - lacg)

Ac{1,2,3}

where I = [;ea Ii-

Corollary 4.15. Let0 < § < 1/4. Let f : T3 — [0,00) with supp f C {If < 6}. Then

A a<rr<on < 4/1‘11( Z Iif'l(i)f'llfsu),
i€{1,2,3}

where Iy = [1;4: 1.
Proof. Substituting f = g, Lemma 4.14 implies that
WP <12 Y hf - daf+2f-1f).
ie{1,2,3}

Using the support condition, this implies

@) Lacrp<on < A A Lacrp<a
< /1‘11(2 > nfIpf+ 2(5f)

i€{1,2,3}
31—11(2 > Iif-l(l-)f)+26/l‘llf.

i€{1,2,3}

Since 261! < 1/2, this implies
U aspeon <2702 Y Lf o f ) lazipn
ie{1,2,3}

32/1‘11(2 Z Iif'l(i)f'llfsm)- =
ie{1,2,3}

4.3.1. Energy bound.

Lemma 4.16. Let f : T? — [0, ) be superadditive. Let w : T3 — [0, o) be a tensor
product. Suppose that supp f € {I(wf) < 6}. Then

[ wtt@in) - mrswa Pt < 262 [ o,
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Proof. By Lemma 4.1, we have
(4.9) / w(ly (w1 f) - LI3(wws ) ywy)=<a
<2 [ whnf 1w ) - Gals(wsws )Pl
=2 [ B+ h@ ) - (alaws ) - (1w ) liapes
=2 [t 1) 1 (el ) - (1w ) hiapza)

By Corollary 4.5, we have

I (LB (waws f)) - (LB(w ) iwsy<a) < I (A1 (ywpy<a - Lwaws f)) - Li(LB(wf)).

Since {I(wf) < A} is an up-set and f is superadditive in the first coordinate, we have
A(ywpy<a - b (waws f)) 2 0, and I (LLwf) = Iwf < A on the support of the former
function. Hence,

I (LI (waws f)) - (b I(w ) Liws<a) < I (A (wpy<a - LI waws f)) - A)
= /ll[(wf)g,l : 1213(w2w3f).

Using this bound, we obtain
4.9) < Z/l/wlf Li(wf) - LIz(wyws f)

—21 [ 1+ 1ws)- mhws)

= Zﬁ/wf . If(f - L(wf)).

Asin (4.5), we see that
L(f-bhL(wf)) <6f.
This implies the conclusion of the lemma. ]

Compare the next result with Lemma 4.10.

Lemma 4.17 (Small energy majorization on tri-tree). Let T3 be a 3-tree and f : T3 —
[0, 00) a function that is superadditive in each parameter separately. Let w : T3 — [0, c0)
be of tensor product form. Suppose that supp f C {I(wf) < 6}. Let A > 46. Then there
exists ¢ : T3 — [0, 00) such that

a) we) = (wf), where (wf) € [4,24],

0
b)/ wcpzsc—/ wf?,
T3 /l T3

where C is an absolute constant.
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Proof. Since 264" < 1/2, we have

(Iw Ml p<arr<on < 2/1‘11(2 Z Iiwif'l(i)w(i)f)lxlslfsu
ie{1,2,3}

< 2/1_11(2 Z Iiwif'l(i)w(i)f'llfSZ/l)~
i€{1,2,3}

Put
p:=217" (2 Z Liwi f - Toywi) f - 11fs2/1)~
ie{1,2,3}
Then we have just seen that a) is satisfied. To prove b) just apply Lemma 4.16.
(]

4.3.2. The lack of maximal principle and the capacity of bad sets. The reader can
compare this subsection with Subsection 4.2.2.

Let 4 be a measure on AT and let it potential V# < 1 on supp u. As we already
mentioned in the “usual” potential theory the maximal principle would imply that potential
VH < 1 everywhere (or at least that V# < C with absolute constant C, see [AH]).

As we also already mentioned, see Subsection 4.2.2, this is not true for potential theory
on multi-trees.

The natural question arises: given A >> 1, what is the size of the set {V* > A}. Let
us introduce the usual notion of capacity on 7>. Given a set E we consider all ¢ such that
I > 1on E and

cap(E) := inf/ ©?
T3
where infimum is taken over such ¢. So one would like to estimate the capacity of the bad
set cap({V# > A}) in terms of A, if V¥ < 1 on supp u.

Theorem 4.18. Let us be on T and V* < 1 on supp u. Then

CE[u]

cap({V¥* > a}) < ¥

for A = 1, where C is an absolute constant.

Proof. Consider f =T*u, § = 1. If f(@) # 0O then there is 8 < @ such that 8 € supp u.
But then by assumption If(8) = II*(8) = V¥(8) < 1. By monotonicity of I we have that
If(@) < 1. Hence

supp f C {If <6 =1},

and we are in the assumptions of small energy majorization Lemma on tri-tree 4.17. We
apply it with data (f,6 = 1,4 := 2™2) to finish the proof in exactly the same manner as
this has been done in Theorem 4.11.

(]

Remark 4.19. We do not know how precise is the rate A= in Theorem 4.18. The lower
bound (4.7) still applies, since the cartesian product of a 2-tree and a singleton is a 3-tree,
but there is a lot of room between the upper and the lower bound.
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4.3.3. Continuation of energy estimates. The next result is a version of (4.2) for 3-trees.
The proof closely follows [AMPVZ, Lemma 4.1].

Lemma 4.20. Let 1, p be positive measures on T and 6 > 0. Let w : T> — [0, 00) be of
tensor product form. Then

(4.10) ([ vaar) < estuetolio

Proof. Without loss of generality, Es[u] # 0 and p # 0. Let 1 > 0 be chosen later.
Let f :=T"u - 1yu<s(@). This function is superadditive. Also, I(w f) = Vg < VHE <O

on supp f, and Es[u] = [wf2.
Form =0,1,...let

Gm = 4(2'"/1)_1( Z Ii(wif)'I(i)(w(i)f)'ll(wf)52m+1/l)'

ie{1,2,3}
Then, by Corollary 4.15 with wf in place of f, we have
I(U)f) . 12'"'/l<I(wf)§2’"“/l < I(w¢m),

and, by Lemma 4.16, we have

0
/U)(ﬁil < % wf2.

Hence,

/V’;dp:/ V’gdp+2/ Vidp
(Vi <} S macvt <omei gy
<dpl+ Y, [ 1w dp
m=0

=/l|p|+Z/w¢mI*dp

m=0

0o

<dpl+ Y ([ wad) el

m=0

< lpl+ ) C@/2"0) &5 u)' o] 2.
m=0

< Alp| + C(6/ ) Es[u]' PEp] V2.

Substituting 1 = (6&5[u]E[p])'/3|p|72/3, we obtain (4.10). |

Corollary 4.21. Let y1, p be positive measures on T> and § > 0. Then

@11 /V’g dp < C(a(?())51/28[ﬂ]1/6|ﬂ|1/68[p]1/3|p|1/3'
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Proof. By Lemma 4.20 and Theorem 4.23, we have

3 12
(/ V& dp) < Cua0)0Es[ulElpllpl < C(4.|0)5(C(4.10)55[#]|/~l|> Elpllpl

4.4. d-trees

We say that a weight w satisfies the surrogate maximum principle if, for some k > 0,C < oo
and every positive functions y, p : T - [0,00) and 6 > 0, we have

@12) [ vidp < oo estueto) ™"

When d € {1,2,3}, every weight w of tensor product form satisfies the surrogate
maximum principle with k = 1/n and C independent of w. For d = 1, this follows from
the maximum principle (4.1). For d = 2 this holds by Lemma 4.13, and for d = 3 by
Lemma 4.20. This leads us to the following conjecture.

Conjecture 4.22 (Surrogate maximum principle). Let w : T¢ — [0,00) be of tensor product
form. Then w satisfies the surrogate maximum principle with k = 1/n and C = C(n) inde-
pendent of w.

In what follows, we will work conditionally on the surrogate maximum principle. All
implicit constants are allowed to depend on «, C in (4.12), but not otherwise on w. In
particular, our results hold unconditionally for w of tensor product form if n € {1,2,3}.

Taking p = p in (4.12), we obtain Lemma 4.23 below.

Lemma 4.23. Let w : T¢ — [0, o) be such that the surrogate maximal principle (4.12)
holds. Let u be a positive measure on T¢ and § > 0. Then

2 26 Lok
4.13) [ Viau < €l el

When using Lemma 4.23, we can also denote 12TKK by the letter k again, which proves
(4.12) ford = 1,2,3.

Conjecture 4.24. For all positive integers d
2 d-1
4.14) [ Viau = caelup e,

Notice that for d = 1 we have the best possible estimate, it is linear in 6. For d = 2
we proved above the estimate with 6>/3. To our big surprise we managed to improve this
result: in [MPVZ] we have proved the estimate < C(6|u|)' 7 &[u]” for any 7 > 0. And we
can prove that the estimate with 7 = 0 is false for d = 2, see [MP].

5. Carleson condition implies hereditary Carleson condition

For an arbitrary set E C T, let

&M:mef
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Lemma 5.1. Let w : T¢ — [0, 00) be such that the surrogate maximal principle (4.12)
holds. Let v : T¢ — [0, o) and

&
(5.1) E:= {VV > (2C(4,13))—1/K%} cre.
Then
(5.2) Eelv] = ) w@)I'v(@)? > %S[V].

acE

Proof. Puté := (2C(4_13))‘1/K%. By Lemma 4.23, we have

(SE[V] = S[V] - 85[1/] > 8[1/] - C(4‘13)(5|V|)K8[V]1_K = 8[v]/2,
and the claim follows. [

Theorem 5.2. Let w : T¢ — [0, ) be such that the surrogate maximal principle (4.12)
holds. Then, for every u : T? — [0, 000, we have

(w, ulac < [w, ulcar-

Proof. Without loss of generality [w, u]cqr = 1. Let

Elul
(5.3) A=lwpnc= sp Sl
ECT4 u(E)#0 WE)

Since T¢ is finite, the constant A is finite, and there exists a maximizer E for (5.3). Let
v := ulg and

(5.4) D= {VV > cA}
with a small constant c. Then, by Lemma 5.1, we have
1
Eplv] = ES[V].

Hence, 0 < E[v] < 2Ep[v] £ 2Ep[u] £ 2u(D). In particular, u(D) # 0.
By definition, we have V” > cA on D, and therefore

cAU(D) < /D Vv du < 8[v]2E[ulp]? < Qu(D)(Au(D) .

It follows that A < 1. [
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6. Hereditary Carleson condition implies Carleson embedding

Theorem 6.1. Let w : T¢ — [0, 00) be such that the surrogate maximal principle (4.12)
holds. Let u, p be positive measures on T¢ with

(6.1) (w,ulac <1, [w,pluc < 1.

Then, for some k' > 0, we have

6.2) / VA dp < ]2 [p] 2

Remark 6.2. This improves upon the estimate

/ Vi dp < 8[u]"2E[p]"2 < |l )

that is immediate by Cauchy—Schwarz and the Carleson condition.

Proof. Let ¢ > 0 be chosen later. By (4.12) and (6.1), we obtain
/Vg d,O < 6K|#|(1—K)/2|p|(l+K)/2.

Consider the down-set E := {V# > §} c T“. By the Cauchy-Schwarz inequality and
the Carleson condition, we have

Jowr=viao= [ wrutp < eelu Pecio)'? < u(E) el .
Note that
(63) ) < [ V< et el < 8l ()
by definition (1.19) of the hereditary Carleson constant. Hence,
WE)'? < 67 8[u]'?,

and it follows that
[ =virap < 5 telp el

Hence,
[ v an < ot R 4 7l
Optimizing in 6, we obtain

1/2+k

12
/ Vi dp < |l 15 |l B .

Exactly as in [AMPVZ, Theorem 6.3], we can now prove the following result.
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Theorem 6.3. Let w : T¢ — [0, 0) be such that the surrogate maximal principle (4.12)
holds. Then, for every u : T? — [0, ), we have

[w, ulce S [w, uluc.

Alternatively, we can argue as follows. Let y, i be measures on 79 with [w, u]gc < 1
and [w, fi]lgc < 1. By Theorem 6.1 and the definition of the hereditary Carleson constant
(1.19), the positive bilinear map

(64) Wiy [
is bounded on LP-!(u) x LP"'(ji) and on LP"'(u) x LP-'(ji), where 1/p = 1/2 — k’. By

restricted type interpolation, it follows that the map (6.4) is also bounded on L?(u) x
L?(ji). Theorem 6.3 arises in the case u = fi, ¥ = .

7. Box condition implies hereditary Carleson

7.1. Main estimate

Define

(7. Vi = ), w(@IvQ)
Q:w<Q<P

(7.2) VE, ooa®@) 1= Z (wI* ©)(P).

P>w:Vp(w)>g'

Lemma7.1. Letn>2and pi: T — [0,00). Let w : T¢ — [0, 00) be such that the surrogate
maximal principle (4.12) holds. Assume that &[] < |u| and

(7.3) V# > 1/3 on supp u.

Then, if €’ is small enough, we have

/Vg/,gooddﬂ 2 |'u|

Proof of Lemma 7.1. 1t suffices to show that, for some €’ and €,_1, we have
o TV (@)= &0} = |ul/2.
Let € > 0 be chosen later and define
1/k 1/k

€] ‘= €, Ezi=€€l , 6322662 P

By Lemma 4.23, we have

[ Ve aus luren'™ < ¢ [
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for some x > 0. By Chebyshov’s inequality, it follows that

(7.4) Vi, (w) < (/€)</10
for a proportion > (1 — Ce*) of w’s. So we only consider w’s for which (7.4) holds for all
j =1,...,n— 1. Similarly, we may restrict to those w’s for which V*(w) < 1.

Let

€ =€-€- €.

For a fixed w, let

(7.5) U:={0>w]|Vg(w) > €}
and
(7.6) W, ={0>2w|V*Q) <€}, 1<j<n-1.

For p € T4, write
Tp::{aerIQZP}.
For p € Tw, let
lp={eeT?|w<ac<p})

If U £ W, _1, then this means that there exists p ¢ ‘W,_; with Tp € U. Hence,

VE, ood@) = D wp(p') = VA(p) 2 €.
p'elp
Assume now that U C “W,,_;. In this case, we will cover Tw \ ‘W) by boundedly many

sets of the form |g with g € Tw \ U. This will lead to a contradiction with (7.3), since, by
(7.4) and (7.5), the integral of

fi=wl'u
is small on ‘W) and on each such set | g.
For a set of coordinates J C {1,...,n} and a point p € T4, let

T,p:z{qudlqupjforjeJ,qupjforj¢J}.

Given J C {1,...,n} with J # 0 and p € T?, we define a set Q;(p) c T< as follows. If
|J| = 1, then Q;(p) consists of the (unique) maximal element of T;p \ U, if the latter set
is nonempty, and is empty otherwise. If |J| > 2, then Q;(p) is a maximal set of maximal
elements of T;p \ ‘W,,_|7j+1 such that the sets T;q \ W,_|;|+2 are pairwise disjoint for

q € Q(p).
Then, recursively, let Ro(p) := {p},

R1(p) :=VUycs Upea,p) R (P,

where the first union runs over all subsets of J with cardinality |J'| = |J| — 1.
We claim that, for every p € Tw and every J C {1,...,n} with J # 0, we have

(7.7) U W2\ Wy,
P'eRs(p)
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where we set ‘W, := U to simplify notation. We prove (7.7) by induction on |J|. For
|J| = 1, the claim (7.7) obviously holds. Let now J with |J| > 2 be given, and suppose that
(7.7) is known for all proper subsets of J. Let

D= |J W, P=1p\ Wiy
P'eRy(p)

By the inductive hypothesis,

(7.8) D210\ Wajsi42
for every p’ € Qj(p) and every J’ ¢ J. Suppose that
(7.9) DD P.

Choose a maximal ¢ € P \ D. Since D is a down-set, ¢ is also a maximal element of P.
We claim that

(7.10) (/a0 1p)\ Woeyyisz = 0 forall p’ € Q;(p).

Indeed, suppose for a contradiction that there exists g’ € (T;g N T;p’) \ Wi—s}+2, and let
g’ be minimal with this property. Since ‘W,_,;42 is an up-set, ¢’ is also a minimal element
of T;g N T,;p’. Since q,p’ € T;p, g’ is in fact the coordinate-wise maximum of ¢, p’. Since
g and p’ are distinct maximal elements of £, in fact ¢’ coincides with p’ in at least one
coordinate, so g’ € T;,p’ for some J’ C J. Now, (7.8) implies that ¢’ € D, and, since D is
adown-set and ¢’ > g, also ¢ € D, a contradiction.

Therefore, (7.10) holds. But this contradicts the maximality of Q;(p). Thus the assump-
tion (7.9) is false, and we obtain (7.7).

Let p > w. For 2 < |J| < n, we have

1 2 VH¥(w)
> VH(p)

>
ae@Q; (p) T7a\Wnjy142

> > (1f(@) - flw, ,.,)w)

q€Qy(p)

by definition of g € W,,_|;)+1 and by (7.4),

> Z (€n-is 141 = (€n—iyj42/€)7?/10)

q€Q;(p)

2 1Qs(p)l€n—17)41-

It follows that
€ e1|R,. (W) < 1.

.....
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Hence, by (7.7),

VH(w) - VA(w) = / f

Tw\W;

IA

/l,f

VA ()

p’ER{l ..... n}(w)

g

p/ER(l ,,,,, n)(w)
< €Rq....np ()]

Therefore, by (7.4),
1/3 < VH(w) = (V¥(w) — VE(w)) + VE(w) < Ce + 1/10.
This inequality is false if € is sufficiently small, contradicting the assumption U € W,_;.

7.2. Box condition implies hereditary Carleson
We refer to [AHMV, Lemma 3.1] or [AMPVZ, Lemma 7.1] for the following lemma.

Lemma 7.2 (Balancing lemma). Let v : T¢ — [0, ) with
Elv] = /V" dv > Av|.
Then there exists a down-set E C T such that for the measure v := v1z we have

V>

W
@

on E,
and |
Elv] = 58[1/].
The next result contains the last missing inequality in Theorem 1.4.

Theorem 7.3. Letn > 2. Let w : T? — [0,00) be such that the surrogate maximal principle
(4.12) holds. Then, for every v : T [0, ), we have

[w’ V]HC S [w’ V]Br)x-

Proof. By scaling, we may assume [w, v]gox = 1 without loss of generality. Let A :=
[w,v]gc. Let E C T? be a subset such that u = vlg # 0 and &[] = Alu| (such a subset
exists because we assume that 79 is finite). By Lemma 7.2, there exists a further subset
E c T? such that /i := g satisfies

W
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and i # 0. Thus, replacing y by fi, we may assume V¥ > A/3 on supp .
By Lemma 7.1 applied with u/A in place of y, for sufficiently small €,6 > 0, we have

(7.11) /V’:A’good dp > 268 u).

We claim that, with these values of € and 8, we have

(1.12) <Y w@u)

- 9 (IZHEAI*/I(Q)SS(Y [/‘]

Indeed, suppose that « is such that
OeAl u(@) > Ealpu] = Z p)Vo(w), Vo(w) = w(BI*w)(B),
w<a Pw<p<La
where the latter definition is from (7.1). Then we have

D, M@ =Tue)- > uw)

w<a:Vh(w)<eA w<a:Vh(w)>eA

> (@) - = 3 Vi@(e)

wa

> (1 -0I' u(a).

It follows that

T @) < Y @l u@ s > pw)

a:0eAl*u(a)>Eq (1] a w<a:Vh(w)<eA

D) Y w )

a>w:Vh(w)<eA

S M@V -V @)

1-26

ma[ﬂl

IA

This implies the claim (7.12).
By Lemma 4.23 again, and since V¥ > A/4 on supp u, we also have

(7.13) Ecalp] < (A ul*E[u]'™ < (¢")*Elul.

Taking ¢’ sufficiently small and combining (7.13) with (7.12), we obtain

Elul £ ) w@)T @), R :={a e T*|0eAT u(a) < Elu), V(@) > c'A}.

aeR

For each a € R, we have

0eAl" u(@) < Eqlu] < Ealv] < [w,v]poxI'v(@) = 'o(a),
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where o := v1p, F := {8 € T¢ | 3a € R,a > B}. It follows that
(7.14) A*E[u] < o).

On the other hand, using the definition of A, the fact that V¥ > A on supp o, and the
Cauchy—Schwarz inequality, we obtain

(7.15) Elo] < Alol < /V" do < &[u]'*E[0]V2.

From (7.15), we obtain E[o] < &[], and inserting this into (7.14) gives A < 1. [

8. What we cannot prove

The main problem with pushing the results to d-trees, d > 4, lies with Lemma 4.10 and
Lemma 4.17. Let us start with majorization on a simple dyadic tree. All trees below are
big but finite. Let f, g be two non-negative functions on a simple dyadic tree 7. As always
I f(v) means summing f(«) “up” from v to root o.

Here is the analog of Lemma 4.10 and Lemma 4.17. The big difference of the lemma
below is that it involves two functions: f, g. This is not the case for Lemma 4.10 and
Lemma 4.17 that involve one function.

Lemma 8.1. Let supp f C {Ig < 6}. Let g be a superadditive function. There exists ¢ :
T — R, such that

(8.1) a) lp(w) > I f(w) Yw € dT: Ig(w) € [4,21]
2 4 2
(8.2) b)/cp SC—/f.
T A Jr
Proof. Put

e=A""1f g 1ljgea,
and see [AMPVZ]. |

Now let us see what happens on bi-tree 72. As before If(v) means summing f(u) “up”
over all ancestors of v from v to root 0. Notice that now a vertex may have two parents.

Conjecture 8.2. Let supp f C {lg < 6}. Let g be a function superadditive in its both
variables separately . There exists ¢ : T> — R, such that

(8.3) a) Ip(w) > If(w) VYo € T?*: Ig(w) € [1,241]

(8.4) b) /Tz o < C(%)T /Tz 7

with some positive T.
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By analogy with the previous section one may think that given f, g on T2, such that
8.5 supp f c {Ig < 6}
and having g (super)additive on T2, one constructs ¢ as in Lemma 8.1 by formula
¢=A"If g Ligzaa.

However this is false.
What is true is the following: let supp f C {Ig < 6} and let 2 > 106, ¢ := A~'(I; f -
12g + 11g . sz +g- ]If) Then

(8.6) I(lg<2a - @) 2 If, where Ig € [4,24].

So a) from the previous lemma can be generalized to bi-tree with the following formula
for ¢:

(8.7) e=""Iif hg+hg -Lf+g 1f) ligwa.

The main difficulty in generalizing Lemma 8.1 to bi-trees is that we cannot prove b) of
this lemma for the case of bi-tree. This is because we have no good estimate of sz (If)*g>

via /TZ f? for g that is separately superadditive in both variables.
Notice that this hurdle is removed if f = g because then

ol f) = 11~ Opp o L
1A' glf) = 17 fIf) < J1f < 1S,

and we have another ¢ for majorization: ¢ := ¢cA~' (2, f - I, f), where ¢ = %. In fact from
(8.6) it now follows that

(8.8) I(1ip<2q - ¢) 2 If, where If € [4,24].

The analog of inequality b) of Lemma 8.1 = (8.2) on bi-tree now follows from Lemma
4.09.

For tri-tree we do not have the analog of Lemma 8.1 with two functions f, g, as we do
not have it even on bi-tree.
But similarly to (8.7) we can put

(8.9) o= AN f Tsg + bf -Lisg + f - Ting+
Lgf Toaf + hg -Iisf + g -Tinf +glLf).

Again this function ¢ satisfies
(8.10) I(-11<22 - @) > If, where Ig € [1,24],

which the analog of a) of Lemma 8.1 (and the analog of (8.6)). However, we cannot prove
the analog of b) of Lemma 8.1 for this function.
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The main difficulty in generalizing Lemma 8.1 to tri-trees is that we cannot prove b) of
this lemma on tri-tree. This misfortune happens by the same reason it happens on bi-tree:
we have no good estimate of [ (If)*¢* via [, f? for g that is separately superadditive
in both variables.

Notice that this hurdle is removed if f = g because then

17 g1) = 17 1) < S1F < 1,
and in place of ¢ from (8.9), we have another ¢ for majorization:
gi=cl QNS Tsf +20f Liaf + 21 -1iof),
where ¢ = %. In fact from (8.10) it now follows that
(8.11) I(Xyr<0a - @) = If, where If € [4,24].

The analog of inequality b) of Lemma 8.1 = (8.2) on tri-tree now follows from Lemma
4.16.

8.1. What goes wrong on 4-tree

The reader has the right to ask: you do not know how to estimate sz (If)*g? via /T2 f?

and you do not know how to estimate /T3 (If)*g? via sz £2, but you know how to remove
this hurdle in the case f = g. May be one can also remove this hurdle for f = g on d-tree,
d>47

Unfortunately, we can see now that the trick does not work for d > 4. Let us notice that
by the analogy with (8.7), (8.9) we can construct ¢ for 4-tree:

(8.12) =AM f Tozag + bf -Lizag + f - Liag + Inf - Liag+
hg -Daaf + bg -Lizaf + g -Tioaf + g -Tinzf+
liog - Tnaf +1o3g - Tiaf +13ag - Tinf +Tinf - I3ag + I3 f - L1ag + Iaa f - T12g+
gLf).

Here I means summation in all 4 variables, the Hardy operator on 7*. Let us consider what
happens for the case g = f. We again can absorb the last term gl f = fIf < ¢f into the
left hand side because supp f C {If < 6}.

But to prove the analog of b) of Lemma 8.1 we would need to know how to estimate

e. g
I[ .}I 2 C 2 .
/4( 12f I f)” < /4f

We do not know how to achieve such an estimate.
To feel this difficulty better, let us prove Lemma 8.1, where the main point is the
following “weighted” estimate of

(8.13) suppfc{lg<dé}= /(If)zg2 < Cé||1glleo / f?  for superadditive g .
T T
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8.1.1. The proof of Lemma 8.1 and the explanation where the proof breaks down on
bi-tree. We just repeat the proof from [AMPVZ], but we emphasize why the proof does
not work for very similar estimate of /T2 (If)>g%. We are in the assumptions of Lemma
8.1. That is, we are given two functions f, g on tree T, and

1) supp f < {Ig < 6},
2) g is a superadditive function.

We need to see why the key estimate (8.13) works on 7' and will not work on 7? if one
replaces I by I and T by T? everywhere.
We start with lemma that holds regardless of operator and medium.

Lemma 8.3. Let K be an integral operator with a positive kernel and f, g positive func-

tions. Then
/(Kf)zg < (sup KK*g) /f2~

supp g

Proof. Without loss of generality f is positive. By duality we have

/(Kf)Qg = /fK*(Kf'g) S NfIRNKK S - @)lla-

We call the operator and its kernel by the same letter K. By the hypothesis Kh(x) =
f K(x,y)h(y) with a positive kernel K. Hence

KRS0l = [ KK - 0K (Kf - )
= [ KGR K e d )
< [ IR + KFGOPIR KR A )
-5 [ Kok @+ K@K EN o)
- [k&rg) ks7 g
< (sup KK*g) /(Kf)2 ‘g

supp g
Substituting the second displayed estimate into the first we obtain
[ikrze<isia(sw &xe)( [ixrp g
supp g

The conclusion follows. [

In the preceding lemma operator K could have been either 7 on T or I on 72, this did
not matter. But in the next lemma, it matters whether we are on T or T2.
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Lemma 8.4. Let T be a finite tree and g,h : T — [0, o). Assume that g is superadditive
and A = ||I1h||p=(supp g)- Then for every g € T we have

I(gh)(B) = ) g(@)h(@) < A(B).
as<p

Proof. Without loss of generality we may consider the case when g is the unique maximal
element of 7 and T = supp g. We induct on the depth of the tree. Let 7" be given and
suppose that the claim is known for all its branches. Then by the inductive hypothesis and
superadditivity of g we have

> gl@h(@) =gBrB+ Y. > gl@)h(a)
asp B’ ech(B) a<p’

<g@hB)+ Y. gB)sup > h@)
B’ ech(B) asp o lar<p

<g@®hB)+ Y. gB)sup > h(a)
B’ ech(B) a<p a<a’'<f

< g(Bh(B) + 5(B) sup > h@)
<P g<a’<B

=g(B)sup D ). .

@sp o ca<p

Remark 8.5. It seems like this claim fails to be true on T?2. At least the reasoning fails.
In Conjecture 8.2 we had to assume that g is superadditive in its both variables separately.
This assumption is indispensable for us, because in our applications of such a lemma on
T2 function g on T? always comes from some function (measure) f additive on 72 in each
of its three variables. Function g is always defined by a simple rule g = I; f - 117 <;,i =1
or 2 or 3. But such function g is automatically separately superadditive in each of its two
variables.

But if g is separately superadditive in its both variables then the key estimate in the
above lemma does not work. In fact, instead of having >’ cch(s) 8(8”) < g(B) we will have
to write

D e <2(p).
B’ ech(B)

This seemingly innocuous change leads to accumulation of constant in the above proof.
The above proof breaks down if it cannot keep constant 1 at every stage of induction.

Now we present the proof of Lemma 8.1 by means of Lemma 8.3 and Lemma 8.4. Let
@ =21""If - g 114242 Let w be such that Ig(w) > A. Then f(w) = 0 and f(y) = 0 for
all ancestors of w up to the first ¥ such that 7g(y’) < §. Hence, on such w

A
D 1f 8 Nigza= Y If g = 1f(@)A~6) 2 SIf ().

y>w y2w

We checked (8.1) of Lemma 8.1.
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To check 8.2 we first apply Lemma 8.3 with
K :=Tolj;s,

which a composition of multiplication operator and /. Then

4 4 .
[0 =% [ari@ueer < 5 s K& @ligean) [ £
T A% Jr A% suppg T

To understand supy,,, , KK* (g%1; g<41) we use Lemma 8.4. By this lemma for any node o

K*(*1ig<an)(@) < I'(g*11g<an)(@) < 42g(a).
Now we are left to estimate Kg = I(1;5<5g). But just by definition of / we have
(8.14) I(174<58) < 6.

S0 supgpp ¢ KK*(8711g<41) < 461 and we get

166
2 o 299 2
/Tso_/l/f-

Remark 8.6. We already observed one obstacle to prove Conjecture 8.2. We did this in
Remark 8.5. Now let us observe, that even if we would manage to overcome this first
difficulty mention in that remark, we still have another very serious one: the analog of
inequality (8.14) is blatantly false on T72. The following inequality is generically false on
bi-tree:

(8.15) H(lﬂggsg) < 6.

Remark 8.7. Unfortunately, Conjecture 8.2 on 77 turned out to be false. The counter-
example is built in [MP].
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