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ABSTRACT

In distributed learning, local SGD (also known as federated averaging) and its
simple baseline minibatch SGD are widely studied optimization methods. Most
existing analyses of these methods assume independent and unbiased gradient es-
timates obtained via with-replacement sampling. In contrast, we study shuffling-
based variants: minibatch and local Random Reshuffling, which draw stochastic
gradients without replacement and are thus closer to practice. For smooth func-
tions satisfying the Polyak-Lojasiewicz condition, we obtain convergence bounds
(in the large epoch regime) which show that these shuffling-based variants con-
verge faster than their with-replacement counterparts. Moreover, we prove match-
ing lower bounds showing that our convergence analysis is tight. Finally, we
propose an algorithmic modification called synchronized shuffling that leads to
convergence rates faster than our lower bounds in near-homogeneous settings.

1 INTRODUCTION

Distributed learning within the framework of federated learning (Konec¢ny et al., 2016; McMahan
et al., 2017) has witnessed increasing interest recently. A key property of this framework is that
models are trained locally using only private data on devices/machines distributed across a network,
while parameter updates are aggregated and synchronized at a server.! Communication is often the
key bottleneck for federated learning, which drives the search for algorithms that can train fast while
requiring less communication—see Li et al. (2020a); Kairouz et al. (2021) for recent surveys.

A basic algorithm for federated learning is local stochastic gradient descent (SGD), also known as
federated averaging. The goal is to minimize the global objective that is an average of the local
objectives. In local SGD, we have M machines and a server. After each round of communication,
each of the M machines locally runs B steps of SGD on its local objective. Every B iterations, the
server aggregates the updated local iterates from the machines, averages them, and then synchronizes
the machines with the average. Convergence analysis of local SGD and its variants has drawn
great interest recently (Dieuleveut & Patel, 2019; Haddadpour et al., 2019; Haddadpour & Mahdavi,
2019; Stich, 2019; Yu et al., 2019; Li et al., 2020b;c; Koloskova et al., 2020; Khaled et al., 2020;
Spiridonoft et al., 2020; Karimireddy et al., 2020; Stich & Karimireddy, 2020; Qu et al., 2020).

Of the many, the biggest motivation for our paper comes from the line of work by Woodworth
et al. (2020a;b; 2021). In (Woodworth et al., 2020a;b), minibatch SGD is studied as a simple
yet powerful baseline for this intermittent communication setting. Instead of locally updating the
iterates B times, minibatch SGD aggregates B gradients (evaluated at the last synced iterate) from
each of the M machines, forms a minibatch of size M B, and then updates the shared iterate. Given
the same M and B, local SGD and minibatch SGD have the same number of gradient computations
per round of communication, so it is worthwhile to understand which converges faster. Woodworth
et al. (2020a;b) point out that many existing analyses on local SGD show inferior convergence rate
compared to minibatch SGD. Through their new upper and lower bounds, they identify regimes
where local SGD can be faster than minibatch SGD.

While the theory of local and minibatch SGD has seen recent progress, there is still a gap between
what is analyzed versus what is actually used. Most theoretical results assume independent and

'A distinctive feature of federated learning is that not all devices necessarily participate in the updates;
however, we focus on the full participation setting in this paper.
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unbiased gradient estimates obtained via with-replacement sampling of stochastic gradients (i.e.,
choosing training data indices uniformly at random). In contrast, most practitioners use without-
replacement sampling, where they shuffle indices randomly and access them sequentially.

Convergence analysis of without-replacement methods is challenging because gradients sampled
within an epoch lack independence. As a result, the standard theory based on independent gradient
estimates does not apply to shuffling-based methods. While shuffling-based methods are believed to
be faster in practice (Bottou, 2009), broad theoretical understanding of such methods remains elu-
sive, except for noteworthy recent progress mainly focusing on the analysis of SGD (Giirbiizbalaban
et al., 2019; Haochen & Sra, 2019; Nagaraj et al., 2019; Nguyen et al., 2020; Safran & Shamir,
2020; 2021; Rajput et al., 2020; 2021; Ahn et al., 2020; Mishchenko et al., 2020; 2021; Tran et al.,
2021). These results indicate that in the large-epoch regime (where the number of epochs is greater
than some threshold), without-replacement SGD converges faster than with-replacement SGD.

1.1 OUR CONTRIBUTIONS

We analyze convergence rates of without-replacement versions of local and minibatch SGD, where
local component functions are reshuffled at every epoch. We call the respective algorithms local
RR (Algorithm 1) and minibatch RR (Algorithm 2), and their with-replacement counterparts local
SGD and minibatch SGD. Our key contributions are as follows:

* In Section 3, we present convergence bounds on minibatch and local RR for L-smooth func-
tions satisfying the p-Polyak-Lojasiewicz condition (Theorems 1 & 2). Our theorems give high-
probability bounds, a departure from the common in-expectation bounds in the literature. We
show that minibatch and local RR converge faster than minibatch and local SGD when the num-
ber of epochs is sufficiently large. We also identify a regime where local RR converges as fast
as minibatch RR: when synchronization happens frequently enough and local objectives are not
too heterogeneous. See also Appendix A for a detailed comparison with existing upper bounds.
In Section 4, we prove that the upper bounds obtained in Section 3 are tight, in all factors except
L and p. We present Theorems 3 & 4 and Proposition 5 which show lower bounds that match
the upper bound up to a factor of L?/u2. Our lower bound on local RR indicates that if the
synchronization interval B is too large, then local RR has no gain from parallel computation.

In Section 5, we propose a simple modification called synchronized shuffling that allows us to
bypass the lower bounds in Section 4, at the cost of a slight increase in communication. By having
the server broadcast random permutations to local machines, we show that in near-homogeneous
settings, the modified algorithms converge faster than the lower bounds (Theorems 6 & 7).

* In Appendix C, we present numerical experiments that corroborate our theoretical findings.

2 PROBLEM SETUP

Notation. For a natural number a € N, let [a] := {1,2,...,a}. Let S, be the set of all permutations
of [a]. Since our indices start from 1, we redefine the modulo operation between a € Z and b € N
as a mod b := a — [ %32 |b, to make a mod b € [b].

Optimization task. Consider M machines, each with its objective F™(z) := + vazl I (x),
for m € [M]. The m-th machine has access only to the gradients of its own N local components
fir(@), ..., far(x). In this setting, we wish to minimize the global objective function which is an

average of the local objectives: F'(x) := ﬁ Zf\,{zl F™(x) = ﬁ Z%:l Zf\;l I (x).

Further, we assume that each individual component function f;" is L-smooth, so that

f'y) < fM@) + (V@) y — @) + S ly — 2|, foralla,y e RY, (D
and that the global objective F satisfies the u-Polyak-Eojasiewicz (PL) condition.?
LIVFE(@)|]” > p(F(z) — F*) forallz € RY,  where i > 0. )

Algorithms. Under the above setting, we analyze local RR (Algorithm 1) and minibatch RR (Algo-
rithm 2) and characterize their worst-case convergence rates.’ The algorithms are run over K epochs,

2PL functions can be thought as a nonconvex generalization of strongly convex functions.
3In Algorithms 1 and 2, consider SYNCSHUF as FALSE for now. We will discuss SYNCSHUF in Section 5.
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Algorithm 1 Local RR (with and without SYNCSHUF)

Input: Initialization yo, step-size 7, # machines M, # components N, # epochs K, sync interval B.
1: Initialize 7" := yo for all m € [M].
2: for k € [K] do

3 if SYNCSHUF = TRUE then > Local RR with SYNCSHUF
4 Sample o ~ Unif(Sy), 7 ~ Unif(Sar).

5 Set o7 (i) := o((i + 4y m(m)) mod N) for all m € [M],i € [N].

6: else > Local RR
7: Sample o' ~ Unif(Sy) independently and locally, for all m € [M].

8 end if

9: for i € [N] do

10: for m € [M] do locally

11: Update x}"; := xj';_1 — an:in(i)(mei,l).

12: end for

13: if B divides ¢ then

14: Aggregate and average Yp, & = ﬁ Zi\f:l Ty

15: Synchronize ', := Yp i for all m € [M].

16: end if
17: end for
18: Tih1 0= Yy, v, forallm € [M].

19: end for

20: return the last iterate Y, » .
’B

Algorithm 2 Minibatch RR (with and without SYNCSHUF)

Input: Initialization xo, step-size 7, # machines M, # components N, # epochs K, sync interval B.
1: Initialize 1,0 := xo.
2: for k € [K] do

3: if SYNCSHUF = TRUE then > Minibatch RR with SYNCSHUF
4: Sample o ~ Unif(Sy), 7 ~ Unif(Sar).
5: Set o (i) := o((i + L-m(m)) mod N) for all m € [M],i € [N].
6: else > Minibatch RR
7: Sample o} ~ Unif(Sy) independently and locally, for all m € [M].
8: end if
9:  forie [¥]do ,
10: Update xy,; = ®k,i—1 — iZM 1 ZZB V fom iy (®k,i—1)-
" * M m=1 B j=(i—1)B+1 TR @)k
11: end for
12: Tht1,0 1= wk,%' averaging done locally
13: end for

14: return the last iterate ;. x .
’B

i.e., K passes over the entire component functions. At the beginning of epoch £, each machine m
shuffles its local component functions {f™} , using a random permutation o ~ Unif(Sn).
In local RR, each machine makes B local RR updates to its iterate by sequentially accessing its
shuffled component functions, before the server aggregates iterates from all the machines and then
synchronizes the machines with the average iterate. In minibatch RR, instead of making B local
updates, each machine collects B gradients evaluated at the last iterate, and the server aggregates
them to make an update using these M B gradients. Since these two algorithms use the same amount
of communication and local gradients, minibatch RR is a simple yet powerful baseline for local RR.

Below, we collect our assumptions on the algorithm parameters used throughout the paper.

Assumption 1 (Algorithm parameters). We assume M > 1, N > 2, and K > 1. Also, assume that
B divides N. We restrict1 < B < %for minibatch RR because B = N makes the algorithm equal
to GD. We also assume 2 < B < N for local RR because B = 1 makes the two algorithms the
same. We choose a constant step-size scheme, i.e., 1 > 0 is kept constant over all updates.

We next state assumptions on intra- and inter-machine deviations used in this paper.*

* Assumptions 2, 3 & 4 require that they hold for the whole R?. We discuss ways to avoid it in Appendix D.7.
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Assumption 2 (Intra-machine deviation). There exists v > 0 such that for allm € [M] and i € [N},
IV (x) — VF™(x)|| < v, forallx € R%.

Assumption 2 requires that the difference between the gradient of each local component function
fI"(z) and its corresponding local objective function F™ () is uniformly bounded. It models the
variance of local components f;™ within each machine. While the uniform boundedness requirement
may look strong, we use this assumption to prove high-probability upper bounds, which are stronger
than the common in-expectation bounds. See Appendix A for comparisons with other assumptions,
and also Appendix D.7 for ways to avoid uniform boundedness over the entire R?.

The next two assumptions capture the deviation across different machines, i.e., the degree of hetero-
geneity, in two different levels of granularity: objective-wise and component-wise.
Assumption 3 (Objective-wise inter-machine deviation). There exist 7 > 0 and p > 1 such that

MZ ||VFm x)| <7+ p||VF(x)|, foralxcRe

Assumption 3 models the heterogeneity by bounding the mean of ||V F™| by a constant plus a
multiplicative factor times ||V F'||. The assumption includes the homogeneous case (i.e., F! = - - =
FM = F)by 7 = 0and p = 1. Assumption 3 is weaker than many other heterogeneity assumptions
in the literature (e.g., Karimireddy et al. (2020)); see Appendix A for detailed comparisons.

Assumption 3 measures heterogeneity by only considering the local objectives F'™, not the local
components f;*. We consider a more fine-grained notion of heterogeneity in Assumption 4:

Assumption 4 (Component-wise inter-machine deviation). Foralli € [N}, let f; == 37 Zf\le .
There exist A > 0 such that for all m € [M] and i € [N],

|V () — Vfi(z)|| < A, forallz € R

Assumption 4 states that the gradients of the ¢-th components of local machines are “close” to each
other. The assumption subsumes the component-wise homogeneous setting, i.e., f} = f2 = -+ =
M. by A\ = 0. In distributed learning, this choice corresponds to the setting where each machine
has the same training dataset. Assumption 4 with A > 0 is also relevant to the case where each
device has a slightly perturbed (e.g., by data augmentation techniques) version of a certain dataset.
It is straightforward to check that Assumption 4 implies Assumption 3 with 7 = A and p = 1.

We conclude this section by defining the function classes we study in this paper.

Definition 1 (Function classes). We consider two classes of global objective functions F, also taking
into account their local objectives F'™ and local components f[*. We assume throughout that f"
are differentiable and F is bounded from below.

Fobi(L, v, T, p) : {F | F'is u-PE; f]" are L-smooth; F, F™, I satisfy Assumptions 2 & 3}
Femp(Ly ph, v, A) {F | F'is u-PE; " are L-smooth; F', F™, fI" satisfy Assumptions 2 & 4}
Notice that Foni(L, pt, v, T, p) D Femp (L, pt, v, T) for any p > 1. We only make the PL assumption

on the global objective F', not on the local objectives F'™ nor on the local components f]"*. Using
L and p, we define the condition number r := L/ > 1.

3 CONVERGENCE ANALYSIS OF MINIBATCH AND LOCAL RR
3.1 UPPER BOUND FOR MINIBATCH RR

We first begin with the convergence result for minibatch RR on Fop;(L, p1, v, T, p), which exhibits

a faster large-epoch rate compared to the single-machine setting. For upper bounds, we use @() to
hide universal constants and logarithmic factors of %, M, N, K, and B.

Theorem 1 (Upper bound for minibatch RR). Suppose that minibatch RR has parameters satisfying
Assumption 1. For any F € Foni(L, p, v, T, p), consider running the algorithm using step-size

= Mfor epochs K > 6k log(M N K?). Then, with probability at least 1 — 6,

N K
. F(xy) — F* L2 12
Flagy) =17 < MNsz(,ﬁ MNEKE ) ®

4
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Proof. The proof is in Appendix D.2. The key challenge in the convergence analysis of our
shuffling-based method stems from the indices sampled within an epoch being dependent on each
other. For example, if f{" is accessed already, then the index ¢ = 1 will not be used in later iterations
of the epoch; this dependence signiﬁcantly complicates the analysis. Our approach starts with real-

izing that for any permutation o, Ziv 1 foty = NF™. We decompose gradients V f"fn ) (®k,i-1)
(see Line 10 of Algorithm 2) into V f n( (xk o) plus noise, then aggregate all updates over an

epoch to get “one big step of GD plus n01se % Zpr1,0 = Tho — NNV F(xk0) + 1n°rk. We bound
the noise 7 using Lemma 8 (Appendix D.6), which is our extension of the Hoeffding-Serfling in-
equality to the mean of M independent without-replacement sums of vectors; the lemma might be of
independent interest too. Lemma 8 shows that averaging accumulated gradients over M machines
reduces variance by M, which leads to the reduction by a factor of M in the bound (3). [

Theorem 1 shows that for large enough epochs K K, minibatch RR converges at a rate of

@(%) with high probability. Compared to the large-epoch rate (9( 3 NKQ) of single-
machine RR (e.g., Ahn et al. (2020)), we see an additional factor M in the denomlnator, which
highlights the advantage of multiple machines. If we compare against the with-replacement coun-

terpart, it is known that for strongly convex and smooth F', the optimal convergence rate of minibatch
SGD is O( 37 K) which is worse than our bound (3) if K > k2. Also notable is that the con-

vergence rate does not depend on the heterogeneity constants (i.e., 7 and p from Assumption 3) of
the local objective functions. This observation that minibatch RR is “immune” to heterogeneity is
consistent with minibatch SGD in the with-replacement setting (Woodworth et al., 2020b).

Epoch vs communication complexity. One might wonder why (3) does not have the batch size B.
In (3), we wrote convergence rates in terms of epochs K, which captures the gradient computation
complexity because the same number of gradients are evaluated in a single epoch regardless of B. If
we are interested in communication complexity instead, we can write (3) in terms of the number of
communication rounds R := ~¥X and get a rate of (’)(WAVRQ) From these, we can also discuss
the overall cost of the algonthm If the cost of a communication round is c., and the cost of local
gradient computations over an epoch is c., then the total cost to obtain an e-accurate solution is

CCV\F Col >
BVM \/
omitting L and p for simplicity. The total cost shows that there is essentially no harm increasing the

batch size B in minibatch RR, as we can get more accurate estimates of true gradients as B becomes
larger. In the next subsection, we will see that this is not the case in local RR.

Cminibatch(e) = O< (4)

What about K < x? We remark that all upper bounds in this paper hold only for the “large-epoch”
regime, where K 2 k. Such requirements are common in the literature of without-replacement
SGD (Haochen & Sra, 2019; Nagaraj et al., 2019; Rajput et al., 2020; Ahn et al., 2020), and there is
a recent result (Safran & Shamir, 2021) suggesting that faster convergence of without-replacement
SGD may not be possible in the K < k regime. We defer a more detailed discussion on this regime
to Section 4, after Theorem 3.

3.2 UPPER BOUND FOR LOCAL RR
Next, we are interested in how fast local RR can converge, what is the optimal batch size B, and
whether local RR can be as fast as minibatch RR.

Theorem 2 (Upper bound for local RR). Suppose that local RR has parameters satisfying As-
sumption 1. For any F' € Foui(L, u,v,T,p), consider running the algorithm using step-size

n= mg;(/i\]{[ijjfz)for epochs K > Tprlog(M N K?). Then, with probability at least 1 — §,

F(yo) — F* L2 V2 V2B 2B2
F YV ,
(W) < vk O MNE? TN RE T NPR )

SThe optimal rate for (with-replacement) SGD after R 1terat10ns is 6( ) (see e.g., Rakhlin et al. (2012)).

With-replacement minibatching reduces the variance v/ to g and R = NBK . However, achieving the optimal
rate for last iterates typically requires carefully designed step-size schemes (Jain et al., 2019).
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Proof. The proof is in Appendix D.3. We take the same “big GD step plus noise” approach as in
Theorem 1; however, due to local updates, bounding the noise is much more involved. In the proof,
we obtain the epoch update Y110 = Yr.0 — NNV F(z0)+ 7727';@,1 + 7727';@,2 — 7737';@’3, where 7, |
and 7, 3 contain errors introduced by local updates. Noise from local updates accumulates over B
iterations, which cannot be remedied by averaging over M machines. They result in two additional
terms in the rate (5), one from intra-machine variance and the other from heterogeneity. O

3.2.1 DISCUSSION OF THEOREM 2

Let us compare our high-probability bound (5) with existing in- expectation bounds. For strongly

2 2._2n2
convex F, the corresponding last-iterate bound of local SGD is O( ;ﬂMNK + [3’]\1,’2}?2 + %152?{2 )°

(Khaled et al., 2020; Spiridonoff et al., 2020; Qu et al., 2020). Notice that (5) is better than this
with-replacement bound when K 2 k. For average iterates, there are known bounds (’)( m i vE T

ZL]{;?;Q + QJTVZBKQ )() (Koloskova et al., 2020; Woodworth et al., 2020b) which are smaller than the
last iterate bound by a factor of k. It is unclear if averaging iterates could improve our rate, because

most such analyses exploit Jensen’s inequality, which we cannot use for nonconvex F'.

Dependence on 7 and p. Out of the two heterogeneity constants 7 and p (Assumption 3), p does
not appear in (5), and it only affects the epoch requirement K 2 pk. Consider the case 7 = 0 and
p > 1, which is heterogeneous but in the “interpolation regime,” because VF"(x) = 0 whenever
VF(x) = 0. In such a case, the rate (5) is equal to the homogeneous case.

Using B = O(N) is no better than single-machine. A close look at Theorem 2 reveals a rather
surprising fact. Even in the homogeneous case (7 = 0), if we choose B = O(N), then local RR

converges at the rate of @(ﬁ) the same rate as the single-machine RR! In Section 4, we show
that this observation is not due to a suboptimal analysis; the rate O( =) is tight for B = O(N).

Trade-off in the choice of B. As done for Theorem 1, we can compute from (5) that the total cost
of local RR for e-accuracy is (omitting L and p for simplicity)

Clocal(e) - O<cc< V\/N + v + T) + Ce( v + V\/E + L >) (6)
BVMe Be e VMNe Nye Nye

Note that for local RR, there exists a trade-off between communication and epoch complexity in the
choice of B. If B is too small, this reduces the number of epochs required but increases communi-
cation costs. On the other hand, if B is too large, this reduces communication rounds but errors that
accumulate in local updates get severer, resulting in the need for more epochs. Hence, the optimal
choice of B must balance the two complexity measures. The existence of this trade-off is indeed
different from minibatch RR where larger B always reduces the total cost Cryinibatch (€)-

When can local RR match minibatch RR? Comparing the convergence rates (3) and (5), we
can identify some regimes in which local RR converges as fast as minibatch RR. In a nutshell, if
machines are not too heterogeneous and communication happens frequently, then local RR can have
the same upper bound as minibatch RR. For example, if B is chosen to be a constant, M < N,

and 7 < vy/N/M, then the O(W) term in (5) becomes the dominating factor and hence

matches (3). Another example of such a regime is when B < % and 7 < vy/M/N. Note that this
comparison assumes that the same values of B are chosen for both algorithms. Also, such “frequent
communication” regimes are favorable if the communication cost ¢, is small.

Can local RR ever beat minibatch RR? The upper bounds (3) and (5) indicate that local RR is
always no better than minibatch RR, at least for the function class Fop;(L, i1, v, T, p). This is in fact
consistent with Woodworth et al. (2020a;b), because the authors identify a regime where local SGD
performs better than minibatch SGD for convex objective functions, but fail to do so for strongly
convex functions. However, as was also pointed out in Woodworth et al. (2020a), there is a simple
extreme scenario in which local RR can be faster: when v =~ 7 ~ 0 and p ~ 1. In this case, we
have f/* =~ F for all m and ¢, so local RR corresponds to IV K steps of GD, whereas minibatch RR
corresponds to B steps of GD. Clearly, local RR will converge faster, exploiting the advantage of
more updates. Finding out other such regimes is an important future direction.

Due to differences in assumptions, many existing rates cannot be compared directly. These rates are the
ones we consider “comparable” to our bound. See Appendix A for more detailed comparisons.
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4 MATCHING LOWER BOUNDS

In Section 3, we presented large-epoch upper bounds (i.e., for K 2 ) for constant step-size mini-
batch and local RR. In this section, we prove matching lower bounds to show that the upper bounds
are tight, in all factors except L and p. We use €2(-) to hide universal constants in lower bounds.

4.1 LOWER BOUND FOR MINIBATCH RR

Theorem 3 (Lower bound for minibatch RR). Suppose that minibatch RR has parameters satisfying
Assumption 1. Additionally, assume that N is a multiple of 2. Then, there exist large enough
constants c1,co > 0 such that the following holds: For L and p satisfying k = % > cy, there exists

a function F' € Feopp(L, p, v, 0) such that for any constant step-size n,

) if K < cak,
E[F(zyy) - F*] = lr) i )

2

Qb)) K=ok

Proof. We prove Theorem 3 in Appendix E. The proof is an extension of Rajput et al. (2020); Safran
& Shamir (2020; 2021) to minibatch RR. We will sketch some key intuitions after Theorem 4. [

First notice that the function F' is from ]-'C,np(L, 1, v, 0), where all the machines are component-wise
homogeneous. As seen in Definition 1, Femp (L, p, v,0) C Fobj(L, pt, v, T, p) for any 7 > 0 and
p > 1, so Theorem 3 provides a lower bound for Feump(-) and Fop;(-), with arbitrary heterogeneity
constants. We assume that IV is even because we construct functions ¢; and g such that f/* := g1
if 1 < %, and f" == goif i > % One can remove this assumption by using a zero function when
N is odd (see e.g., Safran & Shamir (2020)). It is rather unsatisfactory that our theorem requires
large enough constants c; and co; we believe a tighter analysis can relax this restriction.

Theorem 3 proves lower bounds for two different regimes: K 2 k and K < k. In the large-epoch
regime (K 2 k), we can observe that the lower bound Q(MMV%) matches the upper bound (3) in
Theorem 1, modulo a factor of k2. Tightening the x? gap between upper and lower bounds is left

for future work. In the small-epoch regime (X < k), we observe that the lower bound Q(ﬁ)

exactly matches the convergence rate of (with-replacement) minibatch SGD; hence, the lower bound
implies that minibatch RR has no hope for faster convergence than minibatch SGD, at least in the
constant step-size and small-epoch regime. This observation is in line with Safran & Shamir (2021).

Upper bounds for K < x? Even for single-machine RR (M = 1), proving an upper bound that
matches the small-epoch lower bound Q(M]”V—QK) still remains a challenge. Nagaraj et al. (2019, The-

. . 2 .
orem 2) prove an upper bound for non-quadratic strongly convex functions that matches Q(M’(,—K) if

NK > k?%; however, they use suffix averaging, so it is not directly comparable to Theorem 3 which
considers last iterates. Safran & Shamir (2021) prove upper bounds for quadratic strongly convex
functions, but assume that their Hessian matrices commute. For noncommutative cases, proving a
small-epoch upper bound seems to require some form of matrix AM-GM inequalities, whose avail-
ability is an open problem (Recht & Ré, 2012; Lai & Lim, 2020; De Sa, 2020; Yun et al., 2021).

Remark 1 (Strong convexity in construction). We note that all lower bounds in this paper are con-

structed with strongly convex functions, a stronger assumption than PL functions (2). Thus, our
lower bounds are also applicable to strong convexity counterparts of Fop;(-) and Femp(+).

4.2 LOWER BOUNDS FOR LOCAL RR

In this subsection, we present lower bounds for local RR. We prove two bounds that correspond to
homogeneous and heterogeneous cases. By combining the two bounds, we get a lower bound that
matches our upper bound (5) in Theorem 2 up to a factor of 2.

Theorem 4 (Lower bound for local RR: homogeneous case). Suppose that local RR has parameters
satisfying Assumption 1. Additionally, assume that B is a multiple of 4. Then, there exist large
enough constants cs, cqy > 0 such that the following holds: For L and p satisfying k = ﬁ > cs,

there exists a function F' € Femp(L, 1, v, 0) such that for any constant step-size n,

WMNEK

} Q V2 ) ifK<maX{C4ﬁ,¥}, o
= )
2 2 .
Q uMVNK2 + MK/Z?@) if K > max {64””’ %}

7
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Proof. The proof is in Appendix G. For the large-epoch lower bounds in Theorems 3 and 4, we

2
use “skewed” quadratics " () = (Lly<o + plaso0)% + zivx, where z; = +1if i < % and
z; = —1 otherwise. For z & 0, the imbalance results in a “drift” towards positive x, whose strength

is approximately proportional to the absolute value of partial sums of random permutations over %
+1’s and % —1’s. By averaging the sums over M machines (minibatch RR), their absolute values
shrink by ﬁ; in contrast, if each machine makes local updates (local RR), the magnitude of the

drift cannot be reduced with M, because we average after local iterates already have taken B “big”

steps. The proof uses techniques from Rajput et al. (2020). O
Proposition 5 (Lower bound for local RR: heterogeneous case). Suppose that local RR has param-
eters satisfying Assumption 1. Additionally, assume that B is a multiple of 2 and k = ;% > 2. Then,
there exists a function F' € Fon;(L, 1,0, 7, 1) such that for any constant step-size 1,

. 7_2 BQ
Proof. We note that Proposition 5 is almost identical to Theorem II of Karimireddy et al. (2020);
however, we provide a proof specific to our algorithm in Appendix L. O

Theorem 4 constructs a component-wise homogeneous function from Fe,,, (L, i, v,0) and Propo-
sition 5 constructs a heterogeneous function from Fop;(L, 11,0, 7,1). Since Femp(L, pt,v,0) U
Foni(L,p,0,7,1) C Fonj(L, p,v,7,p) for any p > 1, combining (8) and (9) for the K >

. 2 2 2 2
max{cyk, %} case gives a lower bound Q(max{ m Nz T m ]’(,2]?(2, }J\,ZBKZ ) that matches the

large-epoch upper bound (5) in Theorem 2, up to a factor of k2. When kN > M B, c4r becomes
the dominating term in the max, in which case the threshold in (8) is © (). Tightening the 2 gap as
well as removing additional requirements such as k > c3 and kN 2 M B are left for future work.

Using B = ©(N) does not help, indeed. In Section 3.2.1, we observed that if B = ©(N), then

even in the homogeneous case (7 = 0), local RR converges at the rate of O(ﬁ) This is the same
rate as single-machine RR, meaning the efforts by M — 1 machines become meaningless. Our lower
bound (8) shows that O(ﬁ) is in fact the best we can hope for (treating L and p as constants).
In order to make the best use of M machines, B should be smaller than ©(V), as suggested in
Section 3.2.1. In an existing work, Mishchenko et al. (2021) consider local RR with B = N as a
special case of a proximal algorithm. In Theorem 8 of Mishchenko et al. (2021), the authors claim
“the convergence bound improves with the number of devices involved” because the bound has a
factor of M in the denominator. However, at least under our assumption, this is not the case; if we
apply our Assumption 3 to upper-bound their o, the term “N¢2” in the numerator grows linearly
with M. Hence, our bounds do not contradict Mishchenko et al. (2021); see Appendix A for details.

Remark 2 (Small-epoch bound is likely loose). We note that while we focused on deriving a match-
ing large-epoch lower bound, we did not try hard to tighten the small-epoch lower bound. Our

. N 2
small-epoch lower bound in (8) misses a term (such as M’(,ifm) that corresponds to the error from

local updates. We leave investigations on small-epoch lower and upper bounds for future work.

5 SYNCHRONIZED SHUFFLING: HOW TO BYPASS LOWER BOUNDS

Recall from the total complexity of minibatch RR (4) that the total cost shrinks with a factor of \/%

Using M machines, we are only getting a v/ M -factor speedup. Ideally, we hope to see a linear
speedup, i.e., cost inverse proportional to M. Hence, Theorem 1 falls short of achieving this goal,
and our lower bound in Theorem 3 confirms that linear speedup is indeed impossible.

In this section, we show that the desired linear speedup is possible, at least in some special cases.
We consider the component-wise near-homogeneous case (i.e., Assumption 4 with small \) and
discuss how a simple modification to minibatch and local RR can let us “break” the lower bounds
and achieve linear speedup. This comes at a cost of broadcasting permutations: at the beginning
of the k-th epoch, the server samples o ~ Unif(Sy) and 7 ~ Unif(Sy,), and broadcasts them
to the machines. Then, local machines choose their permutations 0" to be shifted versions of a,’
ie., o(i) == o ((i + &m(m)) mod N). We call this trick synchronized shuffling, denoted as

"We assume for simplicity that M divides N.
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SYNCSHUF. Please revisit Algorithms 1 and 2 for the precise descriptions of the modified algo-
rithms local RR with SYNCSHUF and minibatch RR with SYNCSHUF, respectively.

The intuition why this should help is simple. In the proof of RR, we aggregate the component gra-
dients over an epoch (i.e., IV iterations) to write it as a full gradient plus noise. If we are in the
component-wise homogeneous setting and permutations are synchronized, then instead of aggre-
gating N component gradients on a single machine, we can aggregate % component gradients on
M machines to get a full gradient. This allows us to reduce the “noise”” from without-replacement
sampling. We emphasize here that we do not necessarily set B = % to get a full gradient every
time; our analysis works for arbitrary B and M, as long as both divide N. See Appendix B for a

detailed illustration of SYNCSHUF; also, see Appendix C for experiments showing its effectiveness.

The idea of synchronized shuffling is similar to approaches in distributed learning that shuffle and
partition datasets and distribute them to local machines (see e.g., Lee et al. (2017); Meng et al.
(2017)). In contrast, we do not communicate data, but communicate how to permute datasets stored
in local machines. Meng et al. (2017, Theorem 3.3) provide an analysis for a distributed method
similar to minibatch RR, but fail to show convergence to global minima in strongly convex cases.
We also note that an independent concurrent result (Szlendak et al., 2021) uses the same idea as
SYNCSHUEF to build compressors for communication-efficient distributed optimization.

5.1 UPPER BOUNDS FOR MINIBATCH AND LOCAL RR WITH SYNCSHUF

With SYNCSHUF, we can show that the M’s appearing in the convergence rates ((3) and (5)) in
Theorems 1 and 2 can be replaced with M2, for a more stringent function class Fepp(-) that requires
bounded component-wise inter-machine deviation (Assumption 4).

Theorem 6 (Upper bound for minibatch RR with SYNCSHUF). Suppose that minibatch RR with

SYNCSHUF has parameters satisfying Assumption 1. Additionally assume that M divides N. For
2 2

any F € Fomp(L, 1, v, X), consider running the algorithm using step-size n = % for

epochs K > 6k log(M?2N K?). Then, with probability at least 1 — 6,
. F(xo)—F* - (L2 v? A2
Py =1 < Spyge O \w aevee "z ) (10
The proof of Theorem 6 is presented in Appendix D.4. One can check that if the component-

wise deviation constant \ satisfies A < \/ﬁ (i.e., near-homogeneous), then the rate (10) becomes

@(W) It is then easy to confirm that M machines reduce total costs by %—a linear speedup.

A similar speedup can be shown for local RR. In Appendix D.5, we prove that
Theorem 7 (Upper bound for local RR with SYNCSHUF). Suppose that local RR with SYNCSHUF
has parameters satisfying Assumption 1. Additionally assume that M divides N. For any F' €

log(MZNK?) for epochs K >

Femp (L, b, v, N), consider running the algorithm with step-size n = WNE

7k log(M?2N K?). Then, with probability at least 1 — 6,

F _ F* 5 L2 2 2B )\232 )\2
F(yK,z;)—F*<(yO)+O(< A e + )).(11)

M?2NK? w3 \M2NK? N2?K? N2K? MK?
We can similarly check that if B < % and A < A”I => i.e., frequent communication and near-

homogeneity, then the @(W) term dominates in (11), and hence gives a linear speedup that
matches the best rate of minibatch RR with SYNCSHUF (10). Nevertheless, we note again that for
local RR, such a small B is favorable only when the communication cost ¢, is small (recall (6)).

6 CONCLUSION

We studied convergence bounds for local RR and minibatch RR, which are the practical without-
replacement versions of local and minibatch SGD studied in the theory literature. For smooth func-
tions satisfying the Polyak-Lojasiewicz condition, we showed large-epoch convergence bounds for
minibatch and local RR that are faster than their with-replacement counterparts. We also proved
matching lower bounds showing that our convergence analysis is tight. We also proposed a sim-
ple modification called synchronized shuffling that leads to convergence rates faster than our lower
bounds in near-homogeneous settings. Immediate future research directions include extension to
small-epoch regimes, as well as to general convex and nonconvex functions.
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A COMPARISONS WITH ASSUMPTIONS AND RATES IN EXISTING RESULTS

In this section, we compare our assumptions and convergence bounds against other existing results
mentioned in the main text. Most existing results that study independent and unbiased gradient
estimates state their assumptions in terms of the expectation over the randomness in the estimate;
for such assumptions, we adapt them to our finite sum setting in order to make for easier comparison.

Heterogeneity assumptions. We start by discussing our definition of objective-wise heterogeneity
(Assumption 3), namely that there exist 7 > 0 and p > 1 such that

i Z IVE™@)|| <7+ p||VF(x)|, forallz € R? (12)

Perhaps the most relevant to this assumption is the (G, B)-BGD assumption that appears in Karim-
ireddy et al. (2020): For all z € R,

M
1
i Z IVE™ (@)|* < G* + B> |VF(x)||" (13)

Note that thanks to Jensen’s inequality and a? + b < (a + b)? for a, b > 0, (13) implies

M M
<J\14 > ||VFm<m>||> < = S IVF @) < 67+ B [VE@)* < (G + BIVE()])

m=1

and hence (12) with 7 = G and p = B. Therefore, our Assumption 3 is weaker than the (G, B)-
BGD assumption. Several papers (Haddadpour & Mahdavi, 2019; Li et al., 2020b) use the same
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assumption (13), with G = 0; therefore, Assumption 3 also subsumes the heterogeneity assumption
posed in these papers. Note that G = 0 implies that, the minima for F are also the minima for F™”,
for every m, and hence G = 0 results in a weak form of heterogeneity.

Some papers (Yu et al., 2019; Li et al., 2020c; Qu et al., 2020) assume bounded local gradients: for
allm € [M] and = € RY,

N
1
v 2 IV @I <6, (14)
i=1
and this in fact implies the (G, 0)-BGD assumption (13). To see why, from Jensen’s inequality

NZW’”

Therefore, (14) is a stronger assumption for objective-wise heterogeneity than Assumption 3.

(IVF™(x

N
1
< T S IVE@) < 6
i=1

In Theorem 3 of Woodworth et al. (2020b), the authors use the following assumption on heterogene-
ity: for all z € R,

M
Z |VF™(x) — VF(x)||* < 2 (15)

2
, W€ Can sec

Noting that 3 >, [IVF™ (@) — VF(@)|* = 1 oy [VF™(@)|* - | VF ()
that (15) implies (13) and hence Assumption 2 (12), with 7 = ( and p = 1.
Indeed, there are also some results that make weaker heterogeneity assumptions than ours (12), by

requiring bounded deviation only at the global optimum x*. Given the global optimum x* of F,
Koloskova et al. (2020) define

~2 1 U mo k|12
&= D IVF" @), (16)
m=1

and use this constant in their bounds. Khaled et al. (2020) also define a similar quantity that can
capture heterogeneity, but does not provide a result on strongly convex functions in the heteroge-
neous setting. While assuming bounded (2 (16) is weaker than Assumption 3 in the sense that only
a bound at x* is required, we note that these assumptions cannot be applied easily in nonconvex
settings; in fact, for nonconvex (but not necessarily PL) functions, Koloskova et al. (2020) also use
(13) as their heterogeneity assumption.

Intra-machine variance assumptions. We next consider our notion of intra-machine deviation
(Assumption 2), namely that there exists v > 0 such that for all m € [M] and ¢ € [N],

V™ (x) — VF™(x)|| < v, forallz € R (17)

In many existing results using independent and unbiased gradient estimates (Karimireddy et al.,
2020; Yu et al., 2019; Li et al., 2020c; Qu et al., 2020; Woodworth et al., 2020a;b; 2021), the
bounded variance assumption is adopted: For all m € [M] and « € R,

1 N
¥ 2 IVE (@) = VE @) < o, (18)
=1

We note that the bounded local gradients assumption (14) also implies (18), by

N N
§ IV @) - V@) < 1 S IV @) - VE @)+ [VE @)
i=1 i=1

N
Z IV £ ()] < G2 (19)
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Some other papers (Haddadpour et al., 2019; Haddadpour & Mahdavi, 2019; Spiridonoff et al.,
2020) consider a generalized version of (18), namely that for all m € [M] and « € R4,

1 N
NZIIVf?(w) —VE™@)|” < ¢|[VE™ (@) + o, (20)
=1

for ¢, > 0. There are other papers (Koloskova et al., 2020; Khaled et al., 2020) that use intra-
machine variance at the global minimum x* in their bounds. Koloskova et al. (2020) define

M N
1
=2 —_ m *\ m * 2
o= mZ:l;llVfi (&%) = V" ()], @
for the global minimum «*, and use it in their strong convexity and convexity bounds. Khaled et al.

(2020) define
M N

1
Tont = Jr 2o 2 V@I, (22)

which is used in their bound on strongly convex functions in homogeneous cases. Note that for
homogeneous cases, VF" (x*) = VF(z*) = 0,50 67 = 02,;.

We note that in contrast to our discussion on inter-machine deviation (Assumption 3), the intra-
machine variance assumptions in the existing literature are weaker than our Assumption 2. However,
we utilize our stronger assumption to prove our high-probability upper bounds, which is a departure
from in-expectation bounds in the literature.

Existing upper bounds on local SGD. In the discussion after Theorem 2, we mentioned some
recent upper bounds on (with-replacement) local SGD. We make more detailed comparisons here.
For the reader’s convenience, we restate our theorem on local RR below.

Theorem 2 (Upper bound for local RR). Suppose that local RR has parameters satisfying As-
sumption 1. For any F' € Foui(L, u,v,T,p), consider running the algorithm using step-size

n= mg(é\]{[i]};}(z)for epochs K > Tprlog(M N K?). Then, with probability at least 1 — §,

F(yoy) —F* - (L? 2 v?B 72 B2
F i VA Y (e . 5
(Wi ) =unkz O \Us \ vk T v T ke ®)

We start with last-iterate bounds in homogeneous cases. Theorem 3 and Corollary 3 of Khaled
et al. (2020) consider local SGD on p-strongly convex and L-smooth F'. Khaled et al. (2020) allow
variable synchronization intervals, where the maximum interval is upper-bounded by B. In this
setting, Corollary 3 of Khaled et al. (2020) shows that local SGD after 7" total local update steps
yield

2

. To — T 2 o2 Lo?, (B—1
E[HET_:C*'F]:O(M z|? | o Log(B-1Y 03

T2 W2MT 1312

where &; is the average over all M machines’ i-th local iterates, and op is from (22). Noting that
T corresponds to N K in local SGD and o, corresponds to v in Assumption 2, (23) is comparable

to an upper bound®
B " ~ Lv? L%2B
]E[F(wT)—F]z@(uQMNK-i-M:sNQKQ)- 24)

F(yo)—F L|zo—=. |
Here, we do not compare I(SI"J)\? = and HmOsz I

: . « ” F(y())*F*
be made arbitrarily “small” (e.g., T57x7ey

. F(yo)—Fx*
because in Theorem 2, the term AINET can

for any [ € N) by changing the log factor in 7.

A similar homogeneous, strongly convex, and smooth setting is considered in Spiridonoff et al.

(2020), under a intra-machine variance assumption defined in (20). Theorem 1 of Spiridonoff et al.

(2020) proves general theorem statement for arbitrary synchronization intervals. If we specialize to

constant interval B, Corollary 1 of Spiridonoff et al. (2020) gives

B2(F(zo) — F*) n Lo? n L?c?*(B —1)
T2 UQ MT U3T2 ’

E[F(#r)— F*] = O ( 25)

8Note that an additional factor L is due to conversion from squared distance to function value.
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where 3 > 2k? is a constant defined to choose algorithm parameters such as the step-size. Noting
again that 7' corresponds to NK and ¢ in (20) is comparable to v in Assumption 2, (25) also
translates to (24).

The next last-iterate bound we compare against is Qu et al. (2020). Theorem 1 of Qu et al. (2020)
uses bounded intra-machine variance assumption (18) and bounded gradient assumption (14). Spe-
cializing Theorem 1 of Qu et al. (2020) to full device participation and uniform weight (p; = --- =
pn = ) case, their bound reads

(26)

~ Lo? L2G?%B?
E[F(xr) — F*| =
Plar) - F1=0 (o + 200 )

Recalling that T corresponds to N K, ¢ to v in Assumption 2, and G to the heterogeneity constant
7 in Assumption 3 and also v (due to (19)), (26) translates to

~ Lv? L?(v? + 72)B?
E[F(®r)— F*] = .
[ (mT) ] 0 <ﬂ2MNK M3N2K2 )

Comparing the local SGD last-iterate bounds (24) and (27) against our local RR bound (5) in Theo-
rem 2, we can see that the last iterate of local RR satisfies a smaller upper bound as soon as K > k.
Admittedly, this is not a fully rigorous comparison given the differences in assumptions and types
of bounds; nevertheless, we believe that the comparison at least provides some degree of evidence
for faster convergence of local RR than local SGD. It is also interesting to see that the “error from
local updates” terms match in with- and without-replacement bounds.

27)

Next, we review existing average-iterate bounds mentioned in the main text, which are better than the
last-iterate bounds. Koloskova et al. (2020) present a unifying framework for analyzing distributed
optimization algorithms over networks, which can specialize to local SGD. For p-strongly convex
and L-smooth F', Theorem 2 of Koloskova et al. (2020) shows that

~ T o Lé2B  L(2B?

. . |2
E[F(z) - F*]=0 (LB|9c0 —z"||“ exp (_B MT + 277 + 277

where & is some weighted average of iterates and (2 and 52 are defined in (16) and (21), respectively.
Noting that T" corresponds to N K, (. to 7 in Assumption 3, and 7. to v in Assumption 2 (although
our assumptions are stronger), we can see that the bound (28) for large enough 7" can be translated
into

(29)

E[F() - F :@( V2 Lv*B Lr2B? )

UMNK + W2N2K? * H2N2K?
Notice that (29) is smaller than the last-iterate bounds (24) and (27) by a factor of «. Similarly,
Theorem 3 of Woodworth et al. (2020b) proves that for u-strongly convex and L-smooth F',

(30)

~ (L2 ||lwo — x| &2  Lo?B  L(2B?
E[F(:i)—F*] :O< ”:CO T H O a C )7

LT + uT? uMT + u2T? + 12T

for some weighted average of iterates . Here, 62, o2, and f 2 are as defined in (21), (18), and (15),
respectively. Substituting v to its comparable constants 7, and o, and 7 to (, we can similarly check
that (30) can be converted to (29).

Comparison to Mishchenko et al. (2021). In Mishchenko et al. (2021), the authors study a prox-
imal algorithm referred to as Proximal Random Reshuffling (ProxRR), and obtain a distributed op-
timization algorithm called FedRR as a special case. If we set R = 0 in FedRR, the algorithm then
is equal to local RR with B = N, i.e., the one that synchronizes only after one entire epoch.

Assuming that all component functions f"(z) are p-strongly convex® and L-smooth, and objective-
wise homogeneity F'! = ... = F™ = F, the authors obtain Theorem 8 (Mishchenko et al., 2021),
which states that

5, n?’LMNo?

]E[ _ *2}<17 NK . opt 1
lyre — ™[] < (L =)™ [Jlyo — =" + Y (31

°This is in fact quite strong compared to this paper, because we only assume F' to be PE, not F™ nor f;".
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where yo and yg are the initialization and last iterate of the algorithm, and agpt was defined above
in (22). The term M N aopt in (31) corresponds to the term “No2” as per the notation in Mishchenko
et al. (2021). If we apply our Assumption 3 to bound o2, we get ngt < v2, which reduces the last

opt’
term in (31) to % If we substitute n = %71\;{[{) to the bound (31), we get
* ]2 2
— x| ~ Lv
E[ e 2} My =7 5 : 32
”yK z H = MNK?2 + MSNK2 (32)

which translates to the same convergence rate on F(yx) — F™* as single-machine RR. For the
heterogeneous setting, applying Lemma 3 of Mishchenko et al. (2021) to Theorem 2, we can obtain

*2 *2
E|llyxe =@ I?] < (1= n)™ lyo - 2|

L 2L S (e o anm —VEm ()|
MM m=1
2 2LN2 202N
= (1= )" |y — " | + T Z IVE™ @) + T2 (33)

2p

where 52 was defined in (21). Note that in Lemma 3 (Mishchenko et al., 2021), the function
“F,” in the authors’ notation is equal to NF™ in our notation. Recall that the (G, B)-BGD as-
sumption (13) is “comparable” to Assumption 3 (12). If we apply (13) to the bound (33), we get

LM [ VE™(2*)||* < G2, Similarly, if we apply Assumption 3, we get 52 < 2. Substituting

these upper bounds and 1 = 7103"(;‘/”\’]( to (33) gives
%2 2 2
2] llyo—=*” 5[ LG Lv
5 [lu —=17] < BT +0 (g + ) oY

2 22
and after translating this into a bound on function value, we get an upper bound (’)( N K2 + [:3%)

which in fact matches our upper bound (5) in Theorem 2 when we set B = N.

The two upper bounds obtained for homogeneous (32) and heterogeneous (34) settings indicate that,
at least under assumptions on intra- and inter-machine deviation such as ours, the claimed advantage
that “the convergence bound improves with the number of devices involved” (Mishchenko et al.,
2021) is not achievable. As our lower bound shows, one needs to choose B smaller than NV in order
to get the most out of parallelism. That being said, since Mishchenko et al. (2021) is free of uniform
intra- and inter-machine deviation assumptions, there may still exist certain scenarios where multiple
machines can speed up performance even with B = N.

B MORE DETAILED ILLUSTRATION OF SYNCHRONIZED SHUFFLING

In this section, we provide a more detailed explanation on synchronized shuffling that we intro-
duced in Section 5. For the illustration, let us consider the component-wise homogeneous case.
Component-wise homogeneity means that all the machines have the same set of components:
fl=f=--=fM= f fori € [N]. Hence, we have F = F™ for all m € [M] and our
goal is to minimize F = 3 Zivzl fi-

In the proof of Theorem 1 (presented in Appendix D.2; see Appendix D.1 for a sketch), we add the
component gradients over an epoch and then use the following key identity: for any permutation o,

N N
> V. =Y Vfi=NVF (35)
i=1 i=1

We use this identity (35) to represent the per-epoch progress as “one big GD step plus noise.” For

the rest of the proof we bound the “noise” term, and the key to bounding it is to upper bound the
norm of summations of the following form, for i € [N/B — 1] (see (41) and (43)):

1 M B
Vi D Vo) (@ro): (36)

m=1 j=1
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To bound the norm, we decompose it into two terms using the triangle inequality

M B M B
1 1 , )
1 S Ve (@eo)| < i > Vifamy(@ho) = iBVF(240) || +iB ||V F (zk0)]
m=1j=1 m=1j=1

and we use concentration bounds (44) on the first term of the RHS, which gives a high-probability
upper bound on the RHS of the form O (1/. / %) +iB||VF| (45).

The key to proving fast convergence is to make the upper bound above as small as possible. To make
the bound (45) even smaller, we wish to be able to apply the identity (35) to the summation (36).
However, under the standard way of choosing permutations ¢* independently over machines, one
cannot apply the identity because we do not sum over all j = 1,..., N. This limitation motivates
our proposed technique synchronized shuffling, a manipulation on the choices of ¢} that lets us
prove even faster convergence.

Recall the definition of synchronized shuffling. At the beginning of the k-th epoch, the server sam-
ples 0 ~ Unif(Sy) and m ~ Unif(Sys), and broadcasts them to the machines. Then, local machines
choose their permutations o} to be shifted versions of o: 07 (i) := o ((i + 2-m(m)) mod N).

Now set NV = 6 and M = 3. Assume for simplicity that the permutation 7 € S3 of machines satisfies
7(m) = m for m € [3].1° Suppose the server samples o = (o(1),5(2),0(3),5(4),0(5),5(6)) and
broadcasts it. Under synchronized shuffling, the local machines choose

UI%: = (0(3)7 0(4)7 0(5)7 0(6)7 0(1)7 0(2))7

Ul2c = (0(5)7 0(6)7 0(1)7 0(2)7 0(3)7 0(4))a

o = (0(1),0(2),0(3),0(4),0(5),(6)).
One can see that each permutation is a shifted version of o, with an offset that is a multiple of
&=2
Now consider adding V fa',;"(i) overm = 1,2,3 and 5 = 1,2 (in fact, any two consecutive j’s will
do). By synchronized shuffling, we get a summation over all N = 6 component functions, which
by (35) gives us the full gradient:

3

2 6

Vfgzn(j) = Z Vfl =6VF.
-1 i=1
The point here is that the permutation identity (35) can be applied to the summations (36) to further
reduce their norm bounds. This is in contrast to sampling independent o*’s where one cannot
apply (35). For this reason, synchronized shuffling significantly reduces the noise that comes from
without-replacement sampling, thus resulting in faster convergence rates in (near-)homogeneous
cases.

C EXPERIMENTAL RESULTS

In this section, we present some simple numerical experiments that support our theoretical analy-
sis. We evaluate the performance of the algorithms considered in this paper on the “hard instance”
constructed in our lower bounds (Theorems 3 and 4).

Our hard instance F' € Fepp(L, i, v, 0) is a function in the component-wise homogeneous setting,
where all the machines have the same set of local component functions: f} = f2 = ... = fM = f;.

In the proofs of Theorems 3 and 4, we construct the global objective F/(z) = + Zf\; fi(x) as the
following:

x2 {+1 if1 <i<N/2,
2

fz(x) = (L1x§0+ﬂlz>0)7+ziyxv 2 = _1 1fN/2<Z§N

'%In fact, permuting the machines by = is not required in the component-wise homogeneous setting (i.e.,
when A = 0 in Assumption 4).
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With this set of component functions, the global objective F'(z) = (L1,<o +/J1x>0) is p-strongly
convex and L-smooth with a unique global minimizer at z = 0.

We compare the performance of the algorithms on this problem instance, with L = 100, p = 1,
v =1, N = 768, and M = 16, while varying the choice of B € {1,4,16,64,256} and
K € {1,3,5,7,10, 30,50, 70, 100, 300, 500, 700, 1000}. For each value of B and K, we run the
algorithms for K epochs (X' N/B communication rounds for with-replacement algorithms) starting
at xg = 0 and return the values of F' evaluated at the last iterates. Note that the algorithms are not
deterministic, because the sampling/shuffling schemes are random. In order to account for random-
ness, for each combination of (algorithm, B, K') we execute 20 independent runs of the algorithm
and plot the mean, first quartile, and third quartile of the final objective values.

In the subsequent subsections, we compare the following seven algorithms with constant step-sizes.

e Minibatch RR, n = %fw;
* Local RR, n = bg(ﬁ,i]vKKZ));

« Minibatch RR with SYNCSHUF, 7 = B10s(MNK) .

uNK
« Local RR with SYNCSHUF, 1 = ‘Og(lf‘;fviNKm;
* Single-machine RR with minibatch size B, n = logﬂ(jvvigz);
* With-replacement minibatch SGD, n = %}2\71{2);

* With-replacement local SGD, n = AN

C.1 SYNCSHUF IMPROVES CONVERGENCE OF MINIBATCH/LOCAL RR

In Figure 1, we compare minibatch RR and local RR, with and without SYNCSHUF. Each plot in
Figure 1 shows how the methods’ performance changes with K, for a fixed value B. Each point
on the curve is the mean of the final objective function values over 20 independent runs of the
corresponding algorithm with the specific B and K, and its error bar indicates the first and third
quartiles.

Recall from our Theorems 1, 2, 6, and 7 that the four methods satisfy the following convergence
bounds, in homogeneous settings (i.e., 7 = A = 0):

2

¢ Minibatch RR: (’)( . MK/K?)

.o(L
* Local RR: O (;7 (MNK2 + NQKQ))
L?
3

 Minibatch RR with SYNCSHUF: O (

l/2
M2NK? )

« Local RR with SYNCSHUF: O (% (M,,;Kz + ]\5’252))
In fact, if B = 1, local RR is identical to minibatch RR. Figure 1(a) confirms that this is indeed
true, and also that the versions with SYNCSHUF outperforms the ones without SYNCSHUF. This
corroborates the additional M factor speedup in our bounds. In Figure 1(b) and 1(c), we can see
that as B increases, the performance of local RR with SYNCSHUF degrades and becomes closer to

local RR without SYNCSHUF. This shows that the O (L3 NTRE 52) term starts to dominate. Also,

as we increase B further, in Figure 1(c) and 1(d) we see that local RR (without SYNCSHUF) also
starts to degrade and its gap between minibatch RR becomes larger. Again, this means that the

2 . . . .
0O L3 ]\’,’2 52) term becomes the dominant factor in the local RR bound. The performance of mini-

batch RR, with and without SYNCSHUF, stays relatively independent of B. One thing to note is that

for large values of B, the small-epoch behavior of minibatch RR looks rather unstable. The choice

2
of step-size n = % seems to cause overshooting when B is large and K is small. We
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—$-MinibatchRR —4-MinibatchRR
w2l -+ ’I:chg\RR i -+ LocalRR
inibatchRR+SyncShuf 10 MinibatchRR+SyncShuf
-$- LocalRR+SyncShuf -#-LocalRR+SyncShuf

—#MinibatchRR —#MinibatchRR
-t LocalRR —# LocalRR
102 MinibatchRR+SyncShuf 10%E MinibatchRR+SyncShuf

-+ LocalRR+SyncShuf

-#-LocalRR+SyncShuf

.
10° 10° 10’ 102 10°

(d) B =64

—$-MinibatchRR

-+ LocalRR
MinibatchRR+SyncShuf

-#-LocalRR+SyncShuf

Figure 1: Comparison between minibatch RR and local RR, with and without SYNCSHUF. Best
viewed in color. The algorithm versions with SYNCSHUF converge faster. Also note the perfor-

.
10! 102 10%

() B = 256

mance degradation as B increases, as expected by our theory.

note that this does not contradict our convergence analysis because our theorems only characterize
the large-epoch behavior (K above certain thresholds) of the algorithms. Perhaps in the small-epoch
regime, our choice of 7 is not necessarily optimal and a smaller 7 is needed to prevent overshooting.

C.2 LocAL RR BECOMES CLOSER TO SINGLE-MACHINE RR As B — N

Our next set of plots presented in Figure 2 provides a comparison of minibatch RR, local RR, and
single-machine RR (i.e., minibatch RR with M = 1). In Theorems 2 and 4, we showed that when
B = O(N), then the convergence of local RR becomes just as fast as the single-machine RR.
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—$-MinibatchRR —4-MinibatchRR
Al -+ LocalRR ni ~t LocalRR
10 SingleMachineRR 10 SingleMachineRR

—4MinibatchRR
— LocalRR
SingleMachineRR

—#MinibatchRR
—F LocalRR
SingleMachineRR

10 1 I ! 0° . : :
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107 g
—4-MinibatchRR
—+ LocalRR

102E SingleMachineRR

9 L
10° 10! 102 10%

() B = 256

Figure 2: Comparison of minibatch RR, local RR, and single-machine RR. Best viewed in color.
The large-epoch performance of local RR becomes similar to that of single-shuffle RR as B be-
comes closer to V.

Indeed, we can observe from Figure 2 that this is really the case. As B increases, the curve of local
RR moves closer and closer to that of single-machine RR, especially in the large-epoch regime.

C.3 WITH- VS. WITHOUT-REPLACEMENT SAMPLING

Lastly, in Figure 3 we compare the with-replacement and without-replacement versions of mini-
batch/local SGD. In all plots, we can see that the without-replacement versions outperform with-
replacement ones, at least for our problem instance. It is also intriguing to note that the two versions
perform very similarly in the small-epoch regime (for K up to ~ 10), but without-replacement starts
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—$-MinibatchRR —$-MinibatchRR

—} LocalRR —F LocalRR
MinibatchSGD 10%E MinibatchSGD

-+ LocalSGD -#-LocalSGD
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100 . . ) 09 . . ,
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Figure 3: Comparison of with-replacement (SGD) and without-replacement (RR) versions. Best
viewed in color. Without-replacement versions converge faster than with-replacement versions, at
least in our problem instance. Also note that the two versions perform similarly in the small-epoch
regime, which supports our theoretical findings.

to outperform for larger K’s. This observation supports our theoretical prediction from Theorem 3
that in the small-epoch regime, minibatch RR can at best perform as fast as minibatch SGD.

D PROOFS OF UPPER BOUNDS

In this section, we provide proofs of our upper bounds stated in Sections 3 and 5. We start by describ-
ing a high-level proof outline that we use for all the proofs presented in this section (Appendix D.1).
In the subsequent subsections, we prove Theorems 1, 2, 6, and 7, in the order they appeared in the
main text. The next subsection (Appendix D.6) states and proves a key lemma that gives concen-

23



Published as a conference paper at ICLR 2022

tration bounds for the mean of multiple without-replacement sums of vectors. This general-purpose
lemma can be of independent interest and it can prove useful in various other settings. Lastly, in
Appendix D.7 we discuss how we can modify the theorem statements to remove the requirement in
Assumptions 2, 3, and 4 that they must hold for the entire R<,

Notation. Throughout this section, we use the product notation [] in a slightly unconventional
manner. For indices ¢ < j and square matrices A;, A;j1q,..., Aj_1, A;, weuse H;:j A to denote
the matrix product A;A;_q---A; 11 A;. If i > j, then H;:j A =1

D.1 PROOF OUTLINE

The proofs of upper bounds follow a common structure, consisting of the following three steps:

1. writing one epoch as one step of GD plus noise;
2. getting a high-probability upper bound on the noise term using concentration inequalities;
3. obtaining the convergence rate using the bounds on the noise term.

We first unroll the update equations over an epoch, and write an epoch of the algorithms as one step
of gradient descent plus noise:'’

2
Tpt1,0 = Tr,o — NNV EF(xr0) + 177k
Substituting the above to the definition of L-smoothness of F' and arranging terms, we obtain

F(xpq1,0) — F(zr0)

L
< (VF(xk,0), Trt+1,0 — Tk,0) + 3 lert1,0 — $k,0H2

’L
— N [VE @ o)l + 1 [V E@ro)| 4] + = INVE(i0) + 1l

IN

< (=N +?LN?) |[VF(z40)l|” + 2* IV F(@x0)| [rxl + 0L |7 - (37

The next step is to get high-probability upper bounds on the term ||7||. This is done by applying
our concentration inequality lemma (Lemma 8) to partial without-replacement sums of component
gradients. As a result, we will get upper bounds on |7 || and ||r,||%, for k = 1,..., K, which hold
with probability at least 1 — 4.

In the last part, we substitute the high-probability bounds to (37) and invoke the definition of PL
functions to get a per-epoch progress bound. We then unroll the per-epoch inequality for all epochs
k=1,..., K. Arranging the terms in the resulting inequality gives our desired convergence bound
that holds with probability at least 1 — 4.

D.2 PROOF OF UPPER BOUND FOR MINIBATCH RR (THEOREM 1)

One epoch as one step of GD plus noise. To simplify the notation throughout the proof, we will
prove the same convergence rate for a rescaled update rule and step-size:

M B
Th,i = Thi-1 — % Yoo Vi (@) (38)

m=1j=(i—1)B+1

fori € [N/Bland k € [K], and n = bg(ﬁ,i]}g{z). Note that the gradient term is scaled up by B and

the step-size is scaled down by B. We will prove the convergence rate for this equivalent algorithm.
We start the proof by unrolling the update equations over an epoch and expressing the progress as
@110 = Tho — NN F(@r0) + 1778,

i.e., one step of full gradient descent plus some noise.

"1n case of local RR, we replace xx,0 with yg 0.
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To this end, we decompose the gradient V f;’in ) (zf,;—1) into the signal V f;’in( i) (zr,0) and noise:

Vf:%z(n (wk;)i_l) = Vf:in(]) (33k70) + Vf;.rin(J) (wk;)i_l) - vf:i”(g) (wk;}o)

1
ZVfgm?(j)(a:k,O) + |:/o VQf;%(j)(:ck,o + t(xk,i—1 — Tk 0))dt| (Tri—1 — Tr0),

where V2 f(x) denotes the Hessian of f at @, whenever it exists. We remark that the integral
exists, due to the following reason. Since we assumed that each f ™ () is differentiable and smooth,

its gradient V f™, o () is Lipschitz continuous, and hence absolutely continuous. This means that
\% fa;"'( ) is differentiable almost everywhere (i.e., V? f;’él (j)(x) exists a.e.), and the fundamental
theorem of calculus for Lebesgue integral holds; hence the integral exists.

To simplify notation, we define the following for all ¢ € [N/B|:

1 M iB
=7 oD Vi (@),

m=1 j:(ifl)BJrl

— Z Z / vifm () (@0 + H(Z,i-1 — Th,0))dL,

m=1j=(i—1)B+1
so that we can write (38) as
T = Tpi—1 — 19 —NH;(xk i1 — Tk 0). (39)

From L-smoothness of f]™’s, it is straightforward to check that ||H;|| < LB. Unrolling (39) for
i=1,...,N/B, it turns out that we can write

N/B [ i+1

Ti4+1,0 = Tgo0 — N Z H (I - UHJ‘) gi.

i=1 \j=N/B

Due to summation by parts, the following identity holds:

N/B N/B N/B-1 i
Zazb *aN/BZb - Z aH_lfai)ij.
i=1 j=1

We apply this to the last term, by substituting a; = H i N / p(I —nHj ) and b; = g;:

N/B i+1

nY | [ d-nH;) | g

i=1 \j=N/B

N/B N/B-1 i+2 i+1
=n> gi-n >, | [[ @-nH)- [] (I-nH) Zgj
Jj=1 i=1 t=N/B t=N/B

N/B-1 i+2

:nNVF(:I:;@p) — 772 Z H (I - 77Ht) H;, Zgj .
j=1

i=1 t=N/B

=Tk

With the “noise” rj defined as above, we can write 41,0 = ®ro — PNVEF(xr0) + nzrk, as
desired. Next, it follows from L-smoothness of F’ that

F(xpi1,0) — F(Tr0)

L
< (VF(xk,0), Trt+1,0 — Tk,0) + 3 lekt1,0 — ﬂik,oH2

’L
N [VE @)l + 1 IV E@ro)| 4] + = INVE(i0) + ]

IN

<(=nN + P’ LN?) [[VF(2k.0)|* +0* [V (k0| [Ire ]| + 7" L ||7e]|* (40)
where the last inequality used ||a + b||*> < 2 ||a||* + 2]b||”.
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Bounding noise term using concentration. It is left to bound ||7||. We have

N/B-1 i+2 i
Irell = Z H (I —nHy) | Hita Zgj
i=1 \t=N/B j=1
N/B-1 z+2 i
< Y (I —nH) | Hip1 Y g,
i=1 t= N/B j=
N/B-1 i
< LB +nLB)NE 3" 1N gl (41)
=1 ||j=1

where the last step used ||[H;|| < LB fori € [N/B]. Recall from the theorem statement that
2
K > 6klog(MNK?) and n = bg(}j\;fvij\g(). This means that

Blog(MNEK2)\ P B\V?P
14+gLB)N/B = (14 2208222 ) <(1+— < el/S. 42
(1+nLB) + NE T <e 42)
Now, we use Lemma 8 to bound the norm of
M
Zga 7 S5 ). (43)
m=1j=1
Note that for any epoch k, the permutations o}, ...,o}! are independent of the first iterate xy, o
of the epoch, and hence independent of all V f]™(xy o). Therefore we can apply Lemma 8 to the
partial sum (43), with v]" < V f]" (21 ), n < iB, and § < +7-. By Lemma 8, with probability
at least 1 — ﬁ, we have
M iB / 2NK
1 m 8log =55~
iBM 231 Z:lvfg;cn(j)(wk,o) - VF(wk,O) <v ZBiM (44)
m=1 j=
Using this concentration bound, with probability at least 1 — B—‘s we have
2NK 2NK
g ) 8iB log ]
Zgj < iBv 35 +iB||VF(zy)| = v +iB||VF(z0)| . 45)

We can now substitute (42) and (45) to (41) to get

N/B-1 . INK
8iBlog =55
Irll < /518 37 | v =B 4B [V F (o) |
i=1

el/S\/8LyB3/2 [N/B 2NK N
z Ve asvar /6 2 -
< 7 : Vtdty[log 5 e OLBY [VE () > i

i=1

5Lu(N3/? — B3/2) INK
< log = + LN(N = B) [ VF(@0) (46)
which holds with probability at least 1 — %, due to the union bound over ¢ = 1,...,N/B — 1.

The bound (46) holds for all ¥ € [K] with probability 1 — ¢ if we apply the union bound over
k=1,...,K. Next, by (a + b)? < 2a? + 2b%, we have

5 _ 25L%3(N3/2 - B3/%)2  2NK
lrel]” < log

2M Bo
which also holds for all k£ € [K] with probability at least 1 — 0.

+2L2N%(N — B)? |VF(z0)|>, @47
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Getting a high-probability convergence rate. Given our high-probability bounds (46) and (47),
we can substitute them to (40) and get

F(xgt1,0) — F(xk,0)
< (=N +?LN?) |[VE(z0)l|” + 7* IVF (ko) |7ell + 0L |7y
< (=N +7*LN? + ) LN(N — B) + 2¢*L>N*(N — B)?) |[VF (z10)|

5n2Ly(N3/2 — B3/2 INK
d V< ) 10%@ ||VF($k,o)||

2M1/2
25n* L3V (N3/2 — B3/2)2  2NK
+ Wi log s (48)

The second term in the RHS of (48) can be bounded using ab < %2 + %:

5n?Ly(N3/2 — B3/2) INK

SA[1/2 logBié [VE(z0)|

1/2N1/2 5 3/2L (N3/2 _ B3/2) INK
_ (AN n° Ly
- (22 por o) ( V(N2 5 o 2

2503 L2V2(N3/2 — B3/2)? oo 2NK
2MN 7B
Putting this inequality to (48) and noting N — B < N gives

N
< IVF (i)l +

7
F(xpy10) — F(zro) < (—877N + 2 LN? + 2174L3N4> IVF(0)|

N 2503 L%(1 +nLN)v?(N3/2 — B3/2)2  2NK

1 . 49
2MN °®7Bs “9)
Recall from K > 6klog(MNK?) and = bg(}i\]{,i]\g{z) that LN < ¢. Since the inequality
—T2+4222+22* < —Llzholdson z € [0, ], we have
1
—gnN + 20’ LN? + 2* L3N* < —5nN.
Applying this bound to (49) results in
nN o 15n3L2V2(N3/2 - B3/2)2  aNK
— < .
F(@rt10) = Flaro) < = [VE(zr0)” + VN log =5
We now recall that F' is y-PE, so ||VF(:ck,0)H2 > 2u(F (xk,0) — F):
15n3 L2 2N3/2_BS/22 INK
F(@ps10) — F* < (1= quN)(F(m0) — F*) + —L=2 (MN " log = (50)

Recall that (50) holds for all & € [K], with probability 1 — 8. Therefore, by unrolling the inequality,
Flay y) — F* < (- nuN)X (F(ao) — F*)

157° L2V (N2 — B*/?)? | 2NK =
_|_

1—nuN)*
TN ST k:O( nuN)
15m° L2V (N3/2 — B3/%)?  2NK
< (1 —nuN)X(F —F* 1 . 51
< (1 =nuN)" (F(=o) )+ NN og —ps= (51
Lastly, substituting n = %71\17{1& gives
o 1 L2 2 N3/2fBS/2 2] Ml 2 MNK2
B MNK? uSMN*K?
F(xo) - F* <~ (L*? 1
=———+0 — . 52
MNK? + < w3 MNK? (52)
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Getting an in-expectation bound from the high-probability bound. We conclude this subsec-
tion by briefly describing how we can obtain an in-expectation bound from the high-probability
bound we just proved. Recall that the bound we proved above holds under the event E that all the
concentration bounds used throughout the proof hold. The key to proving an in-expectation bound
is to obtain an upper bound under its complement E¢, i.e., conditioned on the event that at least one
of our concentration bounds does not hold. We do so by repeating the same proof without ever using
the Hoeffding-Serfling bounds (Lemma 8). Of course, this leads to a much looser bound, but we can
choose § to be small enough so that the desired bound O (% W) holds in expectation.

For the version without concentration bounds, the proof proceeds in the same way until it starts
diverge at (44). Instead of applying concentration inequalities, we loosely bound the quantity as the
following:

M B
1 m
iBM Z Z Vg (@ro) = VF(2k0)
m=1 j=1
1 M B 1 M
~liBM Z va:iﬁ(j)(“’ho) i Z F"™(z.0)
m=1j=1 m=1
1 M 1 iB
<31 32 |5 2 kool - Flevo)| <v

With this bound, the RHS of the upper bound (45) on ||X:;:1 g;|| becomes iBv + iB || VF(xk )|
This results in the bounds on |7 | and ||7|® (corresponding to (46) and (47)) that read

l7%]] < LvN(N = B) + LN(N = B) [[VF (2y.0)]l,

74l < 2L22N?(N — B)? + 2L2N*(N — B)? | VF (z10)||” -

The rest is substituting the bounds above to (40), and going through the same steps to obtain the
final bound. The resulting bound that corresponds to (51) is

Flag )~ F* < (1- V)< (Flay) - F*) + L N ZBY

)

' B 3/”’
which, by substituting 5 = “E5E) yields
. F(xo)—F* < (L% 1

To finish the proof of in-expectation bound, choose § = ﬁ Recall that the probabilistic event
occurs when all our concentration bounds hold. Conditioned on E, which occurs with probability

at least 1 — 575, the tighter bound (52) holds, with log } replaced by log(M N). The complement

event F° occurs with probability at most ﬁ, under which the looser bound (53) is true. Thus, in

expectation,

E [F(:nK’%) - F] — P(E)E [F(:.;K’%) — P E] + P(E°)E [F(a:K%) _F* | E]

* 1 * c
<E {F(mK%) _ P E} +E [F(;::K%) _F*|E }
I nts ~ 2,,2
_B8(F@) —FY) (L 1\
SNMNK? ©* MNK?

For the remaining high-probability upper bounds proved in the paper, we can similarly follow this
process to obtain matching (up to log factors) in-expectation upper bounds.
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D.3 PROOF OF UPPER BOUND FOR LOCAL RR (THEOREM 2)

One epoch as one step of GD plus noise. The update rule of local RR can be written as the
following. For k € [K], i € [N], and m € [M],

. @il = 0V (@) if B does not divide i,
k, &= Zmzl(mk’%1 anaLn(i)(a:k’iil)) =!Yp,i/p if B divides i.
Recall that @;”,’s are the initial points of an epoch and they all the same regardless of the machine
m. We define y. o := x;, ;. For any 7 in the range of (I — 1)B 4+ 1 < i < IB for some [ € [M],

we will use y ;1 as the “pivot” and decompose the gradients into the ones evaluated at yj, ;1 plus
noise terms.

vf:i"(z (wZLZ 1) vf "L(z (ykl 1)+vf m (wkz 1) Vf m (yk:l 1)

(54)

i) + | [ 2 s 0~ v )] s~ i)
0

—Hm
=H]

where the integral H;" exists due to the reason discussed in Appendix D.2. Also note from L-
smoothness of f/™’s that || H!"|| < L. Using the decomposition, one can unroll the updates (54) and
write yy, ; in terms of yy ;—; in the following way:
i+1
Yl = Yki-1 — 77 Z Z [T —nE? Vg iy (YUri-1), (55)
m=1i=(1—1)B+1 \j=IB
forl =1,..., N/B. Next, we again decompose the gradient Vf;’?n(i)(yk,zq), this time using yx o
" ,
as the pivot:

Vf;’in(i) (Yri-1) = Vf;’in(i) (Yr,0) + Vf;’in(i) (Yri-1) — Vf7 i (Yr,0)

1
=V 1 (Yro) + [/ V2 faie iy (k0 + HYri—1 — Yr.0))dt| (Yri-1 — Yr,0)-
0

=:H™

This decomposition allows us to rewrite (55) in the following form

Yo = Yki—1 — Nt — 0S1(Yki-1 — Yk.0)s (56)
where
1 M B i+1
b=, D, [T @—neP) ) Vi (o), (57)
m=14=(1-1)B+1 \j=IB
1 M B i+1 ~
si= > S ([ ) ay, (58)

m=1i=(I-1)B+1 \j=IB

Unrolling (56) for I = 1,..., N/B then gives the progress over an epoch:

N/B I+1
Yerto=weo—ny, | [[ T—nS) |t (59)
I=1 \j=N/B

As done in the proof of Theorem 1 (Appendix D.2), we will express (59) as one step of GD on F
plus some noise. Of course, the noise terms here will be more complicated to handle than they were
in Theorem 1. Due to summation by parts, the following identity holds:

N/B N/B N/B-1 l

Zalbl:aN/Bij— Z aH_l—al bJ

=1 j=1 1=1 j=1
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We apply this to the last term of (59), by substituting a; = J N /5 —nS;) and by = &

N/B I+1 N/B N/B-1 142

!
WZ H (I —nS;) tz:ﬁzztl*ﬁ2 Z H (I —nS;) Sl+1th.

I=1 \j=N/B =1 I=1 \j=N/B
We also apply the summation by parts to the inner summation of ¢;’s (57):

i+1

1 M B
= >y 1@ -ne V fam iy (Yk,0)

m=1i=(1-1)B+1 \j=lB

| M 1B
=7 Z Z V fam (i) (Yk,0)

m:li:(l—l)B-{-l
IB—1 i+2 i
(9 SED SN 0 T (CEREE) N oL /2 s
m=14=(l-1)B+1 \t=IB j=(—-1)B+1
Substituting (61) to (60) gives

2 2 3
Yr+1,0 = Y0 — INVE(Yr0) + 0" Th1 + 07 Th2 — 7Tk 3,
where 7y, 1, 71,2, and 7y, 3 are noise terms defined as

N/B M IB—1 i+2 i
0D (H <I—nHZ">> HYY S VT (ko)

I=1 m=1i=(1—1)B+1 \t=IB t=(1—1)B+1

N/B—1 142

M B
1
T2 1= I @=n8)] 81> va%z(t)(yk,o),

I=1 \j=N/B m=1t=1

0:1

1 N/B-1 1+2
Tk,3 ‘= H (I—T]Sj) Sl+1><

1=1 \j=N/B

jB—-1 i+2 i

I M
Z Z Z H (I —nH") | Hi}, Z Vg ) (Yrk,0)-

j=1m=1i=(j—1)B+1 \t=jB t=(j—-1)B+1
Defining 7y, := 7,1 + Tk,2 — 17k,3, it follows from L-smoothness of F' that
F(yrs1,0) — F(yr,0)

L
(VE(Yr,0), Yrt+1,0 — Yr,0) + 3 |Ykt1,0 —

IN

2
n°L
< =N [VE(yeo)|” +0* IVE (o)l lrell + =5 INVE(yr0) +nre]
< (=N + P LN?) [V E(yeo) | +0* [V (yeo)ll Il + 0" L]

(60)

(61)

(62)

Bounding noise terms using concentration. We next bound |rx|| by bounding each |7 1],

l7k,2]|, and |7k 3||. From this point on, we write g} := Vf:?;n(t)(ykﬂ) to simplify notation.

N/B M IB—1 i+2 i
ol X Y Y (Hu—nmw)m S o

=(—-1)B+1 \t=IB =(—1)B+1
1 N/B M IB—1 i+2 i
=950 Vb il [0V EEE2) EEID o
I=1 m=1i=(1-1)B+1 || \t=IB t=(1—-1)B+1

g N/B M 1B—1 i

L L
(14]_\;] ) Z Z g;m ,

1=1 m=1i=(1—1)B+1 ||t=(1—1) B+1

IN

30
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where we used || H™|| < L. Recall from the theorem statement that K > 7pk log(M NK?) and
_ log(MNK?)
= "4uNK

2 B B B
(1+nL)B = (1+ ”bg(]]\\éévm> < <1+ 7p1N> < <1+ 713) <M (64)

Also note from the definition of S; (58) that ||S;|| < LB(1+nL)"? < €'/ LB, which we use to get
similar bounds for the next two terms 7, o and 7, 3.

. This means that

1 NB 2 M IB
=l57 X [ I a-n8)) 80 323 g
=1 j:N/B m=1 t=1
e/TLB(1+e'/"nLB N/B N/B-1|| M 1B -
= Y » Vil (65)
=1 |lm=1t=1
and we can bound
(1_|_ 1/7 LB)N/B— 1+€1/7ﬁBlog(MNK2) N/B
o B NK
17\ 1/7
< (1 + 67,0]\/' ) < exp (67) . 66)
We similarly bound the norm of the last noise term r, 3:
eTLB(1 + /T B)N/B
lr5ll < (te TaLB)"?
N/B-1| 1 M jB—1 2 )
> 2. > [\ Ila—nam|HL Y 9
=1 fly=tm=li=G-DB+1 \t=i8 t=(j—1)B+1

g N/B-1 | jB—1 i

1/7L2B 1/7 LB N/B L
ge (1+€ 7\/[ ) (1+77) Z ZZ Z Z g;n

= j=1m=14i=(j—1)B+1 ||t=(j—1)B+1

N/B-1 | jB—1 i

é”LBZZZ > X e ()

=1 j=1m=14i= (57— 1)B+1 t=(j—1)B+1
where the last inequality used (64), (66), and e?/7 exp(e'/7/7) < 11/7.

Given the bounds (63), (65), and (67), we now use Lemma 8 to get high-probability bounds for the
partial sums of g;" that appear in the bounds. For any i satisfying (j —1)B+1 < i < jB—1, where

j € [N/B], and for any m € [M], the following bound holds with probability at least 1 — 52—
i N
1 m 1 m
i—(-1B >, a'- N > g
t=(1—1)B+1 t=1
1 . 8log =—5— 4MNK
=||l— Vo —VF™ < —
= -1)B > Som @) (Yk,0) (o)) < v/ = G-1)B
t=(1—1)B+1
From this, with probability at least 1 — W we have
S g < vy /86— (G- UB)log VK 4 (i (j— 1)B) [VF™ (o). (68)
t=(j—1)B+1
Similarly, for [ € [N/B — 1], the following bound holds with probability at least 1 — W:

lBMiZ 9 T MN Z

m=1 t=1 m=1 t=1
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lBM Z va () (Yr,0) = VE(yro)

m=1 t=1

8].Og 4NK
v ZBM :

< v\/8IBM log NE 1 IBM ||V F(y0)| (69)

By applying the union bound, with probability at least 1 — i , the bound (68) holds for all m € [M]
and i € U} [(j — 1)B +1: jB — 1], and the bound (69) holds for all | € [N/B — 1]

which gives us

M

>3 ar

m=1 t=1

We now substitute the bounds (68) and (69) to (63), (65), and (67) to get upper bounds for
l7k.2||, and |7k 3|, respectively. First,

XY X (/e Dm0 <z’—<1—1>B>||VF’"<yk,o>||)

=1 m=1i{=(1—-1)B+1

eV/TRLUN (R AIMNEK eV7LN M
-5 > Wil y/log —+—% Z IVE™ (yr,0) |l
=1 m=

1
24LyN(B3/? -1 AMNK 3LN(B-1
= l(lB ) log 5 T (5 ) (T+pIVE(yro)ll), (70)

where the last inequality used Y7 ' /i < le Vzdz = 2(B*? — 1) and Assumption 3. For the
next noise term, we have e'/7(1 4 /"L B)N/B < 7/5, so

7LB N/B—l
< oir <1/ 81BM log *NK 1 1B M |VF(yk0)||)

75,2 <

TVeLwBd2 (NE INK  7LB? [V
= TEME Z Vi 10g375+ 5 Z U IVE (yro)ll

8Lv(N3/? — B3/2) ANK N 7LN(N — B)

= 3M1L/2 %% 55 10 IVF(yko)ll - (71)
Lastly,
N/B-1 | jB—1
11L2B
Z Z 3 <V\/8(z'(j1 )B) log 4MNK
I=1 j=1m=1li=(j—1)B+1

- (-1B) |VF’”<yk,o>|)

11v8r2vB [NVETH\ (Bl AMNE
b ant
=1 )

ne (MET\ (N1 & n
T Z ! v MZHVF (yr0)ll

m=1

3L°vN(N — B)(B%/? - 1) AMNK
= 2B log =5

2 _ —
2L*N (N 5B)(B 1>(T+P||VF(yk,o)H)~ 72)

32



Published as a conference paper at ICLR 2022

Recalling the definition r4, := 1y 1 + 71,2 — N7k 3, We get an upper bound for |7 from (70), (71),
and (72):

76l < 7kl + 72l + 7 ll7esll
3/2 _ 3/2 _ p3/2 _ 3/2 _
< Loy log AMNK (24N (B 1) N 8(N B3/2) N 3nLN(N — B)(B 1)
) 11B 3M1/2 2B
3N(B -1 2nLN(N — B)(B — 1
+LT< (B-1) | LN - B) ))
3pN(B—1) T7N(N—-B) 2nLpN(N —B)(B-1)
+ L|IVE(yro)ll z + 10 + 5 . (73)

Recall again that we have K > Tpxlog(M NK?) and n = %7121(2), sonLN < 1/7. Using this
and N — B < N, we can further simplify (73).

rall < Loy f1og TMVE 12N(B? —1) | 8(N*/? = B?)\ 2LTN(B—1)
v
Trll = %5 5B 3M1/2 3
=P
20N(B—1) 7N(N-B
LIV (2XEL TR D)
3 10
AMNK  2L7N(B—1) T7LpN?
< Lo flog PNE  2ETNB ) | TN 9y ) (74

which holds with probability at least 1 — % The bound (74) holds for all k& € [K] with probability

1 — § if we apply the union bound over k = 1,..., K. Next, by (a + b+ ¢)? < 3a® + 3b* + 3¢2,
we have

AMNK  4L*m®>N?%(B —1)%  147L%p*N*
——+ B M R, as)

which also holds for all k£ € [K] with probability at least 1 — 4.

|rk]]? < 3L22®2 log

Getting a high-probability convergence rate. Given our high-probability bounds (74) and (75),
we can substitute them to (62) and get

F(Yr+1,0) — F(Yr,0)
< (=N +n*LN?) |[VF (yro)lI” + 0 [VF (ywo) || [lr5]| + 0L ||rx?

™?LpN?  14Tn*L3p?> N4
< (nN+n2LN2+ e L )|VF(yk,O)||2
AMNK AMNK
+ 12 Lv®y [log 5 IVF(yro)| + 3n*L*v*®* log 5
2n?LTN (B — 1 dn*L37T2N?(B — 1)?
-‘rnf()HVF(yk,O)H'F ! 3( r. (76)
The following terms in the RHS of (76) can be bounded using ab < § + %:
AMNK
L@y [log —— [ VF (yko)|
1/2N1/2 V832 Lvd AMNK
(e ven' Lv®
- ( - ||vp<yk,o>||> ( o\ flog
niN o 4n3L%2P? AMNK
< —||VF 1
20°LTN(B — 1
PEEME =D |9 p (o))
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3
16n3L?T2N (B — 1)?

IV F (o)l + 5

Substituting (77) and (78) to (76) results in
F(yr+1,0) — F(yr,0)

< (—;nN +7>LN? +

1/2N1 /2 2/8 3/2L N1/2 B-1
~ (" I F o) ( Ve )>
77
—6 (78)

T?LpN?  14Tn*L3p?N*
= [ e

n3L?v?(4 + 3nLN)®? o AMNK n 4 L*12(4 4 3nLN)N (B — 1)?
N S 9 '
Again, we have K > Tprlog(MNK?) and n = bg(ﬁ,i]v}(m, so nLpN < % Since the inequality
—fz4+ 2224 H721 < —1zholds on z € [0, 1], we have

2 LpN? + 14T L3p? N4

(79)

— ZnN +n?LN? +

8 ) 25
1202LpN?  14Tn*L3p 3]\/74 1
< - gnN—l- ! 5p + 7 55 an

Substituting this inequality to (79), together with 4 + 3nLN < 3—71 < 5, yields
P L% o2 AMNK
log
2N )
We now recall that F'is p-PE., so |V F(yg.0)||> > 2u(F(yro) — F*):
F(Yrt1,0) — F* < (1= npN)(F(yro) — F7)
93 L212 P2 4MNK
log
2N 0
Recall that (80) holds for all & € [K, with probability 1 — 8. Therefore, by unrolling the inequality,
Flyg ) — F* < (1= quN)S (F(yo) — F*)

IPLA202  AMNK 4, =
1 2 L2r2N (B (1 — guN)*
+< o los———+ z_% np

+ 22 L2 N (B — 1)2.

N
Fyiir0) = Flyro) <~ IVE(yeo)ll* +

+ 20322 N(B — 1)% (80)

,_.

=

< (1= nuN)X(F(yo) — F*)
O LAR0? | AMNK | 20°L*7%(B -~ 1)?

81
SuNT %85 p (81)
Recall that ¢ := 12N(§;/2_1) + S(NZ/]\;/T/Q) hence
o2 < 288N2(B%/2 —1)2  128(N?/%2 — B3/2)?
- 2582 9M ’
Substituting this inequality and also n = k’g(ﬁfiNm gives
Fyg n)—F"
F(yo) — F*  2L°7*(B—-1)* 2
< log? (MNK
=T MNK? Nz loe )
91212 AMNK . 5 288N2(B3/2 —1)2  128(N3/2 — B3/2)2
1 log*(MNK?
ATl I ) ( 2552 oM )

F(yo)) — F* (L% B2 - (L2 B S (L2 1
_Fw) 7 5 (LT +O0 (T ) 10— ).
MNK? 4P N2K? 3 NZK? 3 MNK?

with probability at least 1 — §. This finishes the proof.
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D.4 PROOF OF UPPER BOUND FOR MINIBATCH RR WITH SYNCSHUF (THEOREM 6)

The first part (“One epoch as one step of GD plus noise”) of the proof is identical to that of Theo-
rem 1. We start from the second part.

Bounding noise term using concentration. It is left to bound ||7||. As seen in (41), we have

N/B-1||
Il < LB+ nLB)NP 3~ 1N g, (82)
=1 ||j=
Recall from the theorem statement that K > 6« log(M N K?) and = %7]}2}(2). This means that
kBlog(MNK?)\ """ N/B
(1+nLB)N/B = (1 + g](VK)) (1 + 6N> < el/S, (83)

Next, we bound the norm of

Zgﬂ = Z va () (®r0)5 (84)

m=1j=1
exploiting our modification SYNCSHUF as well as Lemma 8. For each V f7, ) (xx,0), we first add
k

and subtract its corresponding V f(,]:n () (®,0), where fi = ﬁ an\le [ as defined in Assump-
tion 4. This way, (84) can be decomposed into two sums 23:1 9j = 2 (pi + q;), where

ZZW} ) (@r0),

mlJl

Z va ) (@r0) — V for () (@r0)-

m=1 j=1
Using this decomposition, we will derive high-probability bounds for ||p;|| and ||g;]|.

To simplify expressions to follow, we decompose ¢ BM (i.e., the total number of component gradi-
ents that are summed up) into a multiple of N and the remainder. Let

VBM

afi) = ~

J . Bli) == iBM — Na(i),

so that i BM is decomposed into N (%) and the remainder 0 < (i) < N. Using this new notation,
we can write p; as

Na(i)

M M _ M .5 _
=2 > Vigpo@o) + Y D, Vipn(@ko). (85)
m=1 j=1 m=1 j= Nil(i)+1

Here, recall that with SYNCSHUF, we defined o} (j) := o((j+ 27 m(m)) mod N). With this choice

of “shifted” permutations, one can notice that {a,@”(j)}f Y ;=1 = [N], meaning that adding f,m ;)
for m € [M] and j € [N/M] results in the sum of all N f;’s. In fact, this happens if we sum over

m € [M] and any N/M consecutive j’s. From this observation and F' = 4 Zf\; fi» (85) can be
written as

iB

= Na(i)VF(zy) + Z D Vi ) mod b (ko) (86)

m= 1J*N(ICI( )+1

Assume for now that 8(i) > 0, i.e., Na(i) < ¢iBM. The summation in the second term of RHS
in (86) is a without-replacement sum (note that the indices j + Nvm do not overlap) of 3(7) terms.
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Hence, it is equal in distribution to ng V fo(j)(@r0). Also, from Assumption 2, it can be easily
checked that for any i € [N]

HVﬁ L 0) — VF(.’Bk70)|| S V.
These observations mean that we can apgly Lemma 8 to get a concentration bound, w1th M — 1,

v} « Vfi(zro),n <+ B(i),and § + By Lemma 8, with probability at least 1 — 2NK (over
the randomness in o), we have

2NK*

8log 4K 4NK

TZ Z V fo (422 mod Ny (@h,0) = VE(zr0)|| < v W. (87)

m= 1 N'l( )+1
Combining (86) and (87), we get the following upper bound on ||p;||,

B§
atleast 1 — SN

M iB
lpill < 1iBMVF(@ro) + (> Y Vio((+2) moa 3 (@r0) = BO)VF (2 0)
m=1,_ Na(i)
=2

. , ANK
<iBM |VF(xk,0)| +v1/86(%)log B5

ANK
B6 '’

where the last inequality used 3(¢) < N. Also recall that we assumed 3(¢) > 0 in order to use

Lemma 8 and derive (88). However, note that even with 5(z) = 0, the bound (88) trivially holds.

<iBM ||[VF(xy0)| + vV Ny/8log

(88)

We next bound ||g;||. This time, we will apply Lemma 8 to the permutation 7 over the local ma-
chines. To do this, we will condition on a fixed instantiation of the permutatlon o and derive a

high-probability bound that holds with conditional probability at least 1 — W The conditional
probability is at least 1 — % irrespective of the choice of o, so we can conclude that the (uncon-
B§

ditional) probability that our bound holds is also at least 1 — 535

Without loss of generality, choose the instantiation o(!) = { for all [ € [IN]. With this o, we have
o (j) :== (j + fLm(m)) mod N, so the vector g; reads

M iB
94 = Z Z vf(?+%-rr(m)) mod N(wk’o) B vf(j-l—%‘n’(m)) mod N(wkﬂ)' (39)
m=1j=1

Let us consider rewriting this summation as the sum over [ € [N], where [ appears in the subscript
of the component functions. One can check that

l:(j—l—Nw(m)) mod N & %\(l—j)andw(m):(l—j)%modM,

M
where a | b denotes “a divides b.” From this, we can rewrite (89) as
(l i) A mod M -
Z > (Vfl DR moAM) (g 0) — Vfl(wm) - (90)
=1 je[iB]
a7 1(=7)
=qi,

By the same reasoning above and below (86), We can see from (90) that for a given index | € [N],
the cardinality of the set 7, := {j € [iB] : & | (I — j)} is either (i) or a(é) + 1. From this,
we notice that each g; ; is a without-replacement sum of «(4) or « (%) + 1 terms. For now, suppose

a(i) > 0. For each g, ;, we can apply Lemma 8 to it, and show that with probability (conditioned

on the instantiation o(/) = [) atleast 1 — 5 ﬁfK, we have
8(a(i)) log A& if | 7] = afi),

lgi.ll <

\/Saz +1)log 22K if | 7 = (i) + 1.
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Note that cases in the RHS are all bounded from above by \y/16«/(¢) log 4N K . Applying union

bound on all | € [N], we get that with probability at least 1 — %, we have
AN2K 16iBM AN2K AN2K
i <)\N\/16 )1 </\N\/ 1 :4)\\/'BMN1 . (91
i a(i) log —5= 08 —p5 i 0g —pe— O

Now consider the case a(i) = 0. Recall from the definition a(i) := | B | that (i) = 0 implies
iBM < N. Inthis case, g;; = 0 for N —iBM indices [ satisfying |7;| = 0, and ||g; ;|| < X for the
remaining 7 BM U’s satisfying | 7;| = 1. Summing up, ||g;|| is bounded from above by Ai BM, which
is in fact less than the upper bound in (91). Therefore, the bound (91) holds even for (i) = 0.

Recall that our goal was to find a bound on the norm of Z =19; = (pZ + q;). From the high-

probability bounds obtained in (88) and (91), with probability at least 1 — N K ,

: , vWN iBN AN?K
S gj|| < iBIVF (o)l + ST \/ log —5= 92)
j=1
We can now substitute (83) and (92) to (82) to get
N/B-1 2
1/6 , N 4NK zBN 4N K
el <€°LB 3 <zB IVF (o)l + 2 47
NETY e BLuNY2(N — B) | 4NK
< e /SLB*|VF 4 & z — 2N
< LB VF (@0l 3 y o =
4 1/6L)\B3/2N1/2 N/B AN2K
¢ Vtdty/log
M1/2 1 Bé
< LN(N — B)||[VF(zx0)|| + TLYN'AN = B) o, ANK
= Th0 oM °®"Bs
TLANY/?(N3/2 — B3/2 4N2K
( ) 0g ) 93)
2M1/2 Bé
which holds with probability at least 1 — 15(, due to the union bound over i = 1,...,N/B — 1.

The bound (93) holds for all ¥ € [K] with probability 1 — ¢ if we apply the union bound over
k=1,...,K.Next,by (a + b+ c)? < 3a® + 3b* + 3¢, we have
147L%V2N(N — B)? o ANK

A2 ® " Bs

lre|* < BLPN?(N — B)* |V E (2,0)||” +

147L2 N2 N (N3/2 — B3/2)2 o 4N’K
AM ST
which also holds for all k£ € [K] with probability at least 1 — 0.

(94)

Getting a high-probability convergence rate. Given our high-probability bounds (93) and (94),
we can substitute them to (40) and get

F(xpi1,0) — F(Tr0)
<(=nN +1°LN?) | VF (2 0)|* + 1° [V F (@)l [Irel| + n* L [
< (=N +n*LN? + 1’ LN(N — B) + 37*L*N*(N — B)?) |[VF ()|
N T2LuNY/2(N — B) ANK 47T L32N(N — B)2 . 4ANK

1 VF 1
i %8 B3 IVF(zk0)ll + e %8 g5
T2 LAN'/2(N3/2 — B3/2) 4N2K
+ e log —= IVF (ko)
14T L3N2N(N3/2 — B3/2)2  AN?’K
+ i 8 55 95)
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2

Two terms in the RHS of (95) can be bounded using ab < % + %:

m?LvN'Y?(N — B) oy VK
oM °®"Bs

nt/2N1/? V202 Lv(N — B) INK
— F 1
( W) v ($k0)||> ( i 8 55

nN o 49L*2(N — B)? . 4NK
<
<XV o) P + N =B o TR

T2 LANY/2(N3/2 — B3/2) AN2K
Ve log ~—5=— [ VF (0)|

1/2N1/2 7\/5 3/2L)\ N3/2 _33/2 AN2K
(5505 IvF ) ( A o

IVF (ko)

(96)

22 M2 7 Bs
_nN 49773L2>\2(N3/2 — B3/?)2  4N?’K
=T IVF(25,0)]) + i log 55
Putting inequalities (96) and (97) to (95) and noting N — B < N gives

7)

7
Flauin) = Flona) < (~goN + 2PLN? 4 39 LN ) |V F (o)

N 4973 L%(4 + 3nLN)v3(N — B)? log INE
AM2 °®"Bs
N 4903 L2 (4 + 3nLN)X?(N3/2 — B3/2)2 ~ 4N?K

o7 log ~——. (98)

Recall from K > 6k log(M2NK2) and n = log(%v# that nLN < 1. Since the inequality

—T2+4222+ 32" < —1zholdson z € [0, ], we have

1
—gnN + 202 LN? + 3p*L3N* < —5nN.

Applying this bound to (98) results in

N 56n3L2v*(N — B)? . ANK

Flaino) — Flano) <~ [V ()P + T V2B o, 1
563 L2N*(N3/2 — B¥2)2  AN?K
+ log
M Bé

We now recall that F' is y-PE, 5o |V F (@y.0)||* > 2u(F(xk0) — F*):

5613 L?v2(N — B)? 1 ANK
M2 % "Bs
563 L2N?(N3/2 — B3/2)2  AN?K
+ log
M Bé
Recall that (99) holds for all k € [K], with probability 1 — 0. Therefore, by unrolling the inequality,
and using S0 ' (1 — nuN)F <

F(xpy10) — F* < (1 =nuN)(F(xgo) — F*) +

99)

o N,weget

56n2L22(N — B)> . ANK

* K *
Faygx)—F* < (1—nuN)™ (F(zo) — F*) + AN log —5
56n2L2A2(N3/2 — B3/2)2  AN?K
1 100
* UMN °¢ " Bs (100)
Lastly, substituting n = bg%\]# to (100) gives
P [ F(xzo) — F*  56L20*(N — B)?log XK 1og* (M2 N K?)
@)~ F' < S pNge NI
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| BBLEA(NS/2 — B2)2 log INK 1o0g? (M2NK?)
W3MN3K?

F(xog) — F* < [(L? v? A2
Sl ) S N (il + :
M2NK? w3 \M2NK? MK?

D.5 PROOF OF UPPER BOUND FOR LOCAL RR WITH SYNCSHUF (THEOREM 7)

The first part (“One epoch as one step of GD plus noise”) of the proof is identical to that of Theo-
rem 2. The first part defines our “noise” 7, as the sum of three terms 7y, := 74,1 + T 2 — N7k,3. We
start from the second part.

Bounding noise terms using concentration. We next bound ||7|| by bounding each ||ry 1],
. We have already seen from (63), (64), (65), (66), and (67) in Appendix D.3

that
N/B M IB—1

17
7l < LZZ > Z V[ ) (Yr0) || 5 (101)

I=1 m=1i=(I—1)B+1 ||t=(1—1) B+1

7LB N/B-1 M IB
ol < 57 DD VI Yko) (102)
=1 m=1t=1
11L2B N/B-1 jB-1 i

Z ZZ Z Z Vg (Yro)|| - (103)

=1 j=1m=1l4=(j—1)B+1 ||t=(j—1)B+1

75,3l <

As in the previous subsections, the key is to bound the norm of the partial sums of V f(%(t) (Yk.0)
k

using Lemma 8. For the summations appearing in (101) and (103), we apply Lemma 8 in the same

way as (68). For any ¢ satisfying (j — 1)B+1 < i < jB — 1, where j € [N/B], and for any

m € [M], the following bound holds with probability at least 1 — 537

Z Vfam@ Wro)|| < V\/8(i — (j — 1)B) log SMNE
t=(j—1)B+1

+ (=G =1B)[[VF™(yro)l - (104)
For the summation that appear in (102), we use the techniques from Appendix D.4. For each ! €
[N/B — 1], we can similarly decompose Zj\m/le iil Vf;’in(t) (yx,0) into p; + g, where

MoI1B
pr= Y > Ve (Uro),

m=1 t=1

M IB
q) = Z Z vf;ri”(t) (yk,o vfa'k (yk‘ 0)

m=1 t=1
As done in Appendix D.4, we can follow the same steps and show a hlgh—probability bound, which
is a slightly different version of (88): with probability at least 1 —

INE
6NK
[pill < IBM [V F(yio)l| +vVNy[8log == (105)
Similarly, for ||q;|| we can show a slight modification of (91):
6N2K
|l < 4/\\/ZBMN log (106)
B$
which holds with probability at least 1 — 5 N 7z - Combining (105) and (106), with probability at least
3215;5(, we have
M IB
6NK
> va%(t)(yk,o) < IBM |[VF(yko)ll + vV Ny/8log 55
m=1 t=1
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6N2K
+4>\\/ZBMN10g =5 (107)

By applying the union bound, with probability at least 1 — 2, the bound (104) holds for all m € [M]

and i € U;V:/f[(] —1)B+1:jB — 1], and the bound (107) holds for all l € [N/B — 1].

We now substitute the bounds (104) and (107) to (101), (102), and (103) to get upper bounds for
l7,11l, |7k,2||, and ||rg 3|, respectively. For ||rg 1| and |7 3]|, we can apply the same calculations
as in (70) and (72), modulo the fact that Assumption 3 is now implied by Assumption 4, with
constants 7 = X and p = 1. We obtain

24LuN(B3/?2 —1 6MNK 3LN(B-1
s < B2 fiog UK SENBZD (3 4 ooy, aos)

3L2vN(N — B)(B3/2 — 1 6MNK
[7x3ll < ( 2B)( ) log 5

2L2N(N — B)(B - 1)

3 A+ [IVE(yk,0)ll)- (109)
For ||7) 2|, we have
N/B—1
7LB 6NK 6N2K
Ll < == BM ||VF VN /81 4M/IBMN1
[7r,2]l < M 2 (l I\VF (yr,0)ll +v 8log B + )x\/l 08 —p= )
N/B—1
70LB? 7V8LuN'/2(N — B) 6N K
— I F 1
5 ; IVF(yko)ll + i g 55
98 AB3/2N1/2 (N N?K
BLABN T Z Vi 10g6
5M1/2 £ Bo
7LN(N — B) ALvNY2(N — B) 6NK
< T2 WF 1
15LANY/2(N3/2 — B3/2 N2K
SLA ( ) 1og6 . (110)
4M1/2? BS

Recalling the definition 7 := 741 + T2 — Ny 3, we get an upper bound for ||7y|| from (108),
(109), and (110):

7kl < llekall + g2l + 0753
< L Jlog ﬁMé\fK (24]\7(11813]/; -0 4N1/2§\J4\7 —B) 31NN 7212)(133/2 — 1))
I <3N(B; —1) 15N1/2511]\\f/[3$2— BY2) o 61225K L 2ILN(V —5B)(B - 1))
LIV E(e)| (SN(B; -1 7N(]1f0— B)  2LN(N —53)(3 — 1)) . a

Recall again that we have K > 7xlog(M2NK?) and n = bg%\f#, sonLN < 1/7. Using this
and N — B < N, we can further simplify (111).

6MNK (12]\7(133/2 —1) N 4NY2(N — B))

el < Ly log

) 5B M
=:P,
2 _ 1/2 3/2 _ R3/2
+ Iaiog NCK (N(B—1) | INVA(NY2 - B2
Bj 3 4M1/2

=:Py
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+ LIVF (o) (QN(B -1) n 7N(N—B)>

3 10
6MNK 6N2K 7L]\72
< Lv®,4/log 5 + LA® )/ log Bs IVF(yr,o)ll» (112)

which holds with probability at least 1 — %. The bound (112) holds for all & € [K] with probability

1 — § if we apply the union bound over k = 1,..., K. Next, by (a + b+ ¢)? < 3a® + 3b* + 3¢2,

we have

6N2K  147L>N*
Bs

which also holds for all k£ € [K] with probability at least 1 — 0.

6MNK

7] < 3L2202 log + 3L*N\*®3 log IVF(yro)l®, (113)

Getting a high-probability convergence rate. Given our high-probability bounds (112) and
(113), we can substitute them to (62) and get

F(Yrt1,0) — F(yr,o0)
< (=N +n*LN?) |[VF (g o)lI” + 0* [VF (o) || Irs]l + 0" L ||rx?

7 2L]V2 1474 L3 N*
( nN +n*LN? + d + 7725 > IVF (10

6MNK 6MNK
+ n?Lv®,4/log IVF(yr0)|| + 3n* L3232 log 5
/ 6N2K
+ 2 LD, log \VF Yro)|| + 30 L3N203 log S5 (114)

2

The following terms in the RHS of (114) can be bounded using ab < % + g:

/ 6MNK
n’Lv®, IVE(yro)l
1/2 N1/2 V832 Lud 6MNK
_(n 8n°/“Lv®,
- ("% ||VF<yk,o>|)< LB [rog 2

4PL2282  6MNK
”—GIIVF(yko>H+ " log ———, (115)

UQLAqm/log HVF ol

1/2 N1/2 V832 LAD 6N2K
:(”HVF(yk,on)( S LADS flog

NG N1/2 Bé
77 4773L2)\2<I>§ 6N2K
16 IVF (yro)llI” + N log 5 (116)
Substituting (115) and (116) to (114) results in
F(Yr+1,0) — F(yro)
7 12n°LN?  14Tn*L3p*N*
< (~guv+ 2L BIER) |9F o)
3L%0%(4 + 3nLN <I>12, 6MNK SL2X\2(4 4+ 3nLN)®? 6N?K
n (Nn ) tog 2] L (Nn )Aog - (117)

Again we have K > Tk log(MQNK2) and n = M, sonLN < 1. Since the inequality
—Tr4 2224 U4 < —1oholdson z € [0, 1], we have

7 120°LpN? 14Tt L3p3 N4 1
——nN + TP + Top §—§77N.

8 5 25
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Substituting this inequality to (117), together with 4 + 3nLN < 3 < 2 5, yields
9773L2 2<I>,2, log 6MNK
2N 0

Flyiro) ~ Flyeo) <~ [VF (o)l +
L IPLNR | ONK
2N Bé
We now recall that F' is p-PE., 5o |V F(yg.0)||> > 2u(F (yro) — F*):
I3 L2202 log 6MNK
2N )

F(yrt1,0) — F* < (1= nuN)(F(yko) — ) +
I3 L2 A2 P2 6N2K
+ ui A IOg
2N B
Recall that (1 18) holds for all k € [ |, with probability 1 —§. Therefore, by unrolling the inequality,
and using Zk o L1 - nuN)F < o N, we get

(118)

In? L2202 6MNK
0
2uN? 575

Flyg,x) = F* < (1=nuN)*(F(yo) — F*) +

OPLPNRY | GN2K

SE 08— (119)

Recall that &, := 12N(§;/2_1) + 4N1/2]6;V_B) and @ := 2N(§—1) + 15N1/2i]1t,{31//22 B3/2) hence
02 < 288N?(B3/2 —1)? N 32N(N — B)?
v = 25 B2 M? ’
8N2(B —1)2  225N(N®/%2 — B3/2)2
P2 < .
A= 9 + oM
Substituting these inequalities and also n = log(%\,# gives
Flyg n)—F"
_ Flyo) —F~ 9L%1% log SMNK 1602 (M2NK?) (288N2%(B3/2 —1)2  32N(N — B)?
- M2NK? 23 N4K?2 25 B2 M?
9L2/\2 log SN°K 1602 (M2NK?) (8N%(B —1)? N 225N (N3/2 — B3/2)2
2u3N4K2 9 2M

_F(yo)—F*+O L2 2B N v? +)\232+ A2
T M2NK? N2K? ' M2NK2 N2K2 MK?2))’

with probability at least 1 — 4. This finishes the proof.

D.6 A GENERALIZED VECTOR-VALUED HOEFFDING-SERFLING INEQUALITY

We extend the vector-valued Hoeffding-Serfling inequality proved in Schneider (2016) to account
for the mean of multiple independent without- replacement sums.

Lemma 8. Suppose there are MN vectors {v7} - . € R? that satisfy ||of* — o™ < v

m= 1 i=
for m € [M], where o™ = Zi:l v!™. Consider M independently and uniformly sampled
permutations o1, . ..,op ~ Unif(Sy). Foranyn < N — 1, with probability at least 1 — §, we have
M n M n—1 2
R S S ETTl =L STE
m=1i=1 m=1

Proof. The proof is an extension of Theorem 2 of Schneider (2016) which proves the M = 1 case
for vectors in smooth separable Banach spaces. We prove our extended concentration inequality for
R?, but we note that the proof technique can be applied directly to general smooth separable Banach
spaces, as done in Schneider (2016). Below, we state a special case of Theorem 3 of Pinelis (1992)
and Theorem 3.5 of Pinelis (1994), because this R¢ case serves our purpose.
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Lemma 9 (Pinelis (1992; 1994)). Suppose that a sequence of random variables {x;} ;>¢ is a mar-
tingale taking values in R?, and D=y esssup [|x; — x;j_1||* < ¢ for some ¢ > 0. Then, for
A>0,

)\2
P(sup{llx; ] : j > 0} > \) < 2exp (_2) ,
The proof of Lemma 8 proceeds by defining a sequence of random variables {x; }, showing that it is

a martingale, and applying Lemma 9 to prove our concentration bound. For m € [M], define index
functions k,, : NU {0} — [0 : n] in the following way:

0 if j < (m—1)n,
Em(j) :=max{0,min{n,j — (m—1)n}} =<j—(m—-1n if(m—1Dn+1<j<mn,
n ifj >mn+1.

Using these index functions, we introduce the following sequence of random variables {x; }:

X; = —_— (vgtn(i) —o™),
m=1 N — km(]) i=1
and show that this is a martingale, i.e.,
Elx; | x1,...,%j-1] = %51 (121)
for all 5 > 1. Notice first that by definition of k,,,’s we have Xy, = Xprnt1 = XMng2 = ..., SO

(121) is trivially satisfied for all j > Mn. Next, for any j satisfying ([ — 1)n + 1 < j < In where
[ € [M], we have

ki(3)

1 m —~m 1 l —]
Xji= Z N—n Z(vam(i) —o") + N — k() Z(”az(i) - )
m=1 i=1 1=1
1 1 ki(§)—1
! =1
=Xj-1 T N ; Voy(i) — U
o+ (7=~ wR) & O
o (0] — ') (122)
N — ki(j) o1 (ki(5))
Now note that for any k& € [N — 1], we have
1 N
Elvg, gy =0 [o1(1),...,0(k = 1)] = N_oktl Z('Ufn(i) - ')
i=k
1 k-1
- ! i
e TP LT

where the last equality used Zi]\il(vél( o~ ©') = 0. Using applying this fact to (122) and noting
1

1 1 —
N-k() ~ N-k(+1 ~ (N-kG)N-k(H+1)’

1 ki(5)—1
Elxi|x1,...,%;_1] =%xj_1 + . . vl — 0
i [ %0l =Xt e R G D 2 e )
1

7E ; ] __l o e s
TN RO (Vo k(i) — 0 | %1 x50
=Xj-1,

hence proving that {x;},>( is a martingale. We now apply Lemma 9 to our {x;}. For j such that
(I = Dn+1 < j <lIn,notice from (122) that

ki(j)—1
) 1 _ _
(N = ki(4)(xj —xj-1) = Nk +1) Y W = )| + @Whyiy — )
=1
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1 1 ] l =l
A L — + (v Ny — D)
N - > (Wi — ) o1k (5)) ’
which leads to
_ vmin{k;(j) — 1, N — ki (j) + 1}
N — =X =
(N = Fki(5)) lIxj — xj-1] < N — k() +1

by the triangle inequality. From this, we get the bound c? in the statement of Lemma 9:

[eS) Mn n
2 2 41/2
Zess sup ||x; — x;_1||” = Zesssup Ix; —xj_1]" < MZ e
Jj=1 j=1 k=1

 4PM ELY: Z 1 42 M 4wPM(n—1)  42Mn ( _n—l),

k2~ (N-n)2 (N-n)N (N-n)? N

+v < 2v,

( ) k=N-n+1

where the second inequality used the inequality that ZZ:(Z 11 1%2 < = +1) (Serfling, 1974,

a(b+1)
Lemma 2.1). Now, applying Lemma 9 to {x;} with ¢ = (4]\’}2_]\7{ E (1—2) gives

. A2(N —n)?
P([lxarnl = A) < P(sup{lx; ] j > 0} > \) < 2exp <8V2M(n< ”Z?)). (123)

Recall from the definition of {x;} that

n

M
N n Z Z o’,”( ) B ﬁm)

XM
=1i=1
Substituting A = Mne to (123) gives
1 L Mné?
Pl (v, i) —0™)|| 2 6) < 2exp <n—1> ,
(Mzz | T
which finishes the proof. O

D.7 HOW CAN WE AVOID UNIFORM BOUNDS OVER R? IN OUR ASSUMPTIONS?

In Section 2, we introduced Assumptions 2, 3, and 4 on the intra- and inter-machine deviation. The
assumptions required that inequalities such as ||V f™(x) — VF™(z)|| < v hold for all z € R%. In
this subsection, we discuss more on this strong requirement “entire R%.”

In fact, the entire-R? requirement is posed in our assumptions to simplify the exposition of the main
results, and is not strictly necessary. One can easily check from our proofs that the assumptions are
only applied to the beginning iterates x o (for minibatch RR) or y; ¢ (for local RR) of epochs.
Hence, if these iterates lie in a bounded set, then the constants v, 7, p, and A may become much
smaller, depending on problem instances. Actually, if we explicitly assume that the iterates lie in
a compact set S,'” then Assumptions 2—4 are even guaranteed to hold for some constants; e.g., for
Assumption 2, we can choose

. Vi) - VF™ ()|,
Vi eI s VS (@) (@)

since the maximum always exists.

However, assuming that the iterates lie in a specific set S can be problematic because the distance
that the iterates travel depend on the objective functions. One cannot know a priori if all iterates will
stay in a fixed set S; hence, explicitly assuming bounded iterates should be avoided.

Then, a natural question is whether we can prove bounded iterates under some reasonable conditions,
instead of assuming it. We point out that this can be done by applying the technique developed in
Ahn et al. (2020, Theorem 1) to our upper bound theorems. Using the technique, a modified version
of our Theorem 1 can be written as follows:

2This bounded iterates assumption is indeed used in some existing results such as Haochen & Sra (2019);
Nagaraj et al. (2019); Rajput et al. (2020); Ahn et al. (2020).
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Theorem 10 (Best-iterate version of Theorem 1). Suppose that minibatch RR has parameters sat-
isfying Assumption 1. Assume that all local component functions f" are L-smooth, the global
objective function F' is pu-PL, and the set of global minima of F' is nonempty and compact. Consider

2
running the algorithm using step-size n = % and initialization T o := xo, for epochs

K > 6klog(M N K?). Then, with probability at least 1 — 6,

F — F* B L2 2
min F(a:k70)—F*<(w0)+(’)( Y ),

kE[K+1] = MNK? 13 MNK?
where the constant v < o is defined as
V= sup max max ||V f"(x) — VF"(x)]. (124)

z:F(x)<F(xo) i€[N] me[M]

In the theorem, we used T 41, to denote the last iterate of the algorithm x KA Theorem 10
differs from Theorem 1 in three aspects: 1) it considers the best-iterate, not the last-iterate; 2) it
additionally assumes that the set of global minima of F' is nonempty and compact, which always
holds if F' is strongly convex; and 3) it does not rely on Assumption 2, but instead “proves” it for
the F'(x()-sublevel set of F' (124). Note that the constant v (124) can be much smaller than the
uniform bound required to make Assumption 2 hold for the entire R<. For Theorems 2, 6, and 7, we
can also apply similar techniques to prove best-iterate bounds with smaller intra- and inter-machine
deviation constants v, 7, p, and \; we omit the precise statements.

We conclude this subsection with the proof of Theorem 10.
Proof. The proof follows that of Ahn et al. (2020, Theorem 1).

Existence of v. We first show the existence of v < co (124). The global objective function F’ is
w-PL. If we denote the set of global minima of F' as X*, the set X* is nonempty and compact by
assumption. Then, by Karimi et al. (2016, Theorem 2) u-PL functions satisfy quadratic growth, i.e.,
denoting by * the closest global minimum in X* to the point z,

F(x)— F* > 2u |z —*|*.

Define the sublevel set S := {x | F(x) < F(x()}. Due to the quadratic growth property, we have
F(xg) — F* > F(x) — F* > 2u|j@ — «*||* for all & € S. This implies that

F — F*
S:={x cR?| F(x) < F(zo)} C {w eR?| ||l —a*|? < (m(;)}
1
Since we assumed that X* is compact, S is also bounded, and hence compact. Now, for any m € [M]
andi € [N], [V f"(x) — VF™(x)]| is a continuous function on a compact set S, so there must exist
a constant ] < oo such that ||V f7*(x) — VF™(x)|| < v/™ for all x € S. Taking the maximum of
v;" over all m and ¢ gives v.

Proving the best-iterate bound. With the constant v (124), if all the iterates {0 }xe[x+1] Stay
within the sublevel set S := {@ | F(z) < F(x)}, one can consider Assumption 2 to be true with
constant . From this observation, we consider two cases:

1. All the iterates {0} re[x+1] Stay in the sublevel set S.

2. There exists an iterate o ¢ S.

In fact, the first case can be proven by exactly the same steps as Theorem 1, described in Ap-
pendix D.2.

For the second case, suppose that there exists an iterate xj o that escapes the sublevel set S. Let
k' e {2,..., K 4 1} be the first such k. Then, since xj/_1 ¢ is still in S, it follows from (50) in
Appendix D.2 that we have

15m° L2V (N3/2 — B3/2)2  ONK

Lo)—F* < (1— 1) —F* _
F(zp o) = F* < (1=nuN)(F(xr—10)—F*) + N log =5

(125)
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However, the fact that & o ¢ S and @x/_1 9 € S implies
F(xi0) > F(xo) > F(xr—_1,0)- (126)
Combining the two bounds (125) and (126), we get
153 L2v?(N3/2 — B3/2)? log 2NK
MN Bs§ '

0 < —nuN(F(zr-1,0) — F) +
which implies

_ 152 L22(N3/2 — B3/2)2  2NK

in F — F* < F(xp_ - F 1 .
pin  Fl@ko) < F@y-10) LMN? 8 7Bs
Substituting 7 = %71\;{1{2) 13 gives the desired bound and finishes the proof. O

E PROOF OF LOWER BOUND FOR MINIBATCH RR (THEOREM 3)

For Theorem 3, we consider three step-size ranges and do case analysis for each of them. We
construct functions for each corresponding step-size regime such that the convergence of minibatch
RR is “slow” for the functions on their corresponding step-size regime. The final lower bound is
the minimum among the lower bounds obtained for the three regimes. More concretely, we will
construct three one-dimensional functions Fj(x), F>(x), and F3(z) satisfying L-smoothness (1),
u-PL condition (2), and Assumption 2 such that'*

* Minibatch RR on F} (z) with np < #NLK and initialization zo = 1 results in

14

E[F) (2 )] = © <:) .

* Minibatch RR on Fy(z) with n > ,U,JVLK and n < 513% and initialization xg = 0 results
in
2

E[Fy(zy x)] = 9 (W) .

Note that the step-size range requires K > 513k, hence this lower bound occurs only in
the “large-epoch” regime, i.e., K 2 k.

* Minibatch RR on F5(z) with n > u% and n > =~ and initialization z¢ = 0 results
in

E[F3(zy )] = © (;mfw) .

Then, the three dimensional function F([z,y,2]") = Fi(x) + Fy(y) + F3(z) will show bad con-
vergence in any step-size regime. Furthermore,

pI < min(V2Fy, V2Fy, V2F3)I < V2F < max(V?F},V2F,, V2F3)I < LI,
that is, if F}, F» and F3 are u-strongly convex and L-smooth, then so is F'. Moreover, since the
component functions in each coordinate are designed to satisfy Assumption 2 with v, the resulting
three dimensional function F also satisfies Assumption 2 with V3.
Since the final lower bound is the minimum among the lower bounds obtained in the step-size ranges,
vt ) 1K > 513k, and © (% ) if K < 5135 (in which case

|14
the lower bound becomes (2 ( TANE
the second step-size range does not exist).

In the subsequent subsections, we prove the lower bounds for F}, Fs, and F3 separately.

2
3Recall that this is different from 7 = % in the theorem statement, because for the proofs, we

consider an equivalent “rescaled” version of minibatch RR defined in the beginning of Appendix D.2.
“In fact, the functions constructed in this theorem are p-strongly convex, which is stronger than j-PL
required in Definition 1.
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E.1 LOWER BOUND FOR 7] < NK

Consider the case where every function at every machine is the same: for all ¢ € [N] and m € [M],

1/ (L'z
Ji"(x) := 55~. Hence, F(x) = 55~

Let z 0 and kN denote the iterates where the k-th epoch starts and ends respectively. Then,

N
Thi1,0 = T x = (L—=np) Py 0.
Initializing at 1 o = ﬁ and unrolling this for K epochs, we get

(1 )NBK Yo (4 B 5 v,V
x = — e R — R J—
K = U NK p = A
2

since N > 2, K > 1, and B divides N. Hence, Fl(:z:K’%) = Q(%)

E.2 LOWER BOUND FOR 1) > gz AND 7) < 513LN

For most part of this subsection, we consider iterates within a single epoch, and hence we will omit
the subscripts denoting epochs. Let xg denote the iterate at the beginning of the epoch, and z; denote
the iterate after the ¢-th communication round in that epoch. In our construction, each machine will
have the same set of component functions, that is, there will be no inter-machine deviation. We
therefore omit the superscript m from the local component functions f;”. The function we construct

for the lower bound and its component functions are as follows:

i N
Zfﬂ(l“)‘*‘ Z f-1(z) | , where
i=1 i=8+1

2
x

fri(x) == (Llz<o + M1w>0)? + vz, and
2

x
f-1(x) == (Lly<o + M1x>0)? —vr

Note that the function Fy(x) = (Llg<o + ,u1$>0)””2—2 is p-strongly convex and L-smooth with

minimizer at 0, and also satisfies Assumption 2.

Let ™ be a random permutation of % +1’s and % —1’s. Then, machine m computes gradients on

J-1 and f1 in the order given by o™. Let 07" denote the j-th ordered element of ™. Then,
Vfom(x) = (Llg<o + plaso)z + voj".

Hence, the last iterate of an epoch, TN, is given by

r1 M (i+1)B
JU% — X9 = Z vfo’ xz
i=0 m=1j=iB+1
x-1 0 M (i+1)B
= “ B Z Z ((Lla,<0 + ple,>0)zi +vof)
i=0 m=1j=iB+1
X1 M (i+1)B
= Z D (Llp<o+ pla>0)T (Since Yo, o
=0 m=1j=iB+1
X1
=-n Z (LILSO + U1x7,>0)93i
i=0
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N_

Thus, E[m% —x] = —n Zfzol E[(L1y,<0 + ply,>0)x;]. We want to prove that E[m%] keeps
increasing over an epoch, that is E[x N = xo] > 0 when x is close enough to the minimizer 0.

For this, we first consider the case where the first iterate xy of the epoch satisfies g > 0. The
xo < 0 case will be considered later. For the case xy > 0, we will show that whenever z is small,
the expected amount of update made in the (i 4 1)-th iteration, E[(L1,,<o + ple,>0)2;], is negative
in the first half of the epoch and not too big in the second half.

We use the following lemmas, proven in Appendices F.1 and F.2, respectively.

, L
Lemma 11. Foraxg > 0,0<i< L2BJ n < 513LN, and s 7695,

6 nLv i
E[(L1s <0 + pla,50)01] < 2 Lag — ey | ——.
[( i<0 1% 1>O)m ] 7 Lo 1536 M B

Lemma 12. For zy > 0, O<z§%—l and n <

513LN’
513inL 513nuv
‘ s il < MB’
E[(L12,<0 + ple,>0)zi) u<1+ 512 )x T 512 VB

The key intuition is that, for % big enough, we can use the lemmas above in (127) to get

N1

Elzy — o] = —n Z Llg,<o+ ple;>0);
=0

N N/B
~ Q| n=nlv\| ——=
(77 BN B ) )
whenever || is small. Multiplying the above by K (for K epochs) will give us the required lower

bound (up to factors of %). We will make this approximate calculation precise in the rest of the
proof.

Using the two lemmas above in (127), we get that

E[z% — xo]

= —n Y E[(Lly <o + ple>0)i]
=0

L35 F-1
= —n ) E[(Lly<o+ ple>0)xi] —n E[(L1z,<0 + pla;>0) 2]
=0 i=l3pl+1
L35 6 nLv 1
> _ 2 Lag —
= ”; (7 07 1536 MB)
[ 513inL 513 ;
in npv [
— 1 —/—]. 128
DY (“(+ 512 )x()+ 512 MB) (128)
i=lzp 41
5 51 < 7695, and N/B > 2, the following bound holds:

Since inL < 1N < 5. 1
6 finy 513inL
in
°r 1
. 2 “( RS >

<£+1@+5fﬁflil+i
- 2B 7 B 2B 7695 512

+

(129)
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Also, note that L%j > B whenever N/B > 2. We have

L25] L2 3/2 3/2 3
2 (| N 2 (N 2N3/2
;> tdt == | =—= > =—= = — 130
i_O\/%_/O Vi 3<{2BJ> _3<3B> 9v3B3/2 (130
F-1 N 3/2 3/2
2 |(N N
> vis [ vm<i|(F) - 1
’:L%J+1 Lz ]+
3/2 3/2 _ 3/2 3/2
2NN (NN vz NP N 131)
3|\ B 2B 3v/2B3/2 2B3/2
Substituting the bounds (129), (130), and (131) into (128), and using p < 7695,
mLN n?LvN3/? 51302 uv N3/2
Elzny —x9] > — xo + -
B 8B 69121/3M1/2B2  1024M1/2B2
2 3/2
> _777LN$0 n“LvN . (132)
8B 56000M1/2 B2

For the other case z¢ < 0, we have the following Lemma, which we prove in Appendix F.3:
Lemma 13. Ifn < ﬁ and an epoch starts at xy < 0, then

mLN
]E[at% | 2o < 0] > (1—7;3):(;0.

Further, if the first epoch of the algorithm is initialized at 0, then for any starting iterate x of any
following epoch, we have P(xq > 0) > 1/2.

Using (132) and Lemma 13 we get
Elzy] =P(zo =2 0)E[zy |z > 0] + P(zo < 0)E[zy |20 < 0]

LN 2LyN3/2 TnLN
>P(x0>0)(<1— L >xo+"”> + P(z < 0) (1—”>x0

8B 56000M1/2 B2 8B
o (y_ LN n?LyN®/?
= 8B 112000M1/2B2"

Thus far, we have characterized the expected per-epoch update, starting from the initial iterate x and
iterating until the last iterate TN of the epoch. Now recall that we run the algorithm for K epochs.

Using xj ; to denote the ¢-th iterate of the k-th epoch, we get a lower bound on the expectation of
the last iterate x;, ~ if we initialize at 71,9 = 0:

LN\ P LyN3/2 777LN
Elrggl= <1_ B > o +112000M1/282 Z

K
. 7nLN
n?LuN3/2  1— (1 — ZT)
- TnLN
112000M /2 B2 %B
_ N ) TINNE
~ 98000M1/2B 8B
K
nuN/? 7L . B
= gsoonaris L\ T EE) ) (Sineen = vx)
Note that since % > 7695 and K > 222= BK =n= 51;5;1\[)’
K
1— 1_£ >]—e 8 >1—e 68 11,
SuK - -
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Hence, we get from n > > INR 7 that

nuN/2 v
Elrr g1 =9 <M1/2B =\ areNeR )
and by Jensen’s inequality, we finally have

14

E[F(vx y)] > %E[uxi(,%] = QuE[z y]*) = Q (W) '

E.3 LOWER BOUND FOR 1) > -7z AND 7) 2> 513LN

Similar to earlier parts of the proof, here as well, each machine will have the same component
functions, that is, there will be no inter-machine deviation. The proof uses a similar construction as
Safran & Shamir (2020; 2021):

> N
Zf+1(:c) + Z f-1(z) | , where
i=1

i=5+1
La? La?

fri(x) = 5 +vz, and f_1(x) := — — vz

2 . . . .
Hence, F3(z) = £2-, and has its minimizer at 0.

We first compute the expected “progress” over a given epoch. For simplicity, let us omit the subscript
for epochs for now. Let zy denote the iterate at the beginning of the epoch and x; denote the iterate
after the ¢-th communication round in that epoch. For a given epoch, let o™ be the permutation of
Y +1sand § -1 led b hi Th

3 +1’s an 3 S, sampled by machine m. en,

M N
LB Z Z (Ley_y +voj")

m=1j=(&-1)B+1

v M N
(I =nL)zy_; — ]\ZB > > 9

m=1j=(%-1)B+1

8
o/
Il

N nv
B

= (1-nL) " MB -

i Mw\z

1—nL% Z Z .

m=1j=(i—1)B+1

For the rest of this proof, z? refers to the square of the i-th iterate. Then,

N

2 /A UL)% < N - S m
Elz%] = (1-nL) % af - B E(Y a-anE Y > o
i=1 m=1j=(i—1)B+1
N M 2
772V2 = %—z m
+ MQB2E Z 1—-nL) Z Z 75
i=1 m=1j=(i—1)B+1
n20? = M iB 2
2N N_; m
= (1—nL)F a5+ Wit dDA=nL)E >y Y o] ; (133)
i=1 m=1j=(i—1)B+1

where we used the fact that E[¢7"] = 0. Further, because ™ and o™ are independent and identi-
cally distributed for different m and m’, we get that

1—77L %*ZZ Z o

m=1j=(i—1)B+1

2

E

I Mm\z
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M ¥
=E[({ Y Y a-npF
m=1i=1 i=>Gi— 1)B+1
M 5
=Y E||Y.a-nr)z"
m=1 i=1 J=(i— nB+1
5 ¥ iB
+ 3 E|Y (1—pn)F Z oM EN g N o
m#m/ i=1 j=(i—1)B+1 i=1 j=(i—1)B+1
5 iB 2
=ME | (Y a-90)F Y o] |,
i=1 j=(i—1)B+1

where the last equality used the fact that E[o7"] = 0 for all m € [M] and i € [N], and that o™ are

identically distributed. Since we only consider the permutation ¢! (i.e., the one for machine 1) from
now on, we henceforth omit the superscript. Substituting this to (133) gives

x iB 2
Elz%] = (1-nL) % a3+ ]7\74;2 E((Sa-anF Y o) |. (134)
i=1 j=(i—1)B+1
=:P

From (134), we have calculated the per-epoch expected update. Recall that we run the algorithm
for K epochs. Using zy, ; to denote the ¢-th iterate of the k-th epoch, we get a lower bound on the
expectation of the last iterate x;, ~ squared:

2,2 K-1 2,2
2NK n°v Nk NV
Bl x] = =nL)" 5 ato+ 3@ ) (1-nl) = 2 5@, (135)
k=0
where the inequality used x10 = 0 and Zk o '(1—nL)*% > (1—-nL)° = 1. Next, we analyze

the expectation term, i.e., @, deﬁned in (134).

b iB ?
ves|(Yoomic 3 o
i=1 j=(—1)B+1
N )
1— L)X E-U5 1052 L S (1 - ) 55 11 (1 - L) 515 1B 00
m 1 n 393
Jj=1 J#J
Noting that 07 = 1 and E[o0;/] = — 515, we get
= 1 x|z S
=B (1-nL)* — 5 > (1—nL)E 517 (1 — L)% ¥-Limt-1
j=0 J#5’
51 1 N 2N
=B (1-nL)¥ 1 2(1_%)%%%%1 —Z(l—nL)Q(%’L%H)
Jj=0 j=1 j=1
X 1 | 2 |
=B Y (1-nL)¥ - v 1 B? (1—-nL)| —B Y (1—-nL)¥
3=0 J=0 §=0
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N_1

BX(N 1) T 1 (E ,

— ﬁ — Z 1 —nL)% ot (1 —nL)’ . (136)
E 7=0 B =0

BN

Note that the term in the parenthesis is exactly the right hand side of Equation (23) in Safran &
Shamir (2020) modulo n and « replaced with % and 7L, respectively. Hence, by Lemma 1 of
Safran & Shamir (2020), we have

2

TR , 1 [ ; 1 pPLAN?
B 7=0 B 7=0

(137)

513 L N it is easy to check that the RHS

of (137) is lower-bounded by £ n—L, where ¢/ > 0 is a universal constant. Combining (135), (136), and
(137) gives

for some universal constant ¢ > 0. Using the fact that n >

n”?v? BYE%-1) ¢ _dp? N-B

Elz2 v] > — = .
k2 3rmE TN 1 nL ~ LMB N —1
Since 2B divides N, we have B < N/2. Since N > 2, we have ]]\\[,__? > Q(J\J,V_l) > % Using this
and the fact that > N > We get
L_. cv?
Bl ) = 5Bl 5] 2 parvi
F PROOFS OF HELPER LEMMAS FOR APPENDIX E
F.1 PROOF OF LEMMA 11
First, if ¢ = O then the lemma trivially holds, because zo > 0 gives
6
E[(L1zo<0 + plzg>0)T0] = pao < ?on.
The inequality holds because A > 7695.
For the rest of the proof, we consider the case 1 < i < ;5. By the law of total expectation we have
M iB B
E[(Lla,<0 + pila,s0)zi] =P [ >3 07" >0 | E | (Llg,<0 + pla,>0)Ti Z ot >0
m=1 j=1 m=1 j=1
M B M B
AP DD 07 <O B |(Lla<o + plas0)zi| D D o) <0
m=1j=1 m=1 j=1
M B M iB
DL FZA M) 3 Sy
m=1 j=1 m=1 j=1
M B M B
FP[ D D ol <0 uE > > o <o), (138)
m=1j=1 m=1 j=1

where the last inequality used the fact that (L1;<o + pl>0)t < Lt and (Lli<g + pli0)t < ut for
any ¢t € R.

Define £ := Y M 5P =1 07". We handle each of the two expectations in (138) separately. We first
bound E [z;|€ > 0].

i—1 0 M (G+1)B
E[$1‘5>0 E JJ()—ZMi Z Z VUZL'F lej§0+:ulérj>0)xj) £>0
j=0 m=1 k=jB+1
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i—1 M (j+1)B

Z Z (vor" + (Llz,<0 + plz;>0) (25 — 20))|€ > 0
j=0 m=1k=jB+1

[ i—1 M (j+1)B

5\3

ﬁ Z Z L1$]<0 + /.L1$J>0).130 E>0
j=0 m=1k=jB+1

i—1
14
= zolE |:1 — UZ(lejSQ +M11j>0) E>0f — %E [E'g > 0]
=0

i—1
— UZE [(lejgo + ,ule>0)(l‘j — l‘o)’g > 0]
j=0
1—1 nv
<aoE [1-nY (Lly<o+ pla;>0)|€ > 0] — 1r5EElE > 0]
j=0

[

71—
+nL Y Elz; —xo| | € >0]. (139)
=0

Next, we use the following lemma to bound the conditional expectations that arise in (139). This
lemma is proven in Appendix F.4 and it may be of independent interest to readers.

Lemma 14. For m € [M], let o™ be a random permutation of & +1’s and & —1’s. Then, for any
7 < %andk: < g, we have

1 | Mo itk
m M
() sz || e+ 3w
m=1 j=1 Jj=i+1
Furthermore, for any 0 < i < N and 0 < k < N satisfying i + k < N, we have
1 M i i+k i
m M
[ op oL E ot | I
m=1j=1 j=i+1
Lastly, forany 0 <i < & > and 0 <k < o satisfying i +k > 1, we have

1+k i+k

ZZam—i—MZU ZZU +MZU <0

m=1 j=1 Jj=i+1 m=1 j=1 j=i+1

vV
m.\ —

Lemma 14 implies that 3;E [€]€ > 0] € [641/“3 ,/’B} and P(€ > 0) =P(£ < 0) > 1/6. From
this, we get

nv )
= 14
MB EIEIE>01= 51\ 3B (140)
E[|lz; — o]
Also, since n < % we have
i—1
. nLN
L—inu>1- n;)(lejgo +ply;>0) > 1 — 5 20
which implies that
i—1
2B [1 =0 (Lla,<o + pla;>0)|€ > 0| < (1 —inp)xo. (142)
=0
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Substituting (140), (141), and (142) to (139), we obtain

i—1
E[z;]€ > 0] < (1 —inu)x 0—6—4\/ +677LZE\$]—:U0|] (143)

Next, we have the following lemma that we can apply to E[|z; — 330|]. Proof of Lemma 15 can be
found in Appendix F.5.

Lemma 15. Forzy > 0,0<{ < ﬂ—la”dn< 513LN’

51 3 / 513
E[lmz -770” = 512 + @ZT]LQ?O

Applying this lemma to (143), we get

. w [ 1530PLy 153992Lx0
E [z; <(1- _
[il€ > 0] < (1 —inw)zo — o\ 375 256\/7 Z Vit = Z

< (i) [ i +513z3/2n2Ly+153912n2L2
= U TR T N MB T 128V MB bz

( _ 1539i2n2L2> ( 1 513mL> i
=|\1l-imp+—r— 20— | — — nv

512 64 128 MB

. 3inL nv i
<(1- ) gy — 2 . 144
—< et 512> 07198\ B (144)

. . . . LN 1
where we got the last inequality by using the fact that inL < 174~ < ==,

n < s So far, we have obtained an upper bound for E [z;|€ > 0].

which follows from

Recall that there is another conditional expectation in (138) that we want to bound, namely
E [2;|€ < 0]. We bound it below, using the tools developed so far. For i <

QB’
[$z|5§0] :JIQ—FE[SL’Z‘—,@O | 5§0]

<o+ E[lz; — x| | € <0]
E[|z; — o]

< P L S T

< xo + P(€ < 0)

< 20+ 6E [|2; — 20]] (Using Lemma 14)
1 ) 1 inL

<zxzo+ 5559é7y ]\42B + 53225% 20 (Using Lemma 15)
1539in L 1539y [ i

< -

= (1 056 ) Tt 56\ B (143)

Using (144) and (145) in (138), we get that for : < %

E[(L1s,<0 + ptle;>0)24)
<P(E>0) LE [5i]€ > 0] + P (€ < 0) jE [:]€ < 0]

3inL nv i
P(E>0)L <<lmu+512> 07@ MB)

1539inL 15390 [ i
< )
P(E_O)u((l—F 956 ):1:04— 956 MB) (146)

From Lemma 14, note that § < PP (S >0) < Sand ; <P(£<0) < 2. We use these inequalities,
along with inL < "LN < 51 3 and > 7695, to bound the terms appeanng in (146).

1539inL
256 0

nL
]P’(5>O)L(1—inu+ 512)m0+P(6’<0) ( +
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S| ot

87552 6 7695 256 7

nLv / ) 1539nuv )
< Q) =T
P(E>0) 15 128 + P(E<0) 256 MB

< _ nLu 1 256577uu )

- 768 V M B 512 MB
nLv

= 1536V MB’

where we used the assumption % > 7695. Substituting (147) and (148) to (146), we get
6 nLv i
E le 19: % S =L - AT’
[(Llzi<o + plo>0)2i] < L0 = o0 377

F.2 PROOF OF LEMMA 12

L( +1) +5-L(+3>m0_6x0 (147)

We also have

(148)

as desired.

E[(L1z,<0 + pla;>0)7] < pE[z;]
= pxo + pE[z; — x0)
< pwo + pE[|lz; — o]
)
MB’

) 513
inLuxg + —

513
S ot oo 512

512 (Using Lemma 15)

nuv

F.3 PROOF OF LEMMA 13

We consider iterates within a single epoch, and hence we will omit the subscripts denoting epochs.
In our construction, each machine has the same set of component functions, that is, there will be no
inter-machine deviation. We therefore omit the superscript m from the local component functions.
Consider the function

N
1 2 N
Ga(z) = N ZQH(I) + Z g-1(z) | , where
=1 2:%4-1
x2 L:,C2
g+1(x) := - + vz, and g1 (z) := - - v,

Hence, Gz (x) = %”2 We will prove the lemma by coupling iterates corresponding to F and Gb.
In particular, we will perform minibatch RR on F5 and G2 such that both start the given epoch at xg
and all the corresponding machines use the same random permutations. Let z; r be the iterate after
the ¢-th round of communication for I, and x; ; be the iterate after the i-th round of communication

for G2. We use mathematical induction to prove that z; p > x; ¢ foralli = 0,..., %. After that,

we will use this to prove our desired statement E[x N p | 2o < 0] > (1 — 7%%)1:0. Let o™ be a

random permutation of % +1’s and % —1’s.
Base case. xo r > 2o, ¢ since both start the epoch at the same point .

Inductive case. There can be three cases:

* Case 1: z; p > x;, ¢ > 0. Then,

M (i+1)B
Tit1,F — Tit1,6 = Ti,F — Ti.G — (Vfor(@iF) = Vgor (zic))
MB J
m=1 j=iB+1
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M (i+1)B

n )
= TF U6 T g 21 | ZBﬂ (i, +voy' — Leig —voy')
m= J=

= r — Tiq — 1 (prir — Lz q)
=z r(1 —np) —2i,6(1 —nL)
> 0.

* Case2: 0 > x; p > x; . Then,

M (i+1)B
Tit1,F — Tit1,G = Ti,F — L4,G Z Z Vfam Tip) — Vgom (i,q))

m=1 j=iB+1
M (i+1)B

77 m m
=TiF TG s g E (LzLF +voit — Lx;q — Vo )
MB m=1 j=iB+1

=z F —vic — 1 (Lrir — L)
=z r(1 =nL) — x;c(1 —nL)
> 0.

* Case 3: x; r > 0 > x; . Then,

M (i+1)B
Tit1,F — Tig1,G = Ti,F — Tj,G — MB g E Vfo (xi,r) — Vgom (i)
m=1j=iB+1
M (i+1)B
= TiF TG~ B > Y (uzir+ve) — Ly —vol')
m=1j=iB+1

= r — Tiq — 1 (prir — Lz q)
=z p(1 —nu) —z5c(1 —nlL).

Note that since n < %, z;, (1 —nu) > 0and z; ¢(1 — nL) < 0, which proves that
Ti+1,F — Ti+1,q = 0.

Thus, we see that x; 1, F > x;41,¢. Further, by linearity of expectation and gradient, it is easy to
check that

E[x%,G} E[IN 1,G HVGQ(‘T%fl,G)]

=(1- )]E[x%q,c]
= (1—nL)% .
Using the result that 25 > xx  which we proved above, we get E[w% #] > (1= L)%z for

any initial iterate z¢. Specifically for zo < 0, this implies E[zy p [ w0 < 0] > (1 — nL)s .

Further, since nL < 513N, we have (1 —nL)# <1 7"LN . This is because 1 — 7;};)\/ (1-2)%

is nonnegative on the interval [O, 1—(7/8) N/é—l},and 1—(7/8) NBT > = forall & > 2. To

see why, note that (1 — ﬁ)”—l > T forall n > 2, and this gives 1 — (7/8)7-1 T > m
which then implies 1 — (7/8)%1 > =5 forall n > 2. Therefore, for 7y < 0, we have E[:pzv F |
Ty < 0] (1 — 77;%]\]).2?0.

For the last statement of the lemma, note that by symmetry of the function Ga, if we initialize the
Algorithm 2 at 0, then for any starting iterate of an epoch we have P(xgc > 0) > 1/2. This
combined with the fact that x; p > z; ¢ gives us that P(zg » > 0) > 1/2.
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F.4 PROOF OF LEMMA 14

Form = 1,..., M, let ¢™ be a random permutation of % +1’s and % —1’s. Then, we first show

that for any i < N/2and k < B/2,

1 1 M 7 i+k "
61 <\/>+f> T B

m=1 j=1 j=i+1

To prove the lower bound, we will use Khintchine’s inequality along with Lemma 12 from Rajput
et al. (2020). Let us define random variables a,, = |1 S (> G=107"), bar =

Jj=1 J

| E;H;H o, and y,, := slgn(ZE'HZ+1 o). For X, if the sum Z 07" = 0 then Xy, is +1
with probablhty 0.5 and —1 with probablhty 0.5. Ties occurring in yps are also broken similarly.
We can note that x,,,’s and yjs are i.i.d. Rademacher random variables, which allows us to apply

Khintchine’s inequality, Then, by Khintchine’s inequality,

i i+k M
E M Zzo_m + Z g Zamxm +bMyN[1
m=1 j=1 Jj=i+1 m=1

M 1/2
(Z a,2n + b?w)
m=1

By applying || z||2 > ﬁ“z”l for z € R? twice, we get

. M i 1/2 1 1/2 1 M
E]E (,nz_:l az, +bM> 5 (Z a ) +bp| 2 5 \fmz:: am +bum
Next, noticing that a,,,’s are i.i.d.,
1 [ 1 & 1 1|1 X
§E lmmz_:lam-i-b]w :§E[\/M3M+bM}:§E NeTi Jz: ];HU

1 [
> — o1 ( — +Vk ) (Lemma 12 from Rajput et al. (2020))
Note that Lemma 12 from Rajput et al. (2020) has the requirement that N > 256. However, that
requirement is for the entire lemma to hold, whereas we need only the first inequality in the lemma.
For that, the requirement is simply N > 8. Further, note that for N = 2,4, and 6 it can be manually

verified that the required inequalities in Lemma 12 of Rajput et al. (2020) hold. Hence, this lemma
holds for all even N.

The upper bound comes from Jensen’s inequality:

1 M % i+k 1 M i i+k
SHITES o B piet| R 1) ob e RE 1D o=
m=1 j=1 j=i+1 m=1 j=1 j=it+1
27 r 27
1 M i i+k y
< i E Z o™ + |E Z o;
m=1j=1 j=i+1
1 M i 2] [ i+k 1
i ZIE o' + |E Z Uéw

j=i+1

. are mean 0 and independent.)
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1 2 2 itk 2
_ M M
= | 2/E > + E{| > o)
j=1 j=i+1

= | — z—f—ZEUJ Ul \/k—i—ZEJJ O’l

J#l J#l

E[O'JM oM] < 0 because a T 'and oM are negatively correlated. Hence, we get

;Mo N i+k y ;
E MZZUJ' +Zoj <\/;—&-\/E7

m=1j=1 j=i+1
as desired.

Next, it is left to show that for 0 < ¢ < % and 0 < k < g satisfying ¢ + k > 1, we have

1+k i+k
1
M =P M > .
AD5)EEETE SRS B0 35 DERSTS SRSt
m=1 j=1 j=i+1 m=1 j=1 Jj=i+1
By symmetry, proving the equality is straightforward, and hence it is sufficient prove that
% itk 9
m+ M =. 149
(S eren Y o 3 (149)
m=1 j=1 Jj=i+1
For this, it in fact suffices to show that
1 2
> ;=0 §foran1<z<z\f—1 (150)

because (149) can be derived from (150). We first explain why (150) implies (149), and then show
(150).

Suppose (150) is true. Then,

e Case 1: If i = 0, then (149) becomes P(3_* = 0) < 2, which is true due to (150).

Jj=1 J
* Case 2: If M = 1, then (149) becomes P(Zl% o} =0) < 2, which is true due to (150).
e Case 3: If : > 1 and M > 2, then we can consider two events that partition the probability

space:
1. By = {Zm 9 ;Zlg;nJrMZ;‘”;H o = 0}. Conditioned on this event F,
1 1+k 2
P IEERTD SR EIT B OoL R B
m=1 j=1 j=i+1
due to independence of machines and (150).
2. By = {Zf\r{ 22; 105" —Q—MZ;H;H o;" # 0}. Conditioned on this event Fy, let
M i+k
c::Zm:22J 107 —|—MZ] i1 j . Then,
+1
SPPIEARTD SR IEIT B OO R
m=1 j=1 Jj=i+1

IN
ol

However, by symmetry, P (Z;zl 0]1 = 70) =P (Zj,:l gjl, = c)
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From these two events, we conclude that (149) must hold.

It is now left to prove (150). It is clear that ]P’(Zj 10) = 0) = 0 for all odd ¢, so we assume that

N N—i >
i is even. Also note that IP’(ZJ 10 =0) = P(Xi 105 =0) = P>y oj = 0), since O'Jl s
sum to zero. Therefore, for the rest of the proof, we can focus oneven i’sintherange 2 < i < &
Note that P(ZJ 107t = 0) is just the probablhty of having £ +1’s and % fl’s in the first spots
in a random shufﬂmg of 1;7 +1'sand & 5 —1’s. This is equivalent to choosmg % indices (for +1) out

— ¢. Thus,

: m _ (1/22)&;)
jz:;aj =0 —7(]\7) .

N/2

Note that the term above is a decreasing function of ¢ for i < N/2. Hence, putting i = 2 to the RHS

we get
S| DD N
— N _ b
=1 ! (N/Q) 2(N-1) 73

where the inequality holds for N > 4.

F.5 PROOF OF LEMMA 15

i-1 M (G+1)B

El|lz; — xo|] = Z Z Z vor' + (Llg, <o + ple;>0)x;

] 0m=1k=jB+1
i—1
+0E | Y (Lla, <o + pla;>0)2; (By Lemma 14)

Jj=0

i—1
SW”M +77LZE|x]

i—1
<y MB +inLao +nL Y El|z; — xol].

7=0

B
*B M

Let h(i) := nvy/ g5 + inLaxo +nL Z o h(j), starting with ~(0) = 0. Then using induction, it

can be seen that E[|z; — xzo]] < h(4). Further, since h (%) is an increasing function of i, we get

nvy\/ 55 + inLxo

h(i) <
(@) = 1—nL
1 513 513 13
Sincei < ¥ g andn < 513LN,Wf:gf:tthat ey < £95, 80 El|z; —xo|] < 5NV MB—f—gﬁmon.

G PROOF OF LOWER BOUND FOR LOCAL RR: HOMOGENEOUS CASE
(THEOREM 4)

Recall that Theorem 4 gives the bound for local RR in the homogeneous setting, where all machines
have the same local objectives. Similar to Theorem 3, we consider three step-size ranges and do case
analysis for each of them. We construct functions for each corresponding step-size regime such that
the convergence of local RR is “slow” for the functions on their corresponding step-size regime. The
final lower bound is the minimum among the lower bounds obtained for the three regimes. More
concretely, we will construct three one-dimensional functions Fi (z), Fa(z), and F5(x) satisfying
L-smoothness (1), u-PE condition (2), and Assumption 2 such that'>

15 Again, the functions constructed in this theorem are p-strongly convex, which is stronger than j-PL re-
quired in Definition 1. Also, our functions satisfy Assumption 3 with7 =0, p = 1.
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* Local RR on Fj(x) withnp < ﬁ and initialization yo =  results in
2
ElFi ) = (2 ).

* Local RR on Fy(z) with n > > = andn < 1025 Toosv and initialization yo = 0 results in

V2 v’B
E|F: =0 .
[ 2(?”(,%)] (,LLMNKQ +;LN2K2>

Note that the step-size range requires K > 1025k, hence this lower bound occurs only in
the “large-epoch” regime, i.e., K

* Local RR on F3(z) withn > += and 7 >

1025 1095LN and initialization 10=20 results in

E[F3(yg, )] = Q (;LJ\;JQ\U(> ‘

Then, the three dimensional function F([z,y,2]") = Fi(x) + Fx(y) + F3(z) will show bad con-
vergence in any step-size regime. Furthermore,

pI < min(V2Fy, V2Fy, V2F3)I < V*F < max(V?F},V2F,, V?F3)I < LI,

that is, if F}, Fy and F3 are p-strongly convex and L-smooth, then so is F'. Moreover, since the

component functions in each coordinate are designed to satisfy Assumption 2 with v, the resulting

three dimensional function F also satisfies Assumption 2 with v/3v.

Since the final lower bound is the minimum among the lower bounds obtained in the step-size ranges,
2

the lower bound becomes €2 ([LMNKz + #N2K2) if K > 1025« and K > M (this inequality is

required to make sure NQ?{Q < M ~ K) and ( N K) otherwise.

In the subsequent subsections, we prove the lower bounds for I}, F», and F3 separately.

1
G.1 LOWER BOUND FOR 17 < INE

Consider the case where every function at every machine is the same: for all i € [N] and m € [M],

f(x) = ”z . Hence, Fi(z) = 45-.

Since all f]™’s are the same, the local updates in all the machines are identical. Hence, for this
subsection we omit the superscript for local machines. Let xj, o and v denote the local iterates at
the beginning and end of the k-th epoch. Then,

zpn = (1= )Nz .

Initializing at 1 g = ﬁ and repeating this for K epochs, we get that after K epochs, the last iterate
Yr, N = TKN satisfies

v 1 NK 1% v
- =(1—pu)VE. 2> (1 —>
yry = wr.N = (1 —np) . _( > P

1
— 1025LN

For most part of this subsection, we consider iterates within a single epoch, and hence we will
omit the subscripts denoting epochs. Let xg denote the iterate at the beginning of the epoch (which
is the same across all the machines), and xi* denote the i-th local iterate for machine m. After
every B local iterates, the server aggregates the local iterates x7';, computes their average y; :=

M . .
a7 Dom—1 7, and synchronizes all the machines 275 := y;.
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Let yo denote the iterate at the beginning of the epoch (which is the same across all the machines
g = yo), and z}" denote the i-th local iterate at machine m. In our construction, each machine
will have the same set of component functions, that is, there will be no inter-machine deviation. We
therefore omit the superscript m from the local component functions f;™. The function we construct
for the lower bound and its component functions are as follows:

5 N
Zf+1(x)+ Z f-1(z) | , where
i=1

i=8+1
2

X
f+1(fL') = (LIISO + /’le>0)? + vr, and

2

X
fo1(z) = (Lla<o + #laso) 5 —va

Note that the function Fy(x) = (Llg<o + ,ulg6>0)””2—2 is p-strongly convex and L-smooth with
minimizer at 0, and also satisfies Assumption 2.

Let ™ be a random permutation of % +1’s and % —1’s. Then, machine m computes gradients on
f—1 and fy; in the order given by ¢™. Let (f;” denote the j-th ordered element of ™. Then,

Vfa;_n (z) = (Llz<o + plaso)r + vo)".

Hence, the last iterate of an epoch, y N, is given by

N

5 n QL Bl
y% Y= M Z V LB+J+1 ZBJrj)
=0 m=1 j=0
. -1 M B-1
=27 DY (Llam <o+ plamy, 50)Tih j + voip i)
i=0 m=1 j=0
0 -1 M B-1
== Z (le;n3+].go + lllx;'g+_7>0)$?1§+j7
i=0 m=1 j=0
where, in the last line, we used the fact that Z 105 =0.

Recall that in the construction, each machine has the same component functions. Hence,

X-1 M B-1

TI m
Blyy —vol = —37E | 2 20 D (Llap <0+ ke, 50)alhy

i=0 m=1 j=0
E-1B-1
=1 Y DB [(Llay,, <ot o, so)elny] (151)
i=0 j=0
where the last equality holds because the iterates x;; . ; are identically distributed across different
m € [M]. Hence, we need to bound ]E[(le%BH <otmler, ~0)Zip ;] As we did for Theorem 3,

we want to prove that E[y%] keeps increasing over an epoch, that is E[y% — yo] > 0 when yg is
close enough to the minimizer 0.

For this, we first consider the case where the first iterate yo of the epoch satisfies yog > 0. The
1o < 0 case will be considered later. For the case yg > 0, we will show that whenever y is small, the
expected amount of update made in the (i B+ +1)-th iteration, E[(L1,1 <oty ~0)Tipy il
is negative if 7 < L%J and % <j< g, and not too big otherwise.

We use the following lemmas, proven in Appendices H.1 and H 2, respectively.

Lemma 16. Fory, >0,0<i< ], 2 <j<Z > 18375,

L
= 1025LN’ and =

6 nLv iB -
1 /
E[(le}Bﬂ.go + #1I}B+j>o)=’17i3+j] < ?Lyo 1536 < T \/5) .
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Lemma 17. Fory()z0,0SiS -L0<j<B-1landn< 1025LN’

1025(iB + j)nL 1025nuv iB -
E[(L1w13+ <O+:U/1x iB+j >0) ZB+]] SM(1+1024 y0+107 M—f—\/; .

Next, we apply the two lemmas above in (151). For now, we consider the case N/B > 2. The case

B = N will be handled separately at the end of this subsection. For simplicity of notation, define

Eipyj = E[(L1m13+ <ot plg, _>0)x}B+j}. We will divide the summation in (151) into four
7 J— T J

groups; for one of them we can apply Lemma 16, and for the other three we apply Lemma 17.

5-1B-1
E[ N _yO =-n Z ZEzB+j
=0 j5=0
lspl £-1 lsg) % lsg) B—1 F-1 B-1
= Eipy; + Eipyj + Z Z Eipyj + Z Eipyj
i=0 j=0 i=0 ;=B i=0 j=B 41 i=| 5 J+1 =0

Y
E
g

N
el e 1025(iB + j)nL 1025nuw ( [iB -
<M<1+m24>y0+1024< M+ﬁ>>
(e (3 9)
3] B-1 1025(iB + j)nL 1026mpv (B -
D <ﬂ(”1og4)y°+1024<@+\/5>>
51 1025(iB + j)nL 1025quv (/iB ~

- . (M(1+1()24>y0+1024<\/;+ﬁ>>

2
l45) £ 6 nLv iB
> _ 2 Lyo — el ;
=1, Z(? Yo 1536( MJ”ﬁ))

=0 j=%
F-1p1 |y 1025GB +j)nLY - 1025muw \/EJF Vi (152)
. 393 [ 094 Yo 1024 M ARE

where the last 1nequa11ty is true because the RHS of the inequality in Lemma 17 1s nonnegative
" 2L

First consider the terms in (152) that involve yo. Since (1B + j)nL < nLN < 1025, B < TEaeEs
N/B > 2, and B > 4, we have the following loose bound:

|2

Lz J % 7713 1

CJ 6, 1025(iB + j)nL
IDIETEDID I (REety
1=0 j= % =0 7=0
N B 6 N 2L 1

< P _ — —_ .
- QQBJ H) (4 H) 5B (H 1024)

N B 6 LN TLN
<= .= .= < 1
- B 2 7 + 7680 — 8 (153)

We next bound the terms in (152) that involve summation of square roots. From N/B > 2, we have
|-2BJ 2 3B and |-2BJ +12 47 25> 80

B % ()G EE e () 5 0

j=
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B3/2  rlig] Vi 2 Vi
> — dt+ — tdt
AML/2 B
- B3/2 N 3/2 N B 3/2 B 3/2
=~ 6M1/2 \ 3B 3B [\ 2 4
_ N3/2 (2v2 — 1)NB'/? 154
= TNCITE + o . (154)

For the other sum, we have
%713—1 B 3/2 % B—
1B - B
S X (i) - b S

i=0 ;=0 i=0 =0
133/2
/ \fdt+—/ Vidt

0:1\2

< M1/2
_ 2B (NN AN
3M1/2 \ B 3B
2N3/2  9NB1/2
=iz 3 (155)
Substituting the bounds (153), (154), and (155) into (152), and using p < m,
TnLN 2L N3/2 2y/2 — 1)NBY/?
]E[yﬁ—yo]Z—n yo-i-77 v (2v2-1)
B 8 1536 \ 18y/3M1/2 24
10250 v ((2NP/2 N 2N B/2
1024 3M1/2 3
LN n?Lv [ N3/? L
- NBY?) . 156
=~ "5 YT 50000 \ariz t (156)

For the other case yy < 0, we have the following lemma, a local RR counterpart of Lemma 13. In
Appendix H.3, we prove the following:

Lemma 18. Ifn < ~ and an epoch starts at yo < 0, then

LN
E{yglyo<0}2<1—778)yo.

Further, if the first epoch of the algorithm is initialized at 0, then for any starting iterate yo of any
Sollowing epoch, we have P(yo > 0) > 1/2.

1025L

Using (156) and Lemma 18, we get
Elyx]
=P(yo = 0)E[yx | yo = 0]+ P(yo < 0)E[yx | yo < 0]

™TnLN 2r N3/2 TnLN
>P(yo > 0) (<1 - 77) Yo + L2 <M1/2 +NBl/2>> +P(yo < 0) <1 - 778) Yo

8 240000
LN n?Lv [ N3/? L
- i NBY?).
< 8 > Yo+ Jgo000 \ a2t

Thus far, we have characterized the expected per-epoch update, starting from the initial iterate yg
and iterating until the last iterate yx of the epoch. Now recall that we run the algorithm for K

epochs. Using yy, ; to denote the i-th aggregated iterate of the k-th epoch, we get a lower bound on
the expectation of the last iterate y, N if we initialize at y; o = O:

K-1

LN n?Ly [ N3/2 . LN\ "
E 1- L= NB/2 -
iyl 2 < 8 > Y10 % =oo00 \ iz * kzzo 8
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(1 _ ™LN
n?Lv (N3/ +NB1/2)1 (1 3 )

480000 \ M7 LN
nv N1/2 12 LN
420000 (Ml/2 * 8
nv [ NY? 12 7L _ 1
= 120000 ( e T8 U)o (Sincen 2 jvre)
Note that since % > 40000 and K > 1025L (which is implied by X7 <7 < qoa578)s
1_<1_7L> 21_@*%21—6_35000:51.
SuK
Hence, we get from 1 > > NE - that
_ 771/N1/2 12\ _ v vB/2
E[yK7g]_Q<M1/2 +77VB =0 MM1/2N1/2K+MNK )

and by Jensen’s inequality, we finally have

2 2
BIF ()] > 58002 ] = 2Bl 3 =2 (s + ovas )

Recall that, from the paragraph below Lemmas 16 and 17 to this point, we have assumed N/B > 2.

We handle the case B = N now. In this case, notice that all the \/% terms that appear in (152)

disappear, because we always have ¢+ = 0. Therefore, the proof goes through in the same why,

modulo the fact that we do not have the terms that originate from the \/% terms in (152). Therefore,

we can show

EW@(M>ngy=ﬂwﬂwgﬁ=ﬂ(M@@)

G.3 LOWER BOUND FOR 7} > > Nk AND17) 2 1025LN
Similar to earlier parts of the proof, here as well, each machine will have the same component
functions, that is, there will be no inter-machine deviation. The proof uses a similar construction as
Safran & Shamir (2020; 2021):

% N
Zf+1(56) + Z f-1(z) | , where
=1 i=5+1
L 2 L 2
f+1(z) = Tx +vz, and f_1(z) := Tm — v

Hence, F3(x) = L”’ , and has its minimizer at 0.

We first compute the expected “progress” over a given epoch. For simplicity, let us omit the subscript
for epochs for now. Let yo denote the iterate at the beginning of the epoch (which is the same across
all the machines zi* = yo) and z}"* denote the ¢-th local iterate for machine m. After every B local

iterates, the server aggregates the local iterates z7';, computes their average y; := ﬁ Z%Zl x
and synchronizes all the machines x5 = y;.

For the epoch, let ¢ be the permutation of % +1’s and % —1’s sampled by machine m. Upon
receiving the aggregated iterate 7 = y;, each machine m performs B local updates. Unrolling
the local update rules, the iterate after the B updates (and before synchronization) can be written as
follows:

xE?Jrl)B = 332?+1)B—1 - 77Vf05?+1)3(331(7z?+1)3—1)
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(g1 — N(La(inp_1 + Vo (ii1E)
=(1- UL)x(iH)B—l - 77””?111)3

(i+1)B
=1 —-nL)Paly —my > (1—nL)THEIgm
j=iB+1
(i+1)B
= (1 =nL)Py;—mv Y (1—nL) g,
j=iB+1
After synchronization, we get
| M M (i+1)B
Yit1 ::M Zx@‘_‘rl)B:(lf B Z Z nL (1+1)B Ja-j
m=1 m=1 j=iB+1

Unrolling the equation above from y N (the final iterate of the epoch, after synchronization) to yg
(the starting iterate), we get

M N
v —J -m
=(1- UL)BZJ%71 - nﬁ E E (1 —nL)N Yoj
m=1j=N-B+1

@
w2
\

N .
B M iB
—iB MY iB—j _m

= (L=nL)Nyo = (=DM YT > (L-nL) P

i=1 m=1j=(i—1)B+1

)N-
= (1 —nL)N O—Mz:lzll—nL Jo
m=1j

Then, by squaring both sides and taking expectations,

M N
Bly] = (1 gLy — 22k oo [Z Zu—nL)N—ia;"]

m=1 i=1

M N _ 2
(330

m=1 i=1

(1 _ ’I7L)2N 2

M N 2
(Z Z(l—nL)“ai”) : (157)

m=1 i=1

where we used the fact that E[c]*] = 0. Further, because o™ and o™ are independent‘ and identi-
cally distributed for different m and m’, we get that

L, M N _ 2
(}4 > >a- nL)N‘lf)'?)

m=1 i=1

:milE <Z1—77LN i "L>2 +Y E

m#m/

Z (1- nL)N_iolm] E
i=1

N . ’
S (- nL)Niop ]

=1

=1

N 2
v | (- |.

where the last equality used the fact that E[o7"] = 0 for all m € [M] and i € [N], and that ™ are
identically distributed. Since we only consider the permutation ¢! (i.e., the one for machine 1) from
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now on, we henceforth omit the superscript. Substituting this to (157) gives

2
27 _ 2,2 v - _ N—i_.
Elyy] = (1-nL) ar B 220 =00 e | | (158)

i=1

=0
From (158), we have calculated the per-epoch expected update, because the final iterate y N is also

the initial iterate of the next epoch. Recall that we run the algorithm for K epochs. We now use vy, ;
to denote the iterate after the i-th communication round in the k-th epoch. Using (158), we get a
lower bound on the expectation of the last iterate y N squared:

2 2NEK,2 n*v? 2N n?v?
Elyg x] = (1 —nL) <I>Z —nL)PNN > e, (159)

where the inequality used that we initialize at y; o = 0 and Zk;o (1 —nL)*Nk > (1 —nL)° =
Next, we bound the expectation term, i.e., ®, defined in (158). Using Lemma 1 from Safran &
Shamir (2020) with n and o replaced with NV and nL respectively, we have

1
@Zc-min{

,772L2N3} , (160)
nL

for some universal constant ¢ > 0. Using the fact that > 1025 TooEL N » it 18 easy to check that the RHS

of (160) is lower-bounded by ;—IL where ¢’ > 0 is a universal constant. Combining (159) and (160)
gives

2.2 / /g2
n?v? ¢ dnv
E[y% »] > == .
S T A 37,
Also using the fact that 1 > ﬁ, we get
L ., 2
= — >

H PROOFS OF HELPER LEMMAS FOR APPENDIX G

H.1 PROOF OF LEMMA 16

The proof of Lemma 16 is similar to its minibatch RR counterpart, Lemma 11. From the given
0<i < % —1,0 < j < B —1,define k := iB + j, in order to simplify notation. We also define

€= (Z%:l fi Ulm) + Zf:iBJrl ai.
By the law of total expectation we have
El(L1y <o+ #lay50)ak] = P (€ > 0)E [(Llyy <o+ ilay o)k | > 0)
+P (€ < 0)E (Ll <o+ il o)k |€ < 0)
<P(€>0)LE [z|€ > 0] + P(E <0) uE [z|E < 0],  (161)

where the last inequality used the fact that (L1,<o + ply>0)t < Lt and (Lli<o + pls0)t < ut for
any t € R.

We handle each of the two expectations in (161) separately. We first bound £ [x,l< ‘5 > 0]. Recall
from the definition of algorithm iterates that

M iB-1 k—1
n
—Yo=igy; W0 =—7; > D Vo, (&) =0 Y fop, (@) (162)
m=1 [=0 l=iB

Expanding (162) using the definition of V faﬁ |, we obtain
E [a:,ﬂé' > 0]
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E
|

(voilty + (Llap<o + plapso)a]”)

~ 11

T i\d
g

,_.

3
~~

V‘71+1 + (L1 sl<o T M1z1>0)xl)

£>O]

1
.

E\d L
M=

Eu

Ll 77L<0 + /j,l m>0)( — yo)

T

=
3
I
]
o

(Llz<o+ M11L1>0)(3311 )

|
3

5>O] —nEI[€E|€ > 0]

I
S}
=
|

k—1
(Llap<o + plap>0)yo +1 Y (Llui <o + #la0)0
l=iB
k—1
lelmgo + plapso0) =1 Z (L1 <0 + 1lzi50)
l=iB

NE

5>O]

|
=
| — |
=|=

I
<
o
&=
3
[
L
T
- o
=
L

E

5>0]

e 3
Pl
T
o

M= i\d

(L1ym<o + plam>0) (2" — yo)

|
=
L — |
SE

Q
3
—
o~
Il
o

?‘TII
-

1 ) (Llai<o + plgrso) (@7 — yo) —nvE[E|€ > 0]

&> 01

. k-1
i Z legngo + plapso) =1 Z (L1z1<0 + 1lzis0)

I=iB

5>01

anB 1
EU”??—Z/0||5>O]+M ZE[|$11—?JO|\5>O}
1=0 1=0

+nLZE[|xll—y0| | €>0] —qE[E[E > 0],
I1=iB

where the last inequality used the fact that (L1;<o + ptl>0)t < Lt and (Lly<g + pliso)t < pt
for any ¢ € R; and that for different m = 2,..., M, the local iterates ;" are identically distributed
conditioned on £ > 0. Next, we use the fact that for any nonnegative random variable v and event
A, we have that E[v|A] < E[v]/P(A). Hence,

E [x,ﬂg > 0]
p M B k-1
<ykE|1- Vi Z Z (Llzp<o + plapso0) =1 Z (Llaa<o + plpi50)|E > O]
m=1 1=0 1=iB
iB—1 iB—1 —1
+ nL(M —1) Z E [|27 — yol] @ m Z E [|l2} - y0|]
M —~ P(E > 0) M P& > 0) P(€ >0)
—nE[E|€ > 0]
p M B k-1
=yk |1- i Z Z (Llgpm<o + plapso) =1 Z (Llgi<o + p1lprso)|€ > 0]
m=1 1=0 1=iB

= E (|2} — yol]

—E[E|€ > 0] +nL > BES0) (163)
=0

where the last equality used the fact that for different m € [M], the local iterates x}" are identically
distributed when they are not conditioned.
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Next, we use Lemma 14 again to bound the conditional expectations that arise in (163). We restate
the lemma for the reader’s convenience.

Lemma 14. For m € [M], let o™ be a random permutation of % +1’s and % —1’s. Then, for any
i<¥ 5 and k < B we have

1 \/7 v Mo N itk o
Furthermore, for any 0 < i < N and 0 < k < N satisfying i + k < N, we have
;Mo i+k ;
S35 31 FE o | IV ERY:
m=1 j=1 j=i+1

Lastly, forany 0 <i < & > and 0 <k < 5 satisfying i + k > 1, we have

1+k i+k
DS RS TE ST Y ol N VI ST
m=1j=1 Jj=i+1 m=1j=1 j=i+1 6

Lemma 14 implies that E[€] > 0] € [ (\/% + 7)./ + V7] and P(€ > 0) = P(€ <

0) > 1/6. From this, we get
B
WE[E|E > 0] > T (w/Z +\/> (164)

E [|z} — yol] 1
— = < 6E — . 165
]P;(g = 0) = H‘Tl y0|] ( )
Also, since n < 5 we have
iB—1 k-1
Lk > 1 - Z > (Llapco+plapso) =0 D (Llapco + ilagso) 2 1= LN >0,
m=1 1=0 1=iB
which implies that
iB—1 k—1
yk |1 — = Z > (Llapco+ plaps0) =1 > (Llgr <o+ plarso) |€ > 0] (1 — knu)yo
m=1 =0 l=iB

(166)
Substituting (164), (165), and (166) to (163), we obatin

E [z3]|€ > 0] < (1 — knu)yo ~ 1 <\/ +\/> +6nLZE |21 — wol] (167)

Next, we have the following lemma that we can apply to E[|z] — yo|]. Proof of Lemma 19 can be
found in Appendix H.4.

Lemma 19. Foryo>0,0<i<X —1,0<j<B—1,andn < 7102?,LN,

1025
Ellz! (iB + j)nLyo.
[|$1B+g yo” > 102477 ( \[) 1024 Z J)U Yo

Applying this lemma to (167) and arranging the bounds (recall that k£ := ¢B + j), we get

1024 2

1025 E [|$l1 - yo”
1=0
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1 k—1
Z( ”B ++/1— Bll/B] ) nLyo > 1
=0

=0

iB
Z( Z/B + lBLl/BJ)

=0

iB+j—1 k—1
ty Y (\/ J+ l—BLl/BJ)—&—nLyO;l

|=iB
i—1 1B iB B-1 j—1 k—1
:ny(BZ\/M—i—j\/M—i—iZ\[l—i-Z\fl)+nLyOZl. (168)
=0 =0 =0 =0

The terms in (168) can be bounded using Zlc;é Vi< foc Vitdt:

1024 2 . 2i3/2B3/2 /2,12 2iB3/2  253/2\  k2nLy,
Toor (|21 = yol] <mv + + +
1025 £~ 3M1/2 M1/2 3 3 2

(2iB +3j) [iB  4iBj'/?  253/2 k2nLyq
< -
= ( 5 Vw73 tz3 )t

2iB+3j) /iB 4iB 4+ 27) ~ kE%nL
:W<( 7) L J)\/]>+ nLyo

3 M 3 2

2
< 4/{;71/ ( /zB n \[> k nLyO (169)

where the second last inequality used % < j (and hence B'/? < 251/2), and the last inequality used
2iB +3j < 4(iB + j) = 4k and 4iB + 2j < 4(iB + j) = 4k. Substituting (169) to (167), we get

E [z4|€ > 0] (170)
nv iB . 1025kn? Ly 1B _ 3075k2n% L2y,
<(1—k 2 i L O el UV LYo
< (1= Fm)yo 64< M+\/5>+ 128 TG T

3075k2n2 L2 1 1025knL [iB -
_<1_k77“+ 1024 >y0_<64_ 128 )”V aTVI
3knL nv 1B -
1- SHIEY o — (2 . 171
( M +1024)‘”0 128( M+\/5> a7

The last inequality here used knL < nLN < 1025,
have obtained an upper bound for E [z} |€ > 0].

which follows from 7 < Thus far, we

1
1025LN
Recall that there is another conditional expectation in (161) that we want to bound, namely
E [m}c |5 < 0]. ‘We bound it below, using the tools developed so far. For i < % and % <j< B,
E [2|€ < 0] =yo +E [z, —y0 | £ < 0]
< yo+E [Je} — ol | € < 0]

E [|a:,£ — 1:0\]

< ol L, B AP

< Yo + P(E < 0)

< yo + 6E [|z}, — o] (Using Lemma 14)
3075nv 3075kn Ly .

< it

<y + 512 ( f) 512 (Using Lemma 19)
3075knL 3075w [ [iB

<[(1 172

= < BT ) AT ( f) (172)
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Using (171) and (172) in (161), we get that for i < 5 and & < j <

E[(Lla;igo +/L1xi>0)xllc]
<P(£>0)LE [z]|€ > 0] + P (€ < 0) uE [x4|€ < 0]

3knL nv 1B -
< _ - _ = -
_P(5>0)L<<1 knu+1024)yo 158 (\/A,Jr\/;))
3075knL 3075y [ [iB .
< == = )
+P(5_O)u<(1+ 12 >yo+ 12 (\/ +\ﬁ>> (173)

From Lemma 14, note that % <P(E>0)< % and % <P(E<0)< %. We use these inequalities,
along with knL < nLN < —%- and % > 15375 10 bound the terms appearing in (173).

1025
3075knL>
+ )y

[N]]]

3knL
P(5>O)L(1—k‘nu+n)yo—&—]}”(c‘fSO)u(l

1024 512

5 5 2L 3 6

<2r(14-—> O 2 (14 ) gy < 2Ly 174
=56 ( +1049600)y0+6 15375< +512)y°—7 yo (174)

‘We also have

nLv iB - 3075n v iB -

_ Pl - < —_— - -

P(€>0) o (\/M+\6>+P(E_O) 12 \/M+\[7
_ nlv iB - 5125nuv B .

768 <\/M+‘/j>+ 1024 Vi

nLv 1B -

< — = 1
= 1536( M+\/3>’ (175)

where we used the assumption /L > &275 Substituting (174) and (175) to (173), we get

L

6 nLv 1B -
E[(L11 <o + pla1 s0)2p] < §Ly0 ~ 1536 ( T \/5) ;

which finishes the proof.
H.2 PROOF OF LEMMA 17
E[(legBHgo + Hlx}B+_7.>0)'rle+j] < ME[leB-i-j]

= pyo + pE[z]p,; — yol
< pyo + pE[|zip, ; — wol]

1025(B + j)nLy  1025nu [ [iB :
= o+ (1024) Yot 024 MJ”/; ’

where the last inequality used Lemma 19.

H.3 PROOF OF LEMMA 18

We consider iterates within a single epoch, and hence we omit the subscripts denoting epochs. In
our construction, each machine has the same set of component functions, that is, there will be no
inter-machine deviation. We therefore omit the superscript m from the local component functions.
Consider the function
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2 2

x Lz
g+1(x) := 5 + vz, and g_1(z) := — v
Hence, Go(z) = %”2 We prove the lemma by coupling iterates corresponding to F5> and G2. In

particular, we perform local RR on F5 and G such that both start the given epoch at y, and all the
corresponding machines use the same random permutations. Let 25, ; p and 5 ; . denote the
iterates (for (¢B + j)-th iteration at machine m) for F» and G2 respectively. We use mathematical
induction to prove that iy . ; p > @ip, ; o foralli =0,.. ., % —1landj =0,..., B and machines
m = 1,..., M. After that, we will use this to prove our desired statement E[y N F | yo < 0] =

M m THLN
E[ﬁ > m=1 TN, F | yo < 0] > (1 — 273)3/0-

Let 0 be a random permutation of % +1’s and % —1’s. First we consideri = 0and 0 < j < B.
Base case. For the base case, we know that 2. > x4, since z3'r = x7'¢ = Yo for all m.

Inductive case. There can be three cases:
* Case It xipy; p 2> @py; ¢ = 0. Then,

%‘mB+j+1,F - 33;73+j+1,c
=i r — Tipyja — MV fom, (@iBtjF) = Vgom . (TiBtjc))
=bjr — Tinjc — (W0 +v0is 0 — Laihy 6 — Vol i)
=2pjr — Cipege — N (Ml r — L2ih 6)
=xipyp(l—np) —2ip; (1 —nL) > 0.

e Case2: 0> f%-s-j,F > xﬂ?-&-j,G' Then,

m m
LiB+j+1,F — TiB+j+1,G
=2ipyjr — Tibsja — NV em . (@iBjr) = Vgom . (TiB+jc))
_ m m m m m m
=T;B+j,F — Lig — N (LwiBJrj,F T VOB i1 — inB+j,G - VUiB+j+1)
_.m m m m
=2pyr — Tiprje — N (Laipyr — Lalhy )
— m m
_xiBJrj,F(l —nL) — xiBJrj,G(l —nL) > 0.
e Case 3: TiB+j,F > 0 > TiB+j,G- Then,

TiB1jt1,F ~ TiB4j41,G
=%ip1jr — Tiprje — MV for (@Bt r) = Vor . (TiB+jc))
= x%ﬂ',F - x%ﬂ',c -n (Niﬂ%ﬂ',F + ’/U?ll?+j+1 - Lx%+j,G - VU%HH)
=2{hjp — Tiprgc — 1 (0B r — Laiby )
=xip1jr(1 —np) — 2ipy;q(1 —nl).
: 1
Note that since 7 < 77, we get that rip i p(l—nu) > 0and 2, o(1 —nL) <0,
which proves that 275 . 1 p — 25 ;11 ¢ = 0.
Thus, we see that 275 .y p > @5 ;. o for all the three cases, which proves by mathematical
induction that =} 4. F >zl e forall 0 < 57 < B and ¢ = 0. Note that this implies that, the

M M .
aggregated averages Y1 1= 37 Yop—1 L4 p a0d y1.q = 37 > T ¢ satisfy y1p > y1 6.
Hence, after synchronization is complete, we get that for ¢ = 1 and j = 0, =7 i F >zl ye for
all machines m. This proves the base case for ¢ = 1. Now, we can repeat the Inductive cases for
1 < j < Bandi = 1, and thereby prove that 42 r > 72 . Continuing on this process, we get that
x%ﬂ-yF > x%H,G forall0 < j < Band0 <17 < % — 1, and consequently, Yx ¢ > YN a-

Further, by linearity of expectation and gradient, it is easy to check that for any machine m,

Elyy ol = (1 - nL) .
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Using the result that yx > yx  which we proved above, we get E[y%’F} > (1 —nL)Nyq for
any initial iterate yo. Specifically for yo < 0, this implies E[y NP | yo < 0] > (1 —nL)N

we have (1 —nL)N < 1— TN Thig is because 1 — ZY¥ — (1 — 2)N
} and 1 — (7/8) %= forall N > 2. To

see why, note that (1 — m)” 1> Tforalln > 2, and this gives 1 — (7/8) 7T >

which then implies 1 — (7/8) = >
Yo < 0] = (1 - w)yo-
For the last statement of the lemma, note that by symmetry of the function Go, if we initialize

Algorithm 1 at 0, then for any starting iterate of an epoch we have P(yo ¢ > 0) > 1/2. This
combined with the fact that y; p > y; ¢ gives us that P(yo,r > 0) > 1/2.

Further, since nL < 1025N ’

is nonnegative on the interval {0 1—(7/8)~ =

1
- 102’N

1025(n 1)’

o35 for all n > 2. Therefore, for yo < 0, we have Elyy p |

H.4 PROOF OF LEMMA 19

Elzip; — o]

n M iB-1 iB+j—1
=k [ M Z Z vorty + (Llemco + plamso)2” + 1 Z voyy + (Ll o + plgrso)] ]
m=1 [=0 l=iB

iB+j-1
Z (L1 <o+ plaaso)zy

_V(\/g—l-\/j)—&-nﬂﬂ 3
(\/>+\f>+771313i1 [

ZB iB+j—1
(\/ +\/> (iB+jmLyo +nL > Ellai —yoll-

=0

1 (By Lemma 14)

Now define
k—1
h(k) :=nv < % +Vk— BUf/BJ> +knLyo + 1LY h(l)
=0

In terms of ¢ and j, note that k£ corresponds to k = iB + j. Then using induction, it can be seen that
E[|z} — yo|] < h(k). Further, since h(k) is an increasing function of k, we get

Bl|k/B| =
= —_— — B|k/B L L
h(k) nV< S+ VE=BlE/ J>+kn o +1 ;h(l)
B|k/B
<nu< %—1— k—BLk/BJ) + knLyo + knLh(k)
nw (\/W+«/k—BLk/BJ>+knLyO
= < .
hk) < 1—knL
Since k < N and n < 1025j:]\[,we get that
1025
Ellzig. : — yol] < —— (iB + j)nL
[|%ip+; = voll < 102477V< f) 1024 (iB + j)nLyo,

as desired.
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I PROOF OF LOWER BOUND FOR LOCAL RR: HETEROGENEOUS CASE
(PROPOSITION 5)

Recall that Proposition 5 gives the bound for local RR in the heterogeneous setting, where different
machines have different local objectives. In this section, we construct examples where there is no
intra-machine variation (i.e., fi* = fi* = --. = f3 for all m € [M]), but there is certain level of
heterogeneity among different machines.

Similar to the other two lower bounds, we consider four step-size ranges and do case analysis for
each of them. This time, we construct a single function F' for these step-size regimes such that
the convergence of local RR is “slow” for F'. The final lower bound is the minimum among the
lower bounds obtained for the four regimes. More concretely, we will construct a one-dimensional

function F'(z) satisfying L-smoothness (1), ;-PE condition (2), and Assumption 3 such that'®
* Local RR on F'(z) withn < ¢ K and initialization yg = ~ results in
72
E[F(yK,%n —a(%).

* Local RR on F'(z) with SINE N 7 <n<g B and initialization yo = O results in
’7'2B2
E[F(yK,%)] = (MNQKQ> .
* Local RR on F'(z) with SH% <n< ;% and initialization yo = 0 results in

* Local RR on F(x) withnp > % and initialization yo = 7 results in

In the subsequent subsections, we prove the lower bounds for F' for the four step-size intervals.

I.1 LOWER BOUND FOR AND

1
S/NK—U—leB 8/1 §n§7

We first consider the two intervals in the middle, because they are more interesting cases. The global
objective function F' and its local objective functions are as follows.

G M
Zf1($)+ Z fa(z) | , where
i=1 )

z:%—‘—l

fi(z) := —71x, and fo(x) := pa® + 7z

In this construction, M /2 machines will have the function f; as their NV local component functions
(and hence their local objective functions) and the other M /2 machines will have the function f5.

Then, B local RR updates in each machine corresponds to B updates using either f; or fo. If we
start from x5 = y;, the B local updates on machine m result in

. ™ +nTB if machine m has f1,
. —
(i+1)B (1 —2nu) B —nr ZJ 0 '(1—2nu)?  if machine m has fo.
Taking the average of the M machlnes, we get that

M M = »
yir =7 | 5 @it 0rB) + 5 | (=20 i = Y (1 2np)?
=0

16 Again, the functions constructed in this theorem are p-strongly convex, which is stronger than j-PL re-
quired in Definition 1. Also, our functions satisfy Assumption 2 with v = 0.
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B-1
1 nT ;
=5 L+ (=200 yi+ 5 | B~ > (1 - 2nu)’
j=0

Since there are total % such communication rounds over K epochs, at the end of the run we have

NK
B

1
Y,y = (2 (1+01- ZW)B)) Yo
- B-1 NKE_1 1 !
= B- 1—2nu)? —(1+(1-2
+3 ]Z::O( np) 2 <2 + (1 —2np) )>

NK
B

o <B 1-(- 2nu)B> — (3 1+ (1 —29w)")) (176)

2 2 1— 51+ (1 =2pu)B)
where we used initialization yy = 0. Having defined the function and calculated its last iterate (176),
let us now handle the two step-size regimes separately.

‘We first consider SINE N 7z <n< g5 -In this case, we exploit the fact that
1—2nuB +1) u232 (1—2np)" <1 —29uB + 4n*p* B?, (177)
when 0 < 7 < g 5. To see why, consider substituting z := 2nu. Then hy(2) :=1— Bz + B2%2% —

(1 — 2)® has h”( ) > 0onz € [0,1], R1(0) = 0, anc21 211(0) = 0, implying that h;(z) > 0 on
€ [0,1]. On the other hand, let ho(2) :== 1 — Bz + £ — (1 — 2)B. If B = 2, then hy = 0. If
B > 2, then it can be checked that hy(z) < 0 for small enough interval [0
Using (177) on (176),
) NEK
T IL—(1—2n)B\ 1= (3 (1+ 1 —2qu)?)) ?
Y, N = 9 B — 9 1
nu 1—5(1+(1—2W> )
NK
nt (B 1-(-2nuB+ n2u232)> - (3 (1 +1—2nuB + 4n?u?B?)) *
2 20 — 2 (1+1-2nuB + n?u?B?)
T nuB?\ 1 — (1 —nuB + 2n2u232)
2\ 2 nuB — n?p? B

35 )-

| \/

1
NK
B

NE
S n’uTB? 11— (1 —nuB+ inuB) ?
- 4 nuB

ntB 3nuB
> — -

where we used nuB < £. Now, substituting 7 >

5 N % to above, we obtain

ntB 3nuB
> 1= _ e
yK N 1 (1 <1 4 > >
S B 1 1 3B 5
~ 32uNK 32NK

(1—e3/32)rB
32uNK

2 2
Therefore, F(yKﬁ) =0 (JNizBKz)

Next, consider o5 <7 < i We take a close look at the term that appears in (176):
B-1
1—(1—2nu)?
B— Z (1—2nu)! =B — M
o 2np
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For this term, we would like to find a lower bound which holds for all € [—B l] To this end,
consider substituting z := 2nu. Then, the function

B-1
hs(z):=B - (1—z) (178)
is increasing on z € [5, 1], and we have
ha () = B —4B (1= (1= 5)7) < hs(2), forall = € [45,1].
Using B > 2, hg(%) can be lower-bounded as
hs (d5) = B—4B (1- (1-1)") =

Next, for = > 1, the derivative of ha(z) == B — Y27 1(1 — 2y = B — =020 js py(z) =
1—(1— Z)Bfl((B 1)z+1)

5

. Since B > 2 is assumed to be even, it is easy to check that h%(z) > 0 for
z>1, which means that hs keeps increasing on [1, 2]. Therefore, we conclude that

B < h3(f5) < hs(z), forall z € [{5,2],
and hence
— B
(1-2 j > —
Y- T
=0
forall g L <n< i Using y ., » from (176), we get
- B-1 -1 1 1
UKy = o B—» (1—-2nu) (2 (1+ (1 —2np) ))
7=0 =0
B-1
nT B T
> S a—2mp | >1T2
=72 j:o( ) 32~ 256y

NEK
Here, we used the fact that Zz:B ( (1+ (1 —2nu)" ))l > L(1+(1- 277#)3))0 = 1.
Hence, we obtain F'(yy N )= Q(T—L) finishing the proof.

1
[.2 LOWER BOUND FOR 77 < 5 NK AND 1) >

We now conclude with the “extreme” step-size regimes. We consider the same function F' as in the
previous subsection, but with a different initialization yg = ﬁ

For F', recall from (176) that

NK
B

1
Yr,y = (2 (1+01- 2nu)B)> Yo
o B-1 ‘ NE—1 1 1
+5 (B~ ;(1—277#)] ; <2 (1+(1—2W)B)> . (179)

This time, we want to lower-bound the second term on the RHS of (179) with zero and focus on the
first term. To this end, we revisit our discussion on hg (178). It is easy to check that A3 is in fact
increasing on the entire [0, oo) and h3(0) = 0. This shows B — ZJ o '(1 — 2np)? > 0 for any
n > 0. Next, since B is even, (1 + (1 —2nu)?) > 0 for any n > 0. This gives

NK
B

1 1 5
YK,y > (2 (1+( —2nu)B)) Yo = (2 1+ —2nu)B)) % (180)
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First, consider the interval 0 < n < W. Recall from (177) that for this 7,

(1=2pu)" > 1 =2quB +*p?B* > 1 — 2nuB,

SO

Yr,x > (; (1+(1- 2nu)3)> % > (1 —UMB)NTf(% > (1 — SNLK
since 2% > 1. Hence, Flygx) = Q(TM—Z)
Finally, if n > %, then we have (1 — 2nu)? > 1, so
N
eaz (v -m) ¥ a1
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