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Abstract—Next-generation multiprocessor systems point to the
integration of a large number of cores (e.g., processing and
memory) where electrical networks-on-chip (eNoCs) can improve
the communication performance. As the number of integrated
cores increases, metallic interconnect in eNoCs becomes a
bottleneck, leading to communication performance degradation
and increased power consumption. Optical interconnection net-
works (OINs) have emerged to outperform the communication
infrastructure in multiprocessor systems. Nevertheless, OINs’
full capability is curbed by high latency electrical controllers
required to orchestrate and (re)configure the underlying photonic
components, realizing a path between sending and receiving
cores. Control techniques impose a high latency to perform the
network routing, limiting the full utilization of OINs. In this
paper, we design a novel low-latency Hybrid Controller (HyCo)
that employs acceleration techniques to reduce its execution
time. HyCo is developed based on integrating centralized and
distributed control techniques as well as by using pre-calculated
network routes and a Bloom filter, all of which result in a consid-
erable reduction in HyCo’s latency. Simulation and prototyping
results for networks up to 64x64 indicate a latency smaller than
50 ns, in the worst-case scenario.

Index Terms—Optical interconnect, optical network control,
scheduler, Bloom filter.

I. INTRODUCTION

Since the introduction of chip multiprocessors (CMPs), one
of the design main concerns lies in how the communication
among different cores is performed. Electrical networks-on-
chip (eNoCs) overcome the limitations faced by traditional
bus-based interconnect. As a result, systems based on eNoCs
tend to provide better communication performance [1]. How-
ever, as the number of integrated cores on a single chip contin-
ues to increase to even a larger number, metallic interconnect
in eNoCs becomes a bottleneck because of the high power con-
sumption, limited bandwidth, high latency, and poor scalability
[2]. Moreover, eNoCs rely on point-to-point communication
which leads to higher contention for communication among
distant cores, and consequently, performance degradation by
imposing higher power consumption.

To further improve the communication infrastructure in
CMPs, optical interconnection networks (OINs) and 3D die
stacking are considered to be the two most promising al-
ternative paradigms [3], [4]. OINs present high bandwidth
and throughput efficiency, with a better J/bit performance
[5], [6]. Another advantage of employing OINs lies in their
physical implementation. While communication in eNoCs is

usually local (i.e., point-to-point—P2P), hence reducing their
design complexity but imposing a poor scalability for shared
resources, OINs offer message broadcasting, making them
suitable for the new multiprocessor paradigm [7].

Despite all the potential benefits of OINs when deployed in
CMPs, the performance of an OIN is constrained by its control
plane [8]. When routing a message from one node to another
in a CMP employing an OIN, which is a circuit-switched
network, several underlying photonic components (e.g., optical
switching elements) should be configured to realize an optical
path between sending and receiving nodes. Such configura-
tions are performed in an electronic controller, which, if not
fast, imposes high latency in OINs, limiting the application
of OINs in CMPs. Previous work demonstrated architectures
with either long setup times or high design complexities, thus
challenging their practical deployment [9], [10]. While some
low-latency controllers have been proposed [11], [12], these
solutions are still not scalable (< 64 nodes) or their latency
(> 100 ns) has to be further improved in order to realize
low-latency OINs. Moreover, most proposed controllers are
designed and customized for specific networks and topologies,
limiting their application to the networks for which they are
designed. Although tailored solutions may result in a better
controller performance, the trend for the next generation of
communication systems requires independent network layers
(i.e., application, control, and physical) [13], [14]. Recent work
pointed to the fact that path-division (PDM) and time-division
multiplexing (TDM) techniques should be employed together
to fully exploit OINs [15].

The novel contribution of this paper is on developing a
control solution that exploits the scalability of PDM tech-
niques along with the global view of TDM-based centralized
controllers. As a result, our proposed controller, the Hybrid
Controller (HyCo), takes advantage of a fast, centralized deci-
sion algorithm combined with distributed cores for network
configuration. HyCo employs a Bloom filter [26] for self-
optimization, storing different configurations from which the
controller learns the unavailable routes for posterior accel-
eration of requests. The main gain in using the distributed
approach along with a centralized processing unit lies in
the fact that most of the network control is performed in
the central core. Therefore, the distributed units are simpler,
expediting the controller execution and reducing the entire
network reconfiguration time. We evaluate the chip area and



Table 1
A COMPARISON AMONG DIFFERENT CONTROL SOLUTIONS PROPOSED FOR OINS.

Reference  Topology-Constrained Algorithm Strategy Latency  Scalable
[16] HC PDM Distributed High Yes
[17] [ PDM Distributed High Yes
[18] HC WDM Distributed Low Yes
[12] HC WDM Centralized Low No
[19] NC PDM & WDM Distributed High Yes
[20] NC PDM Distributed High Yes
[21] NC PDM & WDM Centralized Low Yes
[22] C WDM Distributed Low Yes
[23] HC TDM Centralized Low No
[24] HC WDM Distributed Low Yes
[25] NC TDM Centralized Low No

HyCo NC PDM & TDM' Hybrid® Low Yes

HC: Hard-constrained; C: Constrained; NC: Not constrained. 1 The implemented control is TDM-based, not using strict time slots. 2The conflict and
granting cores are centralized units and the configuration units are distributed.

power consumption of HyCo for ASIC 65 nm technology,
showing its low overhead to be integrated in future designs.
Furthermore, considering different traffic patterns and network
topologies, we show that HyCo can achieve the best-case and
worst-case latency of /~1 ns and less than ~50 ns, respectively.
The rest of the paper is organized as follows. We review
some of the related work on OIN controllers in Section II.
Section III presents an overview of optical switching elements
and control techniques in OINs, followed by Section IV, where
we introduce HyCo. Next, Section V presents simulation and
synthesis results for HyCo, comparing it to the state-of-the-art
controllers. Last, Section VI concludes this paper.

II. RELATED WORK

The controller of an OIN should ideally work as a stan-
dalone unit, thus not being dependent on the architecture
(topology) of the network nor using the characteristics of the
devices in the network (e.g., switches). Nevertheless, most
of the state-of-the-art controllers are topology-dependent (i.e.,
architecture specific), which are limited to a single network
and optimizing at most the performance of the specific network
for which they are designed. In [16], a control unit based on
the path-division algorithm was presented. A dimension-order
routing algorithm is applied to the electrical layer to configure
the optical path in the optical network. A similar technique
was used in [17] in which the control scheme is also based on
PDM. The latency was calculated to be around 3.5 ns in an
8x 8 mesh network when peripherals run at 5 GHz. An electro-
optic hybrid approach was presented by [20] where optical
switching elements are in charge of transmitting data using
PDM, while electrical switching elements are in charge of
closing the path using packet-switching techniques. Moreover,
when the optical-path shows high contention, the electrical
path is used to transmit a message.

The control unit in [18] was based on wavelength-division
multiplexing (WDM). Each input/output (I/O) is assigned to
a specific wavelength to communicate without arbitration.
In [19], a routing technique was introduced which is based
on wavelength selection integrated with spatial routing (i.e.,

PDM is used with WDM). An asynchronous and variable-
length packet switching technique was presented in [22]. Every
intellectual property (IP) is attributed with one exclusive label
which corresponds to each output fiber. When a message
comes across a new network node, the message gets delayed
while its label is computed by the electrical node. Furthermore,
a multi-cast scheduling control solution was proposed in [23]
focusing on input-queued switching elements based on the
weight-based arbiter (WBA) and TDM.

In [25], a technique based on pre-calculated routes stored
in fast-access memories (i.e., look-up table (LUT)) was intro-
duced. All communication combinations are evaluated during
the design time and the routes are calculated using the shortest-
path-first (SPF) algorithm [27]. The main advantage of this
technique is the latency reduction due to the use of fast-
access memories, and hence no computation is required when
establishing an optical path. Nevertheless, this approach lacks
scalability and its application is limited to low-radix networks.

The design of a parallel scheduler for Clos-network switch-
ing elements was presented in [12]. The work breaks the Clos
scheduler circuit into three pipeline stages for accelerating re-
quest computation. The three stages are output-port allocation,
routing, and configuration update. Although presenting low
latency to compute requests, the solution is limited to the Clos
network. Also, the scalability of the design is compromised
because of the introduced pipeline stages. Finally, the work
in [24] presented a control solution for contention handling
based on optical-buffering through introducing a three-stage
buffering method. This method uses electronically controlled
wavelength-routing switching elements in combination with
optical-delay lines to temporarily store data [28]-[30]. How-
ever, optical buffering is still immature, and consequently this
solution is cost inefficient and impractical.

Table I compares different control schemes discussed above
with HyCo, highlighting five points: Topology-Constrained,
Algorithm, Strategy, Latency, and Scalability. According to the
table, most of prior efforts present a network controller that
is customized for a specific topology or type of architecture,
aiming to optimize at most the performance of one specific ar-
chitecture. Consequently, the topology-constrained controllers
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Figure 1. A 2x2 MZI-based switching element in Cross and Bar states.

have a limited contribution as their employment is hard-limited
by the very one topology for which they are built. Also, several
proposed controllers consider complex PDM techniques, thus
adding extra control latency that can completely shatter the
benefits of using OINs in CMPs. Compared to the aforemen-
tioned work, HyCo stands out by using a hybrid approach,
indicating the lowest latency while maintaining scalability.
HyCo is also applicable to a large variety of network topolo-
gies, including those based on tunable switching elements
and the ones that only need arbitration (i.e., using passive
components). Moreover, as HyCo is not topology-dependent,
designers can easily modify it (i.e., replicating blocks for each
frequency used), so that it can comport WDM routing, further
expanding HyCo’s capabilities.

III. BASIC CONCEPTS AND BACKGROUND

OINs are well known for their capacity to transfer data
at high transmission rates. Different from their electrical
counterparts, OINs use optical carriers over optical vias (e.g.,
optical waveguides) to transmit data. In general, an optical
interconnect consists of different basic components, including
waveguides, modulators, laser sources (off-chip or on-chip),
switching elements, optical filters, and photodetectors [31].
The waveguides are the equivalent of wires in electrical
interconnect, and are used for routing and propagating optical
signals throughout the network. Modulators are considered
to modulate the electronic (digital) data onto optical signals.
The optical switching elements are employed to route the
transmitted signals over the optical network, while optical
filters can select a specific wavelength (depending on their
design parameters) among other wavelengths used in the
network. Finally, photodetectors convert optical signals from
the network to electronic data. In the context of this work,
the concepts of lasers, modulators, and photodetectors are
not relevant as the focus is on the network routing and the
network-access control. Readers can refer to [31] to learn more
about optical interconnect in CMPs.

A. Optical Switching

In OINs, two devices are often used to build switching
elements, microresonators (MRs) and Mach—Zehnder Inter-
ferometers (MZIs) [32]. For example, a passive MR is a
wavelength-selective optical filter applied to select a desired
wavelength from a WDM input [33]. Nevertheless, while MRs
are compact with low power consumption, MZIs are more
robust and less prone to process variations [34], thus are used
as a validation technology in this work.

Fig. 1 illustrates a conventional 2x2 MZI-based integrated
switching element and its operating states: Cross and Bar.

Waveguide

4
1/o

2x2 MZI
Switch

Figure 2. An example of an 8 x8 Bene§ switch network.

It is composed of two input and two output ports and two
interferometric arms of equal length—with an integrated phase
shifter on on arm—connected between two 3-dB couplers. The
light is split into the two arms (50:50) at the input of the MZI
and using a 3-dB coupler. The switching between the ports
can be achieved by introducing a phase shift on one arm,
and hence constructive or destructive interference at the output
coupler. This can be done using electro-optic (e.g., by applying
a reverse bias voltage to a P-N junction integrated on MZI
arms), or using thermo-optic tuning (e.g., microheaters) within
the MZI structure. As a result, the effective refractive index
of one of the arms will change, hence the phase difference
between the optical signals in two arms of the MZI. Fig. 2
shows an example of a switch network built based on MZIs.
In the figure, each square represents a 2x2 MZI, and 20 MZIs
are cascaded to form a topology known as an 8x8 Bene$
architecture [35]. Note that this is shown as an example only,
and HyCO can be applied to any OIN, as we will discuss later.

B. Control Techniques in OINs

The controller in an OIN arbitrates the network access as
well as defines routes. Therefore, the controller has to consider
busy or broken communication lines as well as contention. The
controller should configure each network switching element
(based on MZIs in this work) to enable the optical signals
to travel in a desired direction. Different techniques can be
employed for the network access and routing, including time-
division, path-division, and wavelength-division multiplexing.

In the time-division multiplexing (TDM) technique, the
time is arranged in several recurrent windows (slots) and then
a time window is attributed for each input IP [36]. The time
slots might have the same duration depending on the priority
attributed to the IPs. Moreover, the amount of data transmitted
over the media through each slot may either be the same for
all the IPs or vary according to their priorities.

Another possibility when controlling OINs concerns a path
availability approach, implemented as a circuit-switched (CS)
technique. This is possible using a path-division multiplexing
(PDM) technique where each transmission uses a unique
(in time and/or space) path in the optical network. Each
network node is configured accordingly to perform the optical
transmission. It is a suitable technique used for dynamic
network configurations, where an electrical layer has access
to all the network nodes and configures those needed for each
communication. The main appeal of circuit switching is its
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Figure 3. An abstract overview of our proposed controller, HyCo. CRU is
conflict-resolution unit, ACU is access-control unit, and DCU is distributed-
configuration unit.

application in 3D stacked on-chip systems in which each layer
of the chip holds one parcel of the entire architecture [37].

Another technique applied to control units for OINs is
wavelength-division multiplexing (WDM) [38]. This tech-
nique is similar to TDM. However, instead of using differ-
ent time slots, WDM employs different optical wavelengths
without any interference. When using WDM, the available
bandwidth of the channel is divided into sub-channels for each
of which a given wavelength is attributed [19]. This technique
allows wavelengths overlapping to be used for two different
scenarios: (i) different IPs requesting access simultaneously,
and (ii) for the cases when only one IP is requesting access
and all wavelengths are free. In both cases, the controller
might attribute more than one wavelength to the same IP, so
its transmission might occur in a parallel stream.

In this work, we use both TDM and PDM techniques in
HyCo. While the network arbitration is performed using a
TDM-based approach, the network routing uses a PDM-based
approach. As a result, HyCo is able to further explore the
OIN’s communication capabilities, as discussed next.

IV. HYCo: A LOow-LATENCY CONTROLLER FOR OINS

Leveraging the scalability of PDM and the full control of
centralized cores, HyCo employs both approaches to fully
exploit OIN capabilities. Moreover, HyCo takes advantage
of pre-calculated routes to expedite the routing decision, and
hence further reducing the latency. In particular, HyCo uses a
Bloom filter [26] which is a data structure used to accelerate
the processing time when checking data sets. It enables self-
optimization in HyCo through learning and storing network
critical information (e.g., impossible network routes) during
runtime. An overview of the different building blocks and
organization of HyCo is shown in Fig. 3, and its execution
flow is presented in Algorithm 1. We discuss the main building
blocks of HyCo and their functions in the rest of this section.

A. Conflict-Resolution Unit

The conflict-resolution unit (CRU) is responsible for de-
tecting conflicts in targeted IPs. A conflict is defined as any
situation in which two or more source IPs are targeting the
same destination IP at the same time. First, the CRU analyzes

Algorithm 1: HyCo execution algorithm.

foreach input i do
switch State do
case Idle do
if requestReceived(i) then
State <— Request Received;
case Request Received do
if targetlsAvailable(getTarget(i)) then
State <— Test Target;
case Test Target do
if targetConflict(getTarget(i) then
if nextOnRoundRobin(i) then
State <— Verify Route;
else
State <— Verify Route;
end
case Verify Route do
if checkBloomFilterForRoute(getTarget(i)) then
State <— Configure Network;
case Configure Network do
triggerNetworkConfiguration(getTarget(i));
State < Communication;
case Communication do
while communicating(i) do
State <— Communication;
end
State < Idle;
end
end

all the requests, looking for a conflict. If a conflict is found,
a Round-Robin (RR) algorithm is applied to determine which
IP should have its access granted. For detecting a conflict, a
matrix method is used, where for every new request round,
all the source-destination pairs are mapped to a matrix R of
requests, and then each column j in R is checked for any
possible conflicts. The matrices are created based on the I/O’s
port IDs. For example, for a 3x3 optical network, R(7,j) = 1
denotes the input port I; requests to access the output port O
in the network, such that:

Vij, I request O; <> R(%,5) = 1. (1)

As the matrix can be accessed directly (i.e., the hardware
implementation is a register), no extra processing is needed,
thus accelerating the conflict detection. Once the request
matrix is generated, all the columns of the matrix (each column
is associated with an output port) are assessed to find any
possible conflicts. Conflict detection can be defined as:

vii'j,i #i',~XOR[R(i, j)] NORIR(i', j)] = (2)
conflict(0;) = 1.

If a conflict is detected, a TDM-based first-in-first-out (FIFO)
queue is implemented based on the RR algorithm to decide
which port should be granted access. This is to guarantee a
minimum access time for each input port, following a TDM
approach. Since the RR algorithm uses a FIFO for each input,
each request is treated individually.

B. Bloom Filter

A Bloom filter [26] is employed in HyCo to avoid unnec-
essary path searching, expediting the network routing. When



routing all requesting inputs, the Bloom filter stores the infor-
mation of paths that have been tried and were unsuccessful,
avoiding re-assessing the availability of such unsuccessful
paths in the future requests. A Bloom filter essentially consists
of a bit vector of length m, which is chosen based on the
number of processed entries. To insert a new entry in the
Bloom filter, different hash functions are used. A hash function
h(x) is a mathematical expression that maps its input x on a
given output, based on an implemented equation. In the context
of HyCo, the Bloom filter works by receiving a destination
array, applying hash functions, and then testing the filter on
the resulting positions. If all tested positions are set to 1, it
means that the desired routes have been already tried and were
unavailable because of either a conflict or contention. In this
case, the RR algorithm is applied and the selected requesting
port is stalled. Then, the new destination set is tested again.
If any of the tested positions is set to O, the controller tries
to find routes for all the requesting inputs. If any input is not
satisfied within a specific time, which can be configured by
the user, the input set is fed to the Bloom Filter.

The main gain when using a Bloom filter is the fact that as
the system runs, previously received requests can be treated
faster as the information regarding whether a route is possible
or not is already stored in the filter. This enables HyCo to
self-optimize, as its knowledge of the controlled network will
improve over time, thus lowering its control latency. Analyzing
possible network congestion points during design time would
fail to achieve the same results. As the network size grows,
the number of network routes increases as well, leading to
a larger amount of data to be processed. Consequently, two
main problems may rise: unbearable processing time to find
all congested routes [39], and the storage needed to save the
pre-analyzed routes would be prohibitive as well. This way, the
Bloom filter solution employed in HyCo avoids both problems.

C. Access-Control Unit

The access-control unit (ACU) is responsible for controlling
the access to the network. It holds the states of the connected
IPs (i.e., available or busy). When a request arrives, the ACU
evaluates any possible conflicts through checking the status of
both the destination IP and the Bloom filter. If no impediment
is found, the ACU triggers the network switching-element
configuration. By the time it receives the confirmation pointing
that the network is configured, an acknowledge signal is sent
to the requesting IP. Furthermore, request computation runs
in parallel, and each possible request port is considered as
one running process. As a result, it is possible for HyCo
to receive requests, solve conflicts, and grant access to the
network within very few clock cycles.

D. Distributed-Configuration Unit

The optical path setup in an OIN is critical as different
aspects are involved in this configuration, such as network
contention and proper mapping. Different approaches are used
to address this issue, such as PDM techniques [17]. The
distributed-configuration unit (DCU) implements a technique

similar to PDM. To improve the controller response time,
it uses pre-calculated routes stored in fast-access memories,
such as lookup tables (LUTs) [25]. Although using LUTSs
can reduce the network configuration latency, it demands a
high memory footprint to store all the routes. This is because
each pair of input-output paths leads to a different network
configuration. As a result, the LUT memory consumption
grows as the number of network ports increases.

Because a practical implementation relying solely on LUTSs
is hardly achievable for large-scale networks, each DCU block
holds a reduced version of a LUT, called LITE-LUT. It only
stores a small portion of the entire network information, such
as the most requested paths or the paths for a portion of
the network. The DCUs, storing the LITE-LUTs, are then
distributed. For example, assume a hypothetical network where
a read-only memory is connected with four nodes. In this case,
the paths these nodes take to read from the memory can be
stored in a LITE-LUT, as they would happen more frequently.
Any other communication combinations, such as to different
IPs connected to the same network, would have to be routed
during the system execution. When a route is not stored in the
LITE-LUT, regular XY algorithm is employed in the DCU.

V. SIMULATION AND PROTOTYPING RESULTS

Different network topologies, including butterfly, fat-tree,
ring, star, and mesh, are used to assess HyCo’s efficiency.
Also, several traffic patterns, such as complement and all-
to-all, are considered to assess HyCo’s performance under
various request conditions. The complement traffic pattern is
used to verify the largest paths in the network. Largest paths
refer to the paths in which the transmitted message passes
through the largest number of network hops. All-to-all traffic
pattern comprises all possible communication combinations in
the network, as the IPs present in the system request access
to all the nodes, one by one. For such validations, the traffic
load is not taken into account as aspects involved in conflict
resolution and network configuration are not directly affected
by the traffic load. The focus is on determining the response
time of HyCo for different request configurations and patterns.

A. HyCo Execution Results

HyCo is powered by a Bloom filter which is used to
dynamically reduce the controller latency as it executes. The
real impact of the filter on HyCo’s latency when used in
different networks and using different traffic patterns is shown
in Fig. 4. In the figure, N xM representation is used, with N
and M referring to, respectively, the number of I/O nodes.
As it can be seen, as HyCO executes (see the x-axis), its
latency reduces for different network typologies and scales
thanks to the Bloom filter. After HyCo runs for a given
time, which changes depending on the topology, the filter
reaches its threshold value and the latency becomes steady.
On average, the Bloom filter helps reduce the latency by more
than 30% in most cases. For the topologies that are strictly
non-blocking (e.g., PILOSS and 32x32 strictly non-blocking
(SNB) topologies), the Bloom filter has no impact. This is
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Figure 4. HyCO’s latency for different network topologies and scales.

due the fact that there are no impossible routes, therefore the
Bloom filter is never employed in the control process. Note
that Fig. 4 presents HyCo’s latency as a factor of execution
time. The latency illustrates the number of clock cycles needed
by HyCo to compute each request. The x-axis is presented as
a normalized execution time.

B. HyCo Synthesis Results

HyCo is synthesized for the same topologies compared in
Fig. 4. The selected networks with various radix, switching
element counts, and topological properties are considered to
verify the latency of HyCo under different scenarios. Note that
HyCo is not limited to the network topologies considered as
an example in this section. The only requirement for using
HyCO in other topologies is the generation of the LITE-LUT.
Both ASIC and FPGA technologies are targeted.

Table II presents the results obtained after the synthesis
for the Virtex V 330T FPGA from Xilinx and those for the
Stratix IV FPGA from Altera. We give the number of used
programmable FPGA blocks (PFB) for each block in HyCo,
the minimum block propagation delay (i.e., clock period), and
the number of DCUs. For the 64 x 64 Butterfly network, which
includes almost 400 network nodes, HyCo is able to operate
with a period of 8.57 ns on the Virtex V FPGA. As presented
in Section V-A, it takes five clock cycles in the worst-case
execution scenario. In the best-case scenario, HyCo is able to
process requests in only two clock cycles. The average latency
of HyCo is 3.5 cycles. More specifically, in the worst-case
scenario, HyCo can receive, process, configure the network,
and grant requests in less than 50 ns.

Finally, synthesis targeting ASIC technology is performed
using the proposed flow for the 65 nm STMicro technology.
Table III lists the obtained results in four columns. Area
indicates the occupied chip area for the synthesized block
in millimeter square (mm?). Also, Delay is the block signal
propagation delay, which shows the minimum clock period
for the block. Power consumption is depicted in the Power
column. Moreover, #DCUs shows the number of distributed-
configuration units for each topology. Obtained results indicate
that, in the worst-case scenario and for the largest network (i.e.,
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Figure 5. Latency comparison between HyCo and state-of-the-art controllers.

Table 1T
SYNTHESIS RESULTS FOR XILINX AND ALTERA FPGAS
Xilinx Altera Xilinx Altera

Network Topology #PFBs Block Delay (ns)  #DCUs

4x4 Spanke-Benes 1443 2325 3.57 3.91 5

4x4 Benes 1615 2573 3.39 3.7 6

6x6 Fat-Tree 3037 3945 3.38 4.01 54

8x8 Ring 2370 2931 4.15 4.76 8

8x8 Benes 2556 3556 4.12 4.75 20

8x8 PILOSS 36225 3981 4.29 5.01 64

16x16 Benes 5792 6587 6.25 6.75 48

32x32 Star 18199 19273 7.57 7.97 120

32x32 SNB 32948 41958 7.54 8.63 1024

64x64 Butterfly 67918 85837 8.57 9.77 384

Table IIT
SYNTHESIS RESULTS FOR THE 65 NM STMICRO LIBRARY

Topology Area (mmz) Delay (ns) Power (W) #DCUs
4x4 Spanke-Benes 6.7E-3 1.05 2.7E-3 5
4x4 Benes 7.5E-3 1.04 2.8E-3 6
6x6 Fat-Tree 0.05 1.7 0.015 54
8x8 Ring 22.7E-3 1.5 7.92E-3 8
8x8 Benes 27.4E-3 1.1 9.09E-3 20
8x8 PILOSS 0.04 1.2 0.01 64
16x16 Benes 0.08 1.5 0.02 48
32x32 Star 0.35 2 0.05 120
64x64 Butterfly 1.15 3.3 0.23 388

64 x 64 Butterfly), the maximum delay is 3.3 ns, and the chip
area, including the wiring, does not exceed 1.15 mm?Z.

Based on the results for synthesis processes and the latency
results presented in Section V-A, it is possible to verify the
impact of HyCo in the system execution. Taking as an example
the result for the 4 x4 Spanke-Benes, one can estimate HyCo’s
latency: it takes two clock cycles for HyCo to perform the
access control and network configuration. As the presented
synthesis values for the ASIC technology states a delay of
~1.05 ns, it can be concluded that HyCo has the latency of
~2.10 ns to operate with the 4x4 Spanke-Bene§ switching
network. For the 64 x64 topology, HyCo takes 3.5 clock cycles
to perform the access control and network configuration. The
FPGA synthesis results point to a delay of ~9.77 ns (see Table
II), which leads to a HyCo latency of ~35 ns for the 64x64
Butterfly network.

C. Comparison with Other Controllers

For a fair comparison of HyCo with state-of-the-art con-
trollers, the well-known 8x8 Bene$§ [35] network is used.
Fig. 5 indicates that HyCo has the lowest latency under
different message sizes. Considering a pre-defined optical
switching element latency, the latency for each optical bit
to pass through the network is rounded to be 200 ps [40].
The comparison is performed by analyzing the total time it



takes for a message to be arbitrated and traverses the network:
TotalTime = CL + Ny x TD. Here, CL is the control
latency, N, is the number of transmitted bits, and 7D is the
transmission delay. Three different message sizes (128 B, 256
B, and 512 B) are considered. Considering Fig. 5, the solution
in [41] utilizes uniquely a centralized control core, which
compromises its scalability. Moreover, the approach proposed
in [19] relies on PDM techniques, which can lead to high
latency as the network scales. Finally, the solution presented
in [17] is based on an operation frequency of 5 GHz, and
hence the validations are under simulations only.

VI. CONCLUSION

We present a novel hybrid control solution for optical inter-
connects. HyCo incorporates the benefits of both centralized
and distributed cores to control the network. The main gain
in using the distribution approach allied to a centralized core
is that most of the processing is performed on the central
core, and thus simplifying the distributed units. This helps
expedite the controller execution time, hence reducing the
time required to (re)configure the network. Indeed, HyCo’s
distributed-configuration unit (DCU) latency is significantly
small (<50 ns). Scalability issues of previous low-latency
controllers are addressed using the introduced DCUs. The
matrix method accelerates the conflict detection and the Bloom
filter enables self-optimizing in HyCo. To the best of our
knowledge, HyCo presents the best solution to cope with
future optical interconnect needs, presenting low latency while
maintaining the flexibility for employment in different network
topologies.
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