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produced. Wave-field synthesis (WFS) is a notable

exception to the sweet-spot restricting spatial-audio

methods. Here, Huygen’s (1690) concept of elemen-

tary waves [2] and Fresnel’s principle of interference

(1819) [3] are used to simulate the rectilinear propaga-

tion of sound waves using a large array of loudspeakers

to simulate secondary sources of a virtual sound source

behind the array. The method allows to accurately re-

produce sound across larger listening areas below a

spatial aliasing frequency. A research team at Delft

University was the first to design and implement a

WFS system in practice [4, 5]. Already in the 1930s,

Steinberg and Snow followed a similar idea, using a

linear “curtain” of equidistant microphones to capture

a wavefront and reproducing the latter at a remote site

with loudspeakers spaced at the same distances [6].

While much research has been devoted to reproduce

sound waves emitted from direct sound sources accu-

rately [7, 8], comparatively little focus has been set on

the faithful reproduction of sound reflected from bound-

aries [9]. Instead, wall reflections are often simulated

using traditional stereophonic methods or spherical har-

monics, but methods that built on a single point-like

receiver position. While in practice, the sweet spot

area can be quite large using these methods, they still

attempt to simulate a room from a single perspective.

The goal of the paper presented here was to create

walkable room simulations over an extended listening

area. The concept uses a 2D method to render the

direct sound signals and early reflections, a feasible

approach considering that wave field synthesis (WFS)

systems are usually 2D setups, where loudspeakers

are placed along the perimeter of an extended listener

area. The proposed method is compatible with the

2.5D operator for WFS. The system is primarily used

to recreate historic architectural venues from antiquity

to today so that listeners can experience these venues’

acoustical footprint over the extended floor area (10 ×

12 sqm) of Rensselaer’s Collaborative Research Aug-

mented Immersive Virtual Environment (CRAIVE-Lab).

The CRAIVE-Lab uses 134 full-range loudspeakers

(JBL 308, 128 speakers along the lab’s perimeter at ear

height, plus six ceiling speakers). Eight short-throw

front projectors reproduce congruent immersive 360-

deg images, e.g., HDR panoramic photos, on a screen

that encloses the listening area up to a height of 4.3 m.

The screen is microperforated for improved acoustic

performance. This makes the CRAIVE-Lab a unique

venue for auralizations, given that typical CAVE sys-

tems have hard projection surfaces. The latter create

audible room reflections that superimpose with the sim-

ulated room reflections of the WFS signals. The floor

area of the CRAIVE-Lab is also more extensive than

that of a typical CAVE. The lab can host up to 49 par-

ticipants at a time (restricted by fire code), providing

the opportunity to experience an extended section of

the simulated acoustical enclosure acoustically. The

proposed method allows users to auralize historic build-

ings from scaled floor plans, which are – in contrast to

full three-dimensional CAD models – often publicly

available. The research started from an educational

angle, and much of the description in this paper still

reflects this original goal.

In the next section, the basic concept of our proposed

auralization technique is discussed, followed by aural-

ization examples that are described in Section 2. The

paper concludes with a brief conclusion and outlook

section.

2 Methods & Implementation

Figure 1 shows the system architecture of the ray-

tracing program. All input variables and data are shown

at the bottom. The basis for auralizing a building or

outdoor venue is a floor plan with a scale or known

dimensions. Further, a database with wall and floor ma-

terials is utilized to determine absorption coefficients.

The user determines the locations of sound sources

and receivers and provides sufficiently anechoic sound

files for auralization. The receiver positions determine

the locations of virtual microphones for the WFS loud-

speaker locations, the location of a virtual dummy head

(rendered through head-related transfer functions), or

the position of a virtual spherical microphone array.

2.1 Floor-plan annotation

The first step in the auralization process is the annota-

tion of floor plans. Standard floor plans such as those

found on the world wide web can be processed as long

as the user has information about its dimensions in

the form of a scale or known overall dimension of the

building (e.g., length and width). If needed, dimensions

can also be estimated from satellite data or street maps.

For the auralization preparation, the user marks up a

floor plan using a bitmap editor (e.g., GIMP or Photo-

shop), annotating corners with red dots and columns
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until the maximum order (e.g., the number of reflec-

tions) specified by the user is reached or the ray exits

the floor plan – see Fig. 2. The outgoing rays are

stored as a sequence of ray elements containing the

intersection points and the boundary material identi-

fiers. Since the initial angles are stored with the rays,

a source-specific directivity pattern can be simulated

after all rays have been traced.

2.2.1 Creating a room impulse response

Next, the rays are collected by receivers in the mod-

ule IR estimation – see Fig. 1, rightmost bottom box.

Receivers can be located anywhere in the rendered

room. For WFS, a virtual array is placed into the floor

plan section that should be auralized. The receivers

(virtual microphones) are positioned at the WFS loud-

speaker positions. So for a 128-channel loudspeaker

system, 128 receivers are placed at the loudspeaker po-

sitions. For each receiver, a separate impulse response

is created. To catch the rays, a virtual circle with an

adjustable diameter is positioned at each receiver loca-

tion. Then, the algorithm calculates which ray elements

intersect the circle, and for all positive cases, the total

ray distance between sound source and receiver is cal-

culated. All listed values are stored together with the

final angle of incidence, the angle the ray was initially

sent out, the reflection order, and the sequence of wall

identifiers. Based on these data, the impulse response

is computed. The direct sound and reflections are com-

puted as delta peaks at the delays that correspond to

the rays’ path length from the source to the receiver.

In addition, each impulse is transformed the following

way – see also Fig. 3:

1. The intensity of the ray is reduced based on the

inverse-square law. Consequently, the sound pres-

sure magnitude decreases with 1/r.

2. The high frequencies are filtered out based on

dissipation effects in air.

3. The absorption effects of the walls and other

boundaries are simulated using a cascaded Fi-

nite Impulse Response (FIR) filter. The material-

specific filters are chosen from a DIN database

[12]. The number of cascaded filters matches the

order of the reflection.

4. In the final step, incoming direct sound and reflec-

tions are selected by their close proximity passing

a receiver position within the virtual circle that

was placed around it. The virtual receivers are

directionally sensitive using the positive lobe of

a figure-of-eight pattern. The latter points out-

ward the array to avoid echo artifacts resulting

from rays passing through the array at the opposite

end of the array. An overlap-add method ensures

that the delayed reflections can partially overlap,

which can happen because of the cascading FIR

filters’ prolonged effect that simulates the wall

reflections.

2.2.2 Simulation of late reverberation

Late diffuse reverberation is computed in addition to

the early reflections generated by the ray-tracing model.

This process is described in Fig. 1 (second and third

rows from bottom). In order to calculate the frequency-

specific reverberation times via the Sabine equation,

we first need to calculate the volume as well as the

individual areas of walls, floor, and ceiling. For this

purpose, the average height of the enclosure has to be

calculated or estimated – see Fig. 1, bottom/left. The

floor area AF (center-left box in Fig. 1) is calculated

from the annotated floor plan and multiplied with the

average height h to estimate the volume: V = AF · h.

(top-left box in Fig. 1). The wall areas are estimated

as the product of the average height and wall-element

length – see Fig. 1, top, 2nd-left box.

Using these dimensions, as well as the absorption coef-

ficients the frequency-specific reverberation times are

computed via the Sabine equation:

T60 = 0.161 ·V/(A+4m ·V )s. (1)

The total absorption, A, is defined as the sum of all

surface elements Sn multiplied with their specific ab-

sorption coefficient αn:

A =

(

K

∑
k=1

αk ·Sk

)

. (2)

Since the late reverberation tail is formed by a stochas-

tic process with an underlying Gaussian distribution,

the fine structure of the simulated reverb tail is con-

structed from a Gaussian noise sample. The duration
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fires that result from enemy attacks. Its substantial vol-

ume of 2-million-US gallons (7,600 m3) provides an

anecdotally reported reverberation time of 45 seconds.

The construction of Fort Worden occurred between

1898 and 1917. Together with Fort Flagler and Fort

Casey, it served as a system of three forts called the

“The Triangle of Fire” to defend the Pacific coast. It has

been named after Admiral John L. Worden and was

an active military installation until 1953. It is now a

recreational park for the State of Washington.

Interestingly, the underwater tank received its acousti-

cal significance after its official purpose after the emp-

tied tank had been discovered by visiting artists. In June

2007, the tank was named Dan Harpole Cistern to honor

the name-giver for his efforts to obtain a designation

as “Washington’s Official Instrument” for the cistern

[16]. The Dan Harpole Cistern has been a recording

venue for several landmark recordings, starting with an

album from 1989 by Pauline Oliveros, Stuart Dempster,

and Panaotis called Deep Listening. The Dan Harpole

Cistern has a diameter of 186 feet and a floor-to-ceiling

height of 14 feet. It is made of concrete and contains

89 square columns (about 15 inches wide).

An impulse response of the cistern was recorded for

the 1991 Deep Listening album: The Ready Made

Boomerang. The following reverberation times were

computed from analyzing this impulse response (fre-

quency in kHz, reverberation times in seconds):

f 0.125 0.25 0.5 1 2 4 8

RT 63.2 41.7 28.8 18.5 12.5 5.7 2.4

The reverberation time is longer than 45 seconds at

very low frequencies and much shorter at high frequen-

cies. Usually, circular buildings are often troublesome

because they have focused echoes, especially for sound

sources at the center. This is actually how whispering

galleries work. The high number of columns saves the

acoustics of the cistern by creating a high level of dif-

fusion. Jürgen Meyer has pointed out the importance

of columns in churches, and they have a similar effect

in the Dan Harpole Cistern. There were no adequate

absorption coefficients in the DIN database (smooth

unpainted concrete), but they were listed in Michael

Vorländer’s book [17].

Based on the geometrical data, the volume was esti-

mated to be 10,770 m3. The value is larger than the

volume of 7,600 m3 (2-million US gallons) provided in

the literature. However, it is not clear if the cistern was

Fig. 8: Raytracing results for the Dan Harpole Cistern.

fully filled with water or if the 2-million US gallons are

a rough estimate.

The following values were obtained from the geometri-

cal model using the Sabine equation:

f 0.125 0.25 0.5 1 2 4 8

RT 27.5 27.5 13.7 13.7 13.7 5.5 5.5

These critical distances were estimated in meters:

f 0.125 0.25 0.5 1 2 4 8

dc 1.13 1.13 1.59 1.59 1.59 2.52 2.52

Since the estimated reverberation times are too short in

the low-frequency range, absorption coefficients were

computed for 250 Hz and 1000 Hz. For 1000 Hz, an

absorption coefficient of 0.015 produces a reverberation

time of 18.3 seconds. For 250, an absorption value of

0.0066 results in a reverberation time of 41.6 seconds.

These values correspond to critical distances 0.91 of

and 1.38 meters.

Figure 8 shows the result of the ray tracing process for

the cistern. The simulated impulse response is plotted

in Fig. 9.

4 Conclusion & Outlook

A rapid auralization method was proposed in this pa-

per. Using annotated floor plans and a ray-tracing

method, the process allows rapid prototyping of acous-

tical enclosures. It usually takes less than an hour

to annotate the floor plan for a project and about an-

other hour to render the impulse responses and create

the auralizations for a brief demo with eight sound
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Fig. 9: Simulated impulse responses for the Dan Har-

pole Cistern. The top graph shows the results

for the direct sound and early reflection. The

bottom graph depicts the results for the late

reverberation.

sources and 128 loudspeakers on a typical desktop com-

puter. The growing library of simulated venues also

includes the Cologne Cathedral, Savoy Ballroom Jazz

Club, Columbia 30th Street Studio, St. Mark’s cathe-

dral in Venice, St. Patrick’s Cathedral in New York City,

Pantheon in Rome, Amphitheatre in Trier, to name a

few. The software is used regularly in the first author’s

Aural Architecture class, where each student creates

his/her own project. The ray-tracing program can also

render binaural impulse responses using HRTFs for the

analysis of acoustical parameters.

In the future, we plan to complement the method with

a binaural model that can be placed virtually into the

simulated spaces to analyze and optimize the output

of the auralization engine. We also plan to use the

binaural model in conjunction with a binaural manikin

that will be deployed in the CRAIVE-Lab.
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