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ABSTRACT

Emphatic temporal difference (ETD) learning (Sutton et al., 2016) is a successful
method to conduct the off-policy value function evaluation with function approxi-
mation. Although ETD has been shown to converge asymptotically to a desirable
value function, it is well-known that ETD often encounters a large variance so
that its sample complexity can increase exponentially fast with the number of it-
erations. In this work, we propose a new ETD method, called PER-ETD (.e.,
PEriodically Restarted-ETD), which restarts and updates the follow-on trace only
for a finite period for each iteration of the evaluation parameter. Further, PER-
ETD features a design of the logarithmical increase of the restart period with the
number of iterations, which guarantees the best trade-off between the variance
and bias and keeps both vanishing sublinearly. We show that PER-ETD converges
to the same desirable fixed point as ETD, but improves the exponential sample
complexity of ETD to be polynomials. Our experiments validate the superior per-
formance of PER-ETD and its advantage over ETD.

1 INTRODUCTION

As a major value function evaluation method, temporal difference (TD) learning (Sutton, 1988;
Dayan, 1992) has been widely used in various planning problems in reinforcement learning. Al-
though TD learning performs successfully in the on-policy settings, where an agent can interact with
environments under the target policy, it can perform poorly or even diverge under the off-policy set-
tings when the agent only has access to data sampled by a behavior policy (Baird, 1995; Tsitsiklis &
Van Roy, 1997; Mahmood et al., 2015). To address such an issue, the gradient temporal-difference
(GTD) (Sutton et al., 2008) and least-squares temporal difference (LSTD) (Yu, 2010) algorithms
have been proposed, which have been shown to converge in the off-policy settings. However, since
GTD and LSTD consider an objective function based on the behavior policy, which adjusts only
the distribution mismatch of the action and does not adjust the distribution mismatch of the state,
their converging points can be largely biased from the true value function due to the distribution
mismatch between the target and behavior policies, even when the express power of the function
approximation class is arbitrarily large (Kolter, 2011).

In order to provide a more accurate evaluation, Sutton et al. (2016) proposed the emphatic temporal
difference (ETD) algorithm, which introduces the follow-on trace to address the distribution mis-
match issue and thus adjusts both state and action distribution mismatch. The stability of ETD was
then shown in Sutton et al. (2016); Mahmood et al. (2015), and the asymptotic convergence guaran-
tee for ETD was established in Yu (2015), it has also achieved great success in many tasks (Ghiassian
etal., 2016; Ni, 2021). However, although ETD can address the distribution mismatch issue to yield
a more accurate evaluation, it often suffers from very large variance error due to the follow-on trace
estimation over a long or infinite time horizon (Hallak et al., 2016). Consequently, the convergence
of ETD can be unstable. It can be shown that the variance of ETD can grow exponentially fast as the
number of iterations grow so that ETD requires exponentially large number of samples to converge.
Hallak et al. (2016) proposed an ETD method to keep the follow-on trace bounded but at the cost of
a possibly large bias error. This thus poses the following intriguing question:
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Can we design a new ETD method, which overcomes its large variance without introducing a large
bias error, and improves its exponential sample complexity to be polynomial at the same time?

In this work, we provide an affirmative answer.

1.1 MAIN CONTRIBUTIONS

We propose a novel ETD approach, called PER-ETD (i.e., PEriodically Restarted-ETD), in which
for each update of the value function parameter we restart the follow-on trace iteration and update it
only for b times (where we call b as the period length). Such a periodic restart effectively reduces
the variance of the follow-on trace. More importantly, with the design of the period length b to
increase logarithmically with the number of iterations, PER-ETD attains the polynomial rather than
exponential sample complexity required by ETD.

We provide the theoretical guarantee of the sample efficiency of PER-ETD via the finite-time anal-
ysis. We show that PER-ETD (both PER-ETD(0) and PER-ETD()\)) converges to the same fixed
points of ETD(0) and ETD(\), respectively, but with only polynomial sample complexity (whereas
ETD takes exponential sample complexity). Our analysis features the following key insights. (a)
The period length b plays the role of trading off between the variance (of the follow-on trace) and
bias error (with respect to the fixed point of ETD), and its optimal choice of logarithmical increase
with the number of iterations achieves the best tradeoff and keeps both errors vanishing sublin-
early. (b) Our analysis captures how the mismatch between the behavior and target policies affects
the convergence rate of PER-ETD. Interestingly, the mismatch level determines a phase-transition
phenomenon of PER-ETD: as long as the mismatch is below a certain threshold, then PER-ETD
achieves the same convergence rate as the on-policy TD algorithm; and if the mismatch is above the
threshold, the converge rate of PER-ETD gradually decays as the level of mismatch increases.

Experimentally, we demonstrate that PER-ETD converges in the case that neither TD nor ETD
converges. Further, our experiments provide the following two interesting observations. (a) There
does exist a choice of the period length for PER-ETD, which attains the best tradeoff between the
variance and bias errors. Below such a choice, the bias error is large so that evaluation is not
accurate, and above it the variance error is large so that the convergence is unstable. (b) Under a
small period length b, it is not always the case that PER-ETD()\) with A = 1 attains the smallest
error with respect to the ground truth value function. The best A depends on the geometry of the
locations of fixed points of PER-ETD()) for 0 < A < 1, which is determined by chosen features.

1.2 RELATED WORKS

TD learning and GTD: The asymptotic convergence of TD learning was established by Sutton
(1988); Jaakkola et al. (1994); Dayan & Sejnowski (1994); Tsitsiklis & Van Roy (1997), and its non-
asymptotic convergence rate was further characterized recently in Dalal et al. (2018a); Bhandari et al.
(2018); Kotsalis et al. (2020); Chen et al. (2019); Kaledin et al. (2020); Hu & Syed (2019); Srikant
& Ying (2019). The gradient temporal-difference (GTD) was proposed in Sutton et al. (2008) for
off-policy evaluation and was shown to converge asymptotically. Then, Dalal et al. (2018b); Gupta
et al. (2019); Wang et al. (2018); Xu et al. (2019); Xu & Liang (2021) provided the finite-time
analysis of GTD and its variants.

Emphatic Temporal Difference (ETD) Learning: The ETD approach was originally proposed
in the seminal work Sutton et al. (2016), which introduced the follow-on trace to overcome the
distribution mismatch between the behavior and target policies. Yu (2015) provided the asymptotic
convergence guarantee for ETD. Hallak et al. (2016) showed that the variance of the follow-on trace
may be unbounded. They further proposed an ETD method with a variable decay rate to keep the
follow-on trace bounded but at the cost of a possibly large bias error. Our approach is different and
keeps both the variance and bias vanishing sublinearly with the number of iterations. Imani et al.
(2018) developed a new policy gradient theorem, where the emphatic weight is used to correct the
distribution shift. Zhang et al. (2020b) provided a new variant of ETD, where the emphatic weights
are estimated through function approximation. Van Hasselt et al. (2018); Jiang et al. (2021) studied
ETD with deep neural function class.

Comparison to concurrent work: During our preparation of this paper, a concurrent work (Zhang
& Whiteson, 2021) was posted on arXiv, and proposed a truncated ETD (which we refer to as
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T-ETD for short here), which truncates the update of the follow-on trace to reduce the variance
of ETD. While T-ETD and our PER-ETD share a similar design idea, there are several critical
differences between our work from Zhang & Whiteson (2021). (a) Our PER-ETD features a design
of the logarithmical increase of the restart period with the number of iterations, which guarantees
the convergence to the original fixed point of ETD, with both the variance and bias errors vanishing
sublinearly. However, T-ETD is guaranteed to converge only to a truncation-length-dependent fixed
point, where the convergence is obtained by treating the truncation length as a constant. A careful
review of the convergence proof indicates that the variance term scales exponentially fast with the
truncation length, and hence the polynomial efficiency is not guaranteed as the truncation length
becomes large. (b) Our convergence rate for PER-ETD does not depend on the cardinality of the state
space and has only polynomial dependence on the mismatch parameter of the behavior and target
policies. However, the convergence rate in Zhang & Whiteson (2021) scales with the cardinality
of the state space, and increases exponentially fast with the mismatch parameter of behavior and
target policies. (c) This paper further studies PER-ETD(\) and the impact of A on the converge rate
and variance and bias errors, whereas Zhang & Whiteson (2021) considers further the application of
T-ETD to the control problem.

2 BACKGROUND AND PRELIMINARIES

2.1 MARKOV DECISION PROCESS

We consider the infinite-horizon Markov decision process (MDP) defined by the five tuple
(S, A,r,P,v). Here, S and A denote the state and action spaces respectively, which are both as-
sumed to be finite sets, r : S x A — R denotes the reward function, P : S x A — A(S) denotes the
transition kernel, where A(S) denotes the probability simplex over the state space S, and v € (0, 1)
is the discount factor.

A policy m : S — A(A) of an agent maps from the state space to the probability simplex over the
action space A, i.e., w(a|s) represents the probability of taking the action a under the state s. At
any time ¢, given that the system is at the state s;, the agent takes an action a; with the probability
m(a¢|st), and receives a reward r(s¢, a;). The system then takes a transition to the next state sy, at
time ¢ + 1 with the probability P(s;t1|s¢, at).

For a given policy 7, we define the value function corresponding to an initial state sp = s € S
as Vr(s) = E[> ;2,7 r(st,ar)|so = s,m]. Then the value function over the state space can be

expressed as a vector Vy = (Vi (1), Ve(2),...,Vx(IS]))" € RISI. Here, V; is a deterministic
function of the policy 7. We use capitalized characters to be consistent with the literature.

When the state space is large, we approximate the value function V; via a linear function class as
Vo(s) = ¢ (s)0, where ¢(s) € R? denotes the feature vector, and § € R? denotes the parameter
vector to be learned. We further let ® = [¢(1), #(2),...,¢(|S|)]T denote the feature matrix, and
then Vy = ®f. We assume that the feature matrix ¢ has linearly independent columns and each
feature vector has bounded ¢5-norm, i.e., ||¢(s)|2 < By forall s € S.

2.2 TEMPORAL DIFFERENCE (TD) LEARNING FOR ON-POLICY EVALUATION

In order to evaluate the value function for a given target policy 7 (i.e., find the linear function
approximation parameter 6), the temporal difference (TD) learning can be employed based on a
sampling trajectory, which takes the following update rule at each time ¢:

Ori1 = 0r +me (r(se, ae) + 790/ d(se1) — 0 d(s1)) d(se), (1)

where 7, is the stepsize at time ¢. The main idea here is to follow the Bellman operation update to
approach its fixed point, and the above sampled version update can be viewed as the so-called semi-
gradient descent update. If the trajectory is sampled by the target policy 7, then the above TD algo-
rithm can be shown to converge to the fixed point solution, where the convergence is guaranteed by
the negative definiteness of the so-called key matrix A := limy_,oc E [(vp(s¢ + 1) — ¢(s:))0 " (s¢)].
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2.3  EMPHATIC TD (ETD) LEARNING FOR OFF-POLICY EVALUATION

Consider the off-policy setting, where the goal is still to evaluate the value function for a given target
policy 7, but the agent has access only to trajectories sampled under a behavior policy p. Namely, at
each time ¢, the probability of taking an action a; given s; is p(a|s¢). Let d,, denote the stationary
distribution of the Markov chain induced by the behavior policy p, i.e., d,, satisfies d;'; = dIPﬂ.
We assume that d,,(s) > 0 for all states. The mismatch between the target and behavior policies can
be addressed by incorporating the importance sampling factor p(s, a) = ZEZB into eq. (1) to adjust
the TD learning update direction. However, with such modification, the key matrix A may not be
negative definite so that the algorithm is no longer guaranteed to converge.

In order to address this divergence issue, the emphatic temporal difference (ETD) algorithm has
been proposed by Sutton et al. (2016), which takes the following update

Ory1 = 0 + mp(se, ar) Fy (T(St’ ar) + 0, ¢(si11) — 9;¢(5t)) B(s¢). 2)

In eq. (2), in addition to the importance sampling factor p, a follow-on trace coefficient F; is intro-
duced as a calibration factor, which is updated as

Fy =vp(si—1,a:-1)Fr—1 + 1, 3)

with initialization Fy; = 1. With such a follow-on trace factor, the key matrix becomes negative
definite, and ETD has been shown to converge asymptotically in Yu (2015) to the fixed point

0" = (®TF(I — 7 Pp)®) " @ Fr, 4)
where F' = diag(f(1), f(2),..., f(|S])) and f(i) = d,,(3) limy_, oo E [Fi|s, = 4]
Similarly, the ETD(\) algorithm can be further derived, which has the following update
Orr1 = O +nep(se, ar) (T(8t7 at) + 79?¢(st+1) - Qt—rd)(st)) et,

where e, is updated as e; = YA\p(S¢—1, ar—1)er—1+Mid(s:) and My = \+(1—\) F, where My = 1
and eg = ¢(sp). It has been shown that with a diminishing stepsize (Yu, 2015), ETD(\) converges

to the fixed point given by 65 = (® "M (I —y\P;) " (I — fyPﬂ)(PH)fl STM(I — yAP;)~ !
where M = diag(m(1),m(2),...,m(|S])) and m(:) = d,,(¢) lim;_, o0 E [My|s; = 1].

2.4 NOTATIONS

For the simplicity of expression, we adopt the following shorthand notations. For a fixed integer b, let

ST = St(b41)4rr Of = Qp(bi1)tr> Py = m(ag ‘St) and ¢] = ¢(s7). We also define the filtration F; =

n(allsy)
0 (80, @0, 81,1, - - -y St(b+1)+b> U(b+1)+b> St(b41)+b+1)- Further, let 7 € RIS, where r,.(s) =
> aear(s,a)m(als). Let Py € RISIXIS| where Pr(s'|s) = 3, 4 m(als)P(s'|s,a). For a matrix
M € RNxN » M,y denotes its s-th row and M. ,y denotes its s-th column. We define By =

m(als)

i(als) 3 the

max; ||¢(s)||2 as the upper bound on the feature vectors, and define p,q, = max; q
maximum of the distribution mismatch over all state-action pairs.

3 PROPOSED PER-ETD ALGORITHMS

Drawbacks of ETD: In the original design of ETD (Sutton et al., 2016) described in Section 2.3,
the follow-on trace coefficient F} is updated throughout the execution of the algorithm. As a result,
its variance can increase exponentially with the number of iterations, which causes the algorithm to
be unstable and diverge, as observed in Hallak et al. (2016) (also see our experiment in Section 5).

In order to overcome the divergence issue of ETD, we propose to PEriodically Restart the follow-on
trace update for ETD, which we call as the PER-ETD algorithm (see Algorithm 1). At iteration ¢,
PER-ETD reinitiates the follow-on trace F' and update it for b iterations to obtain an estimate F?,
where we call b as the period length. The emphatic update operator at t is then given by

’7—() Ftb ¢t(¢t 7¢b+1) F trtv &)
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Algorithm 1 PER-ETD(0)
1: Input: Parameters 7, b, and 7;.

2: Initialize: 6y = 0.

3: fort=0,1,...,7 do

4 Fupdate: F/ "' = ypl F7 4+ 1, where 7 = 0,1,...,b— 1 and F? = 1;
5. fupdate: 0,1 = Io (0 + IV o (r} + 90,67 — 0, 6})e})

6: end for

~

and PER-ETD updates the value function parameter 6, as 6,1 = Ilg (Gt — 77,572(90) , where the

projection onto an bounded closed convex set © helps to stabilize the algorithm. It can be shown
that limy_, oo E[7:(0)|Fi—1] = T(0) where T(0) := (@' F(I —vP;)®) 60 — & Fr,. The fixed
point of the operator 7 () is 8* defined in eq. (4), which is exactly the fixed point of original ETD.

Definition 1 (Optimal point and e-accurate convergence). We call the unique fixed point 6* of T (0)
as the optimal point (which is the same as the fixed point of ETD). The algorithm attains an e-
accurate optimal point if its output 07 satisfies |07 — 0*||3 < e.

The goal of PER-ETD is to find the original optimal point §* of ETD, which is independent from
the period length b. Our analysis will provide a guidance to choose the period length b in order for
PER-ETD to keep both the variance and bias errors below the target e-accuracy with polynomial
sample efficiency.

Algorithm 2 PER-ETD()\)

: Input: Parameters 7', b, and 7;.

—_

2: Initialize: 6y = 0.

3: fort=0,1,...,7T do

4 SetF) = M) =1andé) = ¢?

5 forr=1,...,bdo

6:  Fy =p[ WF[ T 1 M7 = A+ (L= NF, e =yhpp el 4+ M{¢}
7:  end for

8:  Oupdate: 0,41 = Io (0p + mp} (rf + 0 67T — 0] ¢}) €)

9: end for

We then extend PER-ETD(0) to PER-ETD()\) (see Algorithm 2), which incorporates the eligible
trace. Specifically, at each iteration ¢, PER-ETD()) reinitiates the follow-on trace F} and updates it
together with M; and the eligible trace e, for b iterations to obtain an estimate e?. Then the emphatic
update operator at ¢ is given by

~ T
TNO) = plet (0F — vt ™) 0 — piriet, ©6)
and the value function parameter 6, is updated as 8; 1 = Ilg (Ht — nﬂA?‘ (Qt)) . It can be shown that

limp o0 E [7?(6))‘]-},1} — T2(9), where T(8) = ®T M(I— APy~ (I Py )®0— T M(I—

YAP,)~'r., which takes a unique fixed point 65 as the original ETD()). The optimal point and the
e-accurate convergence can be defined in the same fashion as in Definition 1. It has been shown in
Hallak et al. (2016) that 7 is exactly the orthogonal projection of V; to the function space when
A =1, and thus is the optimal approximation to the value function.

4 FINITE-TIME ANALYSIS OF PER-ETD ALGORITHMS

4.1 TECHNICAL ASSUMPTIONS
We take the following standard assumptions for analyzing the TD-type algorithms in the literature
(Jiang et al., 2021; Zhang & Whiteson, 2021; Yu, 2015).

Assumption 1 (Coverage of behavior policy). For all s € S and a € A, the behavior policy
satisfies ji(als) > 0 as long as w(als) > 0.
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Assumption 2. The Markov chain induced by the behavior policy y is irreducible and recurrent.

The following lemma on the geometric ergodicity has been established.

Lemma 1 (Geometric ergodicity). (Levin & Peres, 2017, Thm. 4.9) Suppose Assumption 2 holds.
Then the Markov chain induced by the behavior policy p has a unique stationary distribution d,,
over the state space S. Moreover, the Markov chain is uniformly geometric ergodic, i.e., there exist
constants Cpy > 0 and 0 < x < 1 such that for every initial state sg € S, the state distribution
di(s) =P (s¢ = s|so) after t transitions satisfies ||d,,+ — d,|l1 < Carx".

4.2 FINITE-TIME ANALYSIS OF PER-ETD(0)

In PER-ETD(0), the update of the value function parameter is fully determined by the empirical
emphatic operator 7T;(0) defined in eq. (5). Thus, we first characterize the bias and variance errors
of T;(#), which serve the central role in establishing the convergence rate for PER-ETD(0).

Proposition 1 (Bias bound). Suppose Assumptions 1 and 2 hold. Then we have
E[||700) —E [700| Fima] || < Co (Bollor = 07112 + cappron) €"

where €qpproe = |90 — Vi ||oo is the approximation error of the fixed point, § = max {7, x} < 1,
By = max; ||¢(s)||2, and Cy, > 0 is a constant whose exact form can be found in the proof.

Proposition 1 characterizes the conditional expectation of the bias error of the empirical emphatic
operator T;(6). Since £ = max {~, x} < 1, such a bias error decays exponentially fast as b increases.

Proposition 2 (Variance bound). Suppose Assumptions 1 and 2 hold. Then we have
R 2 0(1), if 7 pmaz < 1,
E |:H7;(9t)H2’]:t_1:| <o? where o= O(b) if YVpmaz=1, (1
( 'V Pmaz) b)7 if ’szmax >1,

where O(+) is with respect to the scaling of b, and piq; = Maxs 4 ZEZ}Z;

Proposition 2 captures the variance bound of the empirical emphatic operator. It can be seen that if
the distribution mismatch is large (i.e., Y2 pynqaz > 1), the variance bound grows exponentially large
as b increases, which is consistent with the finding in Hallak et al. (2016). However, as we show
below, as long as b is controlled to grow only logarithmically with the number of iterations, such
a variance error will decay sublinearly with the number of iterations. At the same time, the bias
error can also be controlled to decay sublinearly, so that the overall convergence of PER-ETD can
be guaranteed with polynomial sample complexity efficiency.

Theorem 1. Suppose Assumptions 1 and 2 hold. Consider PER-ETD(0) specified in Algorithm 1.
Let the stepsize n; = O (%) and suppose the period length b and the projection set © are properly
chosen (see Appendix D.3 for the precise conditions). Then the output 81 of PER-ETD(0) falls into
the following two cases.

(@) IfY*Pmas < 1, then B [||0r — 6*[3] < O (1).
o

(b) IfY*pmax > 1, thenE [||07 — 0*(13] < O (7). where a = 1/(10g1 /¢ (V?prmax) +1) < 1

Thus, PER-ETD(0) attains an e-accurate solution with O (%) samples if’y2pmam < 1, and with
O (=) samples if Y2 pmaz > 1.

Theorem 1 captures how the convergence rate depends on the mlsmatch between the behavior and
target policies via the parameter p,,,q, (Where ppq, > 1). (a) If 7 Pmaz < 1, i.e., the mismatch is
less than a threshold, then PER-ETD(0) converges at the rate of 9] ( ) which is the same as that of
on-policy TD learning (Bhandari et al., 2018). This result indicates that even under a mild mismatch
1 < pmaz < 1/4%, PER-ETD achieves the same convergence rate as on-policy TD learning. (b)
If Y2 pnaz > 1, i.e., the mismatch is above the threshold, then PER-ETD(0) converges at a slower



Published as a conference paper at ICLR 2022

rate of O ( ) because ¢ < 1. Further, as the mismatch parameter p,,,q, gets larger, the converge
becomes slower because a becomes smaller.

Bias and variance tradeoff: Theorem 1 also indicates that although PER-ETD(0) updates the
follow-on trace only over a finite period length b, it still converges to the optimal fixed point 6*.
This benefits from the proper choice of the period length, which achieves the best bias and variance
tradeoff as we explain as follows. The proof of Theorem 1 shows that the output 61 of PER-ETD(0)
satisfies the following convergence rate:

E[lor - 03] <0 (M2r2) +0(5)+0 () +0(¢). (8)

If Y2 pmaz < 1, then o2 in the variance term in eq. (8) satisfies o2 < O(b) as given in eq. (7), which
increases at most linearly fast with b. Then we set b = O (%) so that both the variance and

the bias terms in eq. (8) achieve the same order of O (%), which dominates the overall convergence.

If ¥2pmax > 1, then o in the variance term in eq. (8) satisfies 0% = O ((v?pmaz)?) as given in
eq. (7), Now, we need to set bas b = O (log(,yzp log()Tleog(l/g)), where the increase with log T has
a smaller coefficient than the previous case, so that both the variance and the bias terms in eq. (8)
achieve the same order of O (Ta ) Such a choice of b balances the exponentially increasing variance
and exponentially decaying bias to achieve the same rate.

4.3 FINITE-TIME ANALYSIS OF PER-ETD()\)

In PER-ETD(\), the update of the value function parameter is determined by the empirical emphatic

operator 7,(#) defined in eq. (6). Thus, we first obtain the bias and variance errors of 7,(6), which
facilitate the analysis of the convergence rate for PER-ETD(\).

Proposition 3. Suppose Assumptions 1 and 2 hold. Then we have
|70

where €qpprox = || P05 — Vi |loo is the approximation error of the fixed point, { = max{x,v} < 1,
By = max; ||4(s)]|2, and Cy » is a constant given a fixed A whose exact form can be found in proof.

Fie 1] —TN0,)

5 S Cb,)\ (B¢||9t - 0;”2 + Eapproz) gbv

The above proposition shows that the bias error of the empirical emphatic operator 7A;’\(t9) in PER-
ETD()\) decays exponentially fast as b increases, because £ = max {v, x} < 1.
(6:)

~ 2
Proposition 4. Suppose Assumptions 1 and 2 hold. Then we have E[ ’ K ) ’J—'t,l} < Uf\,

Where O’f\ = O (p’l;VL(l(L')'

Compared with Proposition 2 of PER-ETD(0), Proposition 4 indicates that ETD()) has a larger
variance, which always increases exponentially with b when p,,4, > 1. This is due to the fact that

the eligible trace e? carries the historical information and is less stable than ¢?.

Theorem 2. Suppose Assumptions I and 2 hold. Consider PER-ETD()) specified in Algorithm 2.
Let the stepsize n; = O (%) and suppose the period length b and the projection set © are properly
chosen (see Appendix E.3 for the precise conditions). Then the output 01 of PER-ETD()) satis-
fies E [||0r — 0%]13] < O (755 ), where ay = . PER-ETD(]) attains an e-accurate

solution with O (W) samples.

1
IOgl/g(Pm,am)+1

Theorem 2 indicates that PER-ETD(A) converges to the optimal fixed point 03 determined by the
infinite-length update of the follow-on trace. Furthermore, PER-ETD()) converges at the rate of
@) (Ta S ) which is slower than PER-ETD(0) (as a) < a) due to the larger variance of PER-ETD(\).

Bias and variance tradeoff: We next explain how the period length b achieves the best tradeoff
between the bias and variance errors and thus yields polynomial sample efficiency. The proof of
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Theorem 2 shows that the output 87 of PER-ETD(]) satisfies the following convergence rate:

Eflor - 6313] < 0 (12758) + 0 () +0 () + 0 (¢"). )
g b

Ineq. (9), 0% in the variance term takes the form o3 = O (pfnaz) as given in Proposition 4. We need

_ log(T)
tosetb = O (log(pmuzg)—i-log(l/ﬁ)
same order of O (+ ). Thus, such a choice of b balances the exponentially increasing variance and

exponentially decaying bias to achieve the same rate.

) so that both the variance and the bias terms in eq. (9) achieve the

Impact of the eligible trace (via the parameter )\) on error bound: It has been shown that with
the aid of eligible trace, both TD and ETD achieve smaller error bounds (Sutton & Barto, 2018;
Hallak et al., 2016). However, this is not always the case for PER-ETD. Since PER-ETD applies a
finite period length b, the fixed point of PER-ETD(1) is generally not the same as the projection of
the ground truth to the function approximation space. Thus, as A changes from 0 to 1, depending
on the geometrical locations of the fixed points of PER-ETD(\) for all A (determined by chosen
features) with respect to the ground truth projection, any value 0 < A < 1 may achieve the smallest
bias error. We illustrate this further by experiments in Section 5.2.

5 EXPERIMENTS

5.1 PERFORMANCE OF PER-ETD(0)

We consider the BAIRD counter-example. The details of the MDP setting and behavior and tar-
get policies could be found in Appendix A.1. We adopt a constant learning rate for both PER-
ETD(0) and PER-ETD(\) and all experiments take an average over 20 random initialization. We
set the stepsize = 27 for all algorithms for fair comparison. For PER-ETD(0), we adopt one-
dimensional features ®; = (0.35,0.35,0.35,0.35,0.35,0.35,0.37) T. The ground truth value func-
tion V; = (10,10, 10, 10,10, 10,10) T and does not lie inside the linear function class.
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Figure 1: Performance of PER-ETD(0) and comparison

In Figure 1(a), we compare the performance of of TD, vanilla ETD(0) and PER-ETD(0) with b =
2,4, 8 in terms of the distance between the ground truth and the learned value functions. It can be
observed that our proposed PER-ETD(0) converges close to the ground truth at a properly chosen
period length such as b = 4 and b = 8, whereas TD diverges due to no treatment on off-policy data
historically, and ETD (0) also diverges due to the very large variance.

In Figure 1(b), we plot how the bias and the variance of PER-ETD(0) change as the period length b
changes. Clearly, small b (e.g., b = 4) yields a small variance but a large bias. Then as b increases
from 4 to 6, bias is substantially reduced. As b continues to increase from 8 to 20, there is a
significant increase in variance. This demonstrates a clear tradeoff between the bias and variance as
we capture in our theory.

5.2 PERFORMANCE OF PER-ETD())

We next focus on PER-ETD()\) under the same experiment setting as in Section 5.1 and study how A
affects the performance. We conduct our experiments under three features ®1, ®5, and ®3 specified
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Figure 2: Performance of PER-ETD()) and dependence on features
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Figure 3: Fixed points of PER-ETD(\) and project of the value function. (a): 6 lies in 1-dimensional
Euclidean space R! along horizontal direction; (b), (c): # lies in 2-dimensional Euclidean space R2.

in Appendix A.2. Figure 2 shows how the bias error with respect to the ground truth changes as
A increases under the three chosen features. As shown in Figure 2 (a), (b), and (¢), A = 0, 1, and
some value between 0 and 1 respectively achieve the smallest error under the corresponding feature.
This is in contrast to the general understanding that A = 1 typically achieves the smallest error.
In fact, each case can be explained by the plot in Figure 3 under the same feature. Each plot in
Figure 3 illustrates how the fixed points of PER-ETD()) are located with respect to the ground truth
projection (as V. projection) for b = 4. Since the period length b is finite, the fixed point of PER-
ETD(1) is not located at the same point as the ground truth projection. The geometric locations of
the fixed points of PER-ETD()) for 0 < A < 1 are determined by chosen features. The bias error
corresponds to the distance between the fixed point of PER-ETD(\) and the V. projection. Then
under each feature, the value of X that attains the smallest error with respect to the V. projection can
be readily seen from the plot in Figure 3. For example, under the feature ®3, Figure 3 (c) suggests
that neither A = 0 nor A = 1, but some A between 0 and 1 achieves the smallest error. This explains
the result in Figure 2 (c) that A = 0.4 achieves the smallest error among other curves.

As a summary, our experiment suggests that the best A, under which PER-ETD()\) attains the small-
est error, depends on the geometry of the problem determined by chosen features. In practice, if
PER-ETD()) is used as a critic in policy optimization problems, A may be tuned via the final reward
achieved by the algorithm.

6 CONCLUSION

In this paper, we proposed a novel PER-ETD algorithm, which uses a periodic restart technique to
control the variance of follow-on trace update. Our analysis shows that by selecting the period length
properly, both bias and variance of PER-ETD vanishes sublinearly with the number of iterations,
leading to the polynomial sample efficiency to the desired unique fixed point of ETD, whereas
ETD requires exponential sample complexity. Our experiments verified the advantage of PER-ETD
against both TD and ETD. Moreover, our experiments of PER-ETD()\) illustrated that under the
finite period length in practice, the best A that achieves the smallest bias error is feature dependent.
We anticipate that PER-ETD can be applied to various off-policy optimal control algorithms such as
actor-critic algorithms and multi-agent reinforcement learning algorithms.
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SUPPLEMENTARY MATERIALS

A SPECIFICATION OF EXPERIMENTS IN SECTION 5

A.1 EXPERIMENT SETTINGS

The BAIRD counter-example is illustrated in Figure 4, which has 7 states and 2 actions. If the first
action (illustrated as dashed lines) is taken, then the environment transitions from the current state
to states 1 to 6 following the uniform distribution and returns a reward 0; and if the second action
(illustrated as solid lines) is taken, the environment transitions from the current state to state 7 with
probability 1 and returns a reward 1. We choose the target policy as 7(0|s) = 0.1 and 7(1]s) = 0.9
for all states; and choose the behavior policy as p(0|s) = 6/7 and u(1|s) = 1/7 for all states.
Moreover, we specify the discount factor v = 0.99.

Figure 4: BAIRD example (Sutton & Barto, 2018)

A.2 FEATURES FOR EXPERIMENTS IN SECTION 5.2

In the experiment in Section 5.2, we choose the following features:
®; =(0.35,0.35,0.35,0.35,0.35,0.35,0.37) T;
Py =((0.3425,0.0171) T, (0.1902,0.4248) T, (0.1354,0.76) T, (0.1357,0.7973) T,
(0.8674,0.8774) T, (0.5166,0.9493) T, (0.3094,0.8535) ") T ;
®3 =((0.5162,0.9013) ", (0.5128,0.5999) ", (0.289, 0.4649) ", (0.3399, 0.5334) T,
(0.315,0.2278) ", (0.667,0.461) ", (0.3706,0.1457) ) "

A.3 COMPUTATION OF THE FIXED POINT OF PER-ETD())

In this section, we provide the steps to compute the fixed point of PER-ETD(\) in Figure 3. We first
define the matrix A and c as follows

A= Jim B[4 (= (oteb(of —19") )]
c:= lim E [¢; (= pfrfef)] :

t—o00

It can be shown that, the fixed point of PER-ETD()\) algorithm is §* = A~ 1c.

We next show how to derive the formulation of the matrix A and vector c. As we will show later in
egs. (51), (53) and (55), we have

A= tlggo]E [A| Fi_1] = Bo(I — vPr)®, (10)
¢ = lim E[¢;|F—1] = Byra, (11)
t—o0

where (3, = lim;_, , E[3;] and

Bu(s) = A2 Dyp+ (1= N)@TF, +yABy—1 Pr, (12)
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where D, ; = diag(d,, ), du-(s) = P(s] = s|Fi—1), F, = diag(fs), and f is determined
iteratively by eq. (25) as follows

fo=dup+P,] fo_1, with fo=d,po. (13)

Taking expectation on both sides of egs. (12) and (13) with respect to F;_; and letting { — oo yield
fo=dy+ P! foor, with  fo=d, (14)
By=A0"D,+(1—-N® Fy+v\3p_1Pr, with fp=®"D, (15)

where f, = lim;_, o, E[f;] and F}, = diag(f,). The explicit formulation of 3, can be derived by
applying eqgs. (14) and (15) iteratively. We can then obtain A and c by substituting the obtained
formulation of 3, into eq. (10) and eq. (11), respectively.

A.4 REPLOTTED FIGURES 1 AND 2 WITH VARIANCE BARS

In this subsection, we replotted Figures 1 and 2 with variance bars (rather than error bands) in
Figures 5 and 6, respectively.
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Figure 5: Performance of PER-ETD(0) and comparison
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Figure 6: Performance of PER-ETD()\) and dependence on features

B MORE EXPERIMENTS

In this section, we conduct further experiments to answer the following two intriguing questions:

o If the distribution mismatch parameter p,,,, changes, how will different approaches per-
form and compare with each other?

e Focusing on our algorithm PER-ETD, how do the choices of behavior policy and target
policy affect its convergence?
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Figure 7: Comparisons of TD, ETD, PER-ETD(0) with different target policies
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Figure 8: Performance of PER-ETD(0) under different target policies (marked by their different

resulting distribution mismatch parameter p,,q;). The behavior policy is kept the same.
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Figure 9: Performance of PER-ETD(0) under different behavior policies (marked by their different

resulting distribution mismatch parameter p,,q.). The target policy is kept the same.

We focus on the MDP environment in Appendix A.1. In our experiments, the performance of every
algorithm is averaged over 20 random initializations and the error band in our plots captures the
actual variation of the performance during these experimental runs (which can be viewed as the

variance of the algorithms).

In Figure 7, we consider two settings with the distribution mismatch parameter pp,q, = 1.17 and
5.60, respectively, and compare the performance of three off-policy algorithms: TD, vanilla ETD
and our PER-ETD. More specifically, we choose the behavior policy as 11(1]s) = S and pu(2s) = £
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for all states, and choose two target polices, whose probabilities to take the second action are 0.167
and 0.8, respectively, on all states. (Then their probabilities to take the first action are determined
automatically through 7(1|s) 4+ 7(2|s) = 1). Therefore, the maximum distribution mismatch p,,, 4
for the these two target policies are 1.17 and 5.60, respectively. Figure 7 (a) shows that under only
slightly mismatch (i.e., pyq = 1.17), TD suffers from a large convergence error (i.e., the error with
respect to the ground truth value function at the point of convergence) and converges slowly. Vanilla
ETD converges with the fastest rate and achieves a smaller convergence error than TD, but suffers
from a relatively large variance. Our PER-ETD achieves a better tradeoff between the convergence
rate and the variance (faster rate than TD, almost the same convergence error as ETD but with
smaller variance). Figure 7 (b) shows that under a large distribution mismatch (i.e., pypaz = 5.6),
TD does not converge, and vanilla ETD experiences a substantially large variance. However, our
PER-ETD still convergences fast as long as the period length b is chosen properly, e.g., b = 4,6, 8.
Further note that PER-ETD has a smaller convergence error as the period length b increases, but the
variance gets larger; which are consistent with our theorem.

In Figure 8, we focus on our PER-ETD, and study how different target policies affect the per-

formance. We choose the same behavior policy as the above experiment, i.e., pu(1]s) = g and

w(2ls) = % for all states. We choose 5 target polices, whose probabilities to take the second action
are 0.167,0.2,0.4, 0.6, 0.8 for all states, respectively. These different target policies affect the per-
formance via their resulting distribution mismatch p,,q, = 1.17,1.40, 2.80, 4.20, 5.60, respectively.
For both b = 4 and b = 6, Figure 8 indicates that larger mismatch causes slower convergence rate,
larger convergence error and larger variance, which agrees with our theorem.

In Figure 9, we also focus on our PER-ETD, and study how different behavior policies affect the
performance. We pick the target policy to be m(1|s) = 0.1 and 7(2|s) = 0.9 for all states, and 5
different behavior policies with 1(2[s) = 0.2,0.4,0.6,0.7 and 0.8 for all state, respectively. These
different behavior policies affect the performance via their different resulting distribution mismatch
Pmaz = 1.12,1.29,1.5,2.25, 4.5, respectively. Figure 9 clearly demonstrates that larger distribution
mismatch results in slower convergence rate, larger convergence error and larger variance, which is
in the same nature as changing the target policy shown in Figure 8 and is consistent with our theorem.

C SUPPORTING LEMMAS

The following lemma is well-known. We include it for the convenience of our proof.

Lemma 2. Consider a transition matrix P € RY*N ywhere Zj Pijy = 1 forall i and 0 <
P jy < 1forall j. We have for anyn € N, ||P"||o = 1, and ||(P")"[|; = 1.

Lemma 3. Consider 0 < p,q < 1, with p # q. We have Zz;épkq”*k < |piq‘§”, where
¢ = max{p, q}.

Proof of Lemma 3. If p > q, we have

n—1 n—1 n—1
Zpkqnfk S Zplﬁlqn*l*k S Z pnfmqm.
k=0 k=0 m=0

Without loss of generality, we assume p < ¢ and £ = ¢q. We have

n—1 n—1
n— n n 1- p qn 1 n 1 n
= pors -ple T q-p lp — 4

O

Lemma 4. Consider a matrix P € RN*N where Zj Py < Cforalliand 0 < P ;) < 1 forall
j, and a positive vector x where x € RN and x; > 0 for all i. We have

1"Pz < C1'a.
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Proof of Lemma 4. We have

]_TPI = Z Pm'xi = Z ZT; Z Pi,j S c T; = C’]_TI

1<i,j<N 1<i<N 1<j<N 1<i<N

Lemma 5. Consider a diagonal matrix D € RISIXISI where D = diag(d(1),d(2),...,d(|S|)). a
transition matrix P € RISIXISI ywhere > Py =1foralli=1,2,...[S|and P;; > 0 for all j,
and an arbitrary vector x € RIS|. We have

12T DPz|l2 < By|ldll1 ]| oc-
Proof of Lemma 5. We have
"D = (d(1)p(1),d(2)$(2), ..., d(|S))o(IS])) ,

and

(®TDP) ) = > Pssd(5)6(5),

which implies

®"DPr = a(s) (Z Pgﬁd('s‘w(é)) =3 (Zx(s)P@s) d(3)¢(3)-

s s s

Taking /5 norm on both sides of the above equality yields

> <Z x(s)Pg,s> d(3)¢(3)

< Z Z x(8)Ps,s
Za:(S)Pg,s

ZPE,S

|o" DPz|, =

2

1d(3)] - l9(3) ]2

= B, dl]y - max

< Bylld|l1[|z[|oc max

= Boy|ld][1[|]|oc-
O
Lemma 6. Consider a diagonal matrix D € RISXISI wwhere D = diag(d(1),d(2),...,d(|S])), a
transition matrix P € RISIXIS| ywhere Zj P, j=1foralli=1,2,...,|S|and P, ; > 0 forall j, a

matrix Q € RISXIS! that satisfies 0 < Q; j < CP;j, where C > 1 is a constant, and an arbitrary
vector x € RIS, We have

trace (Q"LP"(INDTD) < C’mB;HdHl,
and,
trace (P"Q™®® " D) < C™B3|d||1,

for any m and n € N>.

Proof of Lemma 6. For any given 7 > m > 0andn > 0,

(@)
QP 0T ); ] = [((Q™) (i, (P*@RT)( jy)| < Q™) (i NI(P" R T)(jylloos  (16)

16



Published as a conference paper at ICLR 2022

where (7) follows from the Holder’s inequality.
Furthermore, for the term of (P"@@T)(.’j), we have,
n n (@)
1P @2 T) (. j)lloo < [P oo (@2 7). gy lloc = (22T ) lloc
where (%) follows from Lemma 2.

Moreover, for the ith entry of ((I><I>T)(.7 ;)» we have
(@2 7). | = [6(0) T 0()| < lo(@)2ll¢()2 < B
The above uniform bounds over all i imply that [|(®® 7). ;|| < Bj. Hence,
I(P @@ ). )l < B
Substituting the above inequality back into eq. (16), we obtain
2 m © m T—m 2
| < BZIQ™) iyl < CI(PT™) (i1 B

<C™B3Y  PT™(jli) = C™ B}, (17)
J

m pn T
[(QmP"@D ") j)

where (i) follows by the condition of Q, Q; ;) < CF,; ;) forall 4, j.

Finally, we have

trace (QmP”<I><I>TD) = Z d(i)(QmP"‘I)‘I)T)(i,i) < Z |d(7)] ‘(Qmpnq)q)—r)(i,i)‘

@
< [l max [(Q" P P T)i,p)| < C™Bldlls, (18)

where () follows from eq. (17).
Following steps similar to those in eqs. (16) to (18), we can obtain
trace (P"Q™®® " D) < C™Bj|d|:.
O

Lemma 7. The operators T (0) and T>(0) satisfy the generalized monotone variational inequality.
There exist 1o, pix > 0, s.t., (T(0),60 — 6*) > pol|6 — 6|3 ,and (T>(0),0 — 6*) > px||0 — 6*|3.

Proof of Lemma 7. We have
(T©),0— 0% 2 (@TF(I —yP,)®) (0 — 07),0 — 6%
=(0—-0°)" (2TF(I —~Pr)®) (0 —6%)
> Amin (®F(I —vPr)®) [0 — 073, (19)
where (7) follows from the definition of the 7 and 6*.

Recall that F'(I — ~Py) is positive definite(Sutton et al., 2016; Mahmood et al., 2015) and ® has
linearly independent columns. For any 2 € R with = # 0, we have ®x # 0 and

2" ®"F(I —yPy)®x = (®z) ' F(I — vP,)(®x) > 0.

The above inequality shows that ® T F'(I — P, )® is positive definite and thus, there exists y19 > 0
such that y1g = Apin (BT F(I — vPr)®).

Following steps similar to those in eq. (19) and applying the positive definiteness of M (I —
YAP;)~Y(I — vP;) (Sutton et al., 2016; Mahmood et al., 2015) yield

(T2(0),0—6") > ]l — 073

17
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Lemma 8. The operators T (0) and T*(0) satisfy the Lipschitz condition. There exist Lg, Ly > 0,
such that, 7'(91) — T(92)||2 < L0||91 — 03]|2, and HT)‘(el) — T)\(OQ)HQ < L,\||91 — 92”2.

Proof of lemma 8. We have
17(01) = T(02)ll, = [[(27 F(I = vPr)@) (61 — 6a)
< ||@TF(I =y Pr) @[, 1161 — 2]l2. (20)

Let Ly := ||<I>TF (I —~vPr)® 5> 4. (20) completes the proof of the first inequality in the Lemma.

Let Ly == |[|® " M(I — yAP;)"Y(I — vP,)®||, the steps similar to those in eq. (20) finalizes the
proof of the second inequality in the Lemma. [

Lemma 9 (Three point lemma). Suppose © is a closed and bounded subset of R%, and 0* is the
solution of the following maximization problem, maxoce 1 (G,0) + 3|6 — 6|3, where G € R% is
a vector. Then, we have, for any 6 € ©,

. 1 . 1 1.
(G, 0" = 0) + 5100 — 0713 < 51160 — 0115 — S 116" — 0]3.
2 2 2
Proof. The proof can be found in Lan (2020). O

D PROOFS OF PROPOSITIONS AND THEOREM FOR PER-ETD(0)

D.1 PROOF OF PROPOSITION 1
First, by the definition of ’ﬁ(&t), we have

E[7:(0:)

Oy Yy

s€eSacAs'eS

Fia)

~

P (st =s,a) =a,s7 =¢|Fo1) E {7;(90

(@) Z Z Z P (sf = s|Fi—1) plals)P(s']s, a)

s€SacAs'e€S
E [p?Ftbgb(s)[ng (S)Ht - T(S, a) - ’Y(ZST (S/)at] |~Ft717 Sg =S, af =a, S?+1 = 5’}
WSS ST B (s = s|Fi) wlals)P(s|s, a)p()[0 T (5)60: — r(s,a) — 79 (s)6]
s€SacAs’'eS
E[F|Fioq, st = 5]

= P(st=s|F1) E[FP|Ficr,sf = 5] ¢(s) [0 (5)0r — Y[Pr®](s,)0: — 7 (5)] . (21)
SES

Fii1,80 =s,ab =a, st = s’]

where (i) follows from the law of total probability, (i7) follows from rewriting
]P’(si’ =s,a0 =a,s"T! = s"]—'t,l), and (#ii) follows from the facts that F? only depends
on (80, @0, 51,01, - - -, S¢(b41)+b—15 Gt (b+1)+b—1) and the chain is Markov.

Recall the definition of 7 (6,), we have
T(0;) =" F[(I —~vPr)®0, — rx]
= Z £(8) (87 ()0 — V[Pr®](s.)0: — 72 (5)) B(5). (22)

s€ES
Equations (21) and (22) together imply the following,
T(0,) —E {ﬁ(et) ft_l} =" (f(s) P (s = | Fos) E[FY| Fomro st = 5])

sES

18
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: (aﬁ(s)et — [P . 01— 7a(5) ) ()
(¢T<s>et VPl ) 60— 7a(s)) 6(s)

’L

Z
Z D) (I =7 Pr) @0, — 1), 6(s),
€S

where in (i) We define f,(s) == P (s? = s|F,—1) E [F}|Fi—1,s? = s|. Taking £ norm on both
sides of the above equality yields

[0 - [Feol7- ]|,
< |25 U060 = o) (U = 7Pe) 200 = 72), 009
D1~ Bl I - vP>¢>et—ms|~||¢<z>||2
S:geag{||¢(5)ll2}g1€a§<{l((f—WP 6, —rx), |} D 1 (5)
= By||(I = vPr)®0; = rr|lcc |l f = foll1- - (23)

We next proceed to bound || f — f3||1. Consider f,(s), we have
Fo(s) =P (s = s|Fomr) E[F7[s) = 5, Fii]
CP (s} = 5| Fioa)
Yo P(sy =350y =als) =5, Fi)

B [ypy TEYT 41| Fiy, st = 5,80 = 5,00 =

P (sy~' = §|F—1) u(als)P(s|s,a a3
1+ Z ( : P |bt_1) el P )E [VW(?f)Ft NFon syt = 5]
seS,acA (St B S"thl) p(als)
=P (sf = s’ft_l) + ’yZP(sg_l = §|Fi—1)Pr(s|9)E [Ftb 1’]—}_1, si’_l = s] ,
ses
where (4 ) follows from the law of total probability and (i) follows from the Bayes rule and the facts
that I} >~1 only depends on the chain elements (82,02, st,.. si’ ! at ') and the Markov property.
Define d,, 1(s) =P (si’ = s’]-'t,l) , the above equality can be rewritten as
fo(s) = dy (s +vZP 8) fo-1(3). (24)
Since eq. (24) holds for all s € S, we have
fo = dyup + P foor. (25)
Note that for f we have the following holds (Sutton et al., 2016; Zhang et al., 2020a)
f=du+yP] . (26)
Equations (25) and (26) imply
f=fo=dy—dup +7P (f = fo1).
Applying the above equality recursively yields
b—1
=1 =Y (P (dy = dup—r) + " (P)(f = fo).
=0
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Take ¢1 norm on both sides of the above equality, we have

||f_fb||1 = du_dp,,bf‘r)'i_’yb(P;r)b(f_fO)
b—1
SZVTH(PﬂT)T(du )|, + 0[S = fo)ll,
<ZV IE N Ny = dywprlly + 4 [ (PO 15 = foll,

(i) 2=
< Z’YT ||du - d,u,b—rul +7b If— f0||1

(”)b 1
< ZCM'YT T = folla
(i) 1
<

Ix —

where (4) follows from Lemma 2, (i7) follows from Lemma 1, and (i) follows from Lemma 3 and
defining ¢ := max{x, v}

CCmE + AP+ fh), Q27)

To bound the term ||({ — Py )®0; — 7 ||0, We proceed as following

(@)
(I = yPr)®0; — rxlloc = [[(I = 7P ) (0 — Vi)l oo
S = vPrlloc ([ R0 — PO [0 + 126" — Vrloo)
(i)
< (L+7)Bsll6: = 07l2 + (1 +V)€approa, (28)

where (i) follows from the fact V,, = (I — vP,)~'r, and (ii) follows from the facts that || —
,)/PTFHOO = ma‘X’L{l ( )(z,z + VZJ#( )(7,,])} < 1+ Y> €approx = ||®9* V ||oo’ and

96, — 20" o = max o7 ()(0: — 0°) < Byllo, — 0" >

Substituting eqs. (27) and (28) into eq. (23) yields

|00~ E [7:00)| Fea ||| < (B2 = 0" ll2 + Bocappros) (1 +7) (255 +9(1+ I/ ]1))
< Cy (Byllf = 0" ll2 + €appron) €.

where € = max {x, 7} and Cy = By (1 +7) (1224 + (1 + | fIIn))-
D.2 PROOF OF PROPOSITION 2
According to the definition of 7A§(9t), we have
.
=k {(ngtb) (07 & — b — 0] ¢™)’ ||¢f||§‘]:t71}
@ Z Z Z (st =s,al = a, s = s”ft_l) . (9;¢(s) —r(s,a) — WGtT(b(s’))Q
s€eSacAs’'eS

N(s)I3 - E [(pVF)? | Feo, st = 5,0t = a, 507! = ']

EN ST ST P (st = 5lFi) mlals)P(s's,a) - (6] 6ls) — (s, @) =10 B(s')”

s€eSacAs'eS

gt)
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NPT E“' iE[<Ftb>2|ft_1,st 50l = a, st = o

= S B (st = 8| Fe ) B [(FP2|Fi, b = 5] 16(5)112

seS

s'ls,a)(¢7 ()0 — 1(s,a) =0 (s")0)%, (29)

a€As’'eS

where (4) follows from the law of total probability and (ii) follows from the fact that F? is indepen-

dent from previous states and actions given s?.

Note that ||¢(s)||2 < By forall s € S, 7(s,a) < Tmas forall (s,a) € S x A, and ||6;]|2 < By for
all ¢ due to projection. We have

(6" (5)0: — r(s,0) =79 (5)0:)° < 2[(d(s) —v9(5") " 0:]* + 2r°(s, a)
< 2/|¢(s) = v8(s)3160: 113 + 2rimas
< 4(llo(s )||2+7 [6(s)IDN6:13 + 27700
<AL+ *)B3Bj + 217 40 (30)

We also have

> > <(||>) (5'13:0) < pra - ), Y, wlals)P('ls, @) = pinaa-

acAs’'eS

Substituting the above two inequalities into eq. (29) yields
~ 2
e o]

< Pmaz (41 +7*)B3Bj + 2r2,,.) B Z]P’ (s? = s|For) E[(FD)?|Fie1, st = s] . (31)
seES

Define 1y(s) = B (s? = | Fi1) E [(FD|Ficr, 58 = ] = dyp (9B [(FD)?| Ficr, st = s].

]:t—l]

We have the following equations hold for 7 (s):
ry(s) = P(s} = sl Fi 1) [(volEY N+ 1)° | Fi, s = 5]
= dup(5)E [+ 2900 EY T 2 (o P Fima st = 5]
=du(s) + 2vd,(s)E [,olt’_lﬂb_1 ‘]:t_l, sft’ = 5}
+ 2 dp(S)E [(pf™ ") (FY )2 | Fi, st = o] - (32)
For the second term in the RHS of eq. (32), we have
dup(s)E [pi’letbfllft,l, slt’ = s]

© dup(s) Z P (si’*l = N,ai’fl = &|si’ = s,}},l)
3e8,acA

b—1 pb—1 b—1 _ ¢ b—1 _ -
-E[,ot F, ‘ft,l,st—s sy T =8,a4 za}

ii d,p—1(5)p(als)P(s|s, a
(1) d%b(s)z p,b 1(5)M(a|z) (s|3,a) ]E[ b1 b— 1|]_-t L, =s bl = g,a?—l _ &]

111 - - -~ w(als B
WS 1 (3)ulals)P(sls, a) EalégE[Fb T
s€8,acA 1
= 3" Pesl3) - dyp B [FY | Foa, )™ = 3]
ses
(iv) T
- (PTr b—1)57 (33)
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where (¢) follows from the law of total probability, (i¢) follows from the Bayes rule, (iii) follows
from Markov property and (iv) follow from the definition of f, which is given above eq. (23).

For the third term on the RHS of eq. (32), we have
dyup(s)E [(P?_1F5_1)2|ft—1, sy = s]
(@) _ - pe -
Sdup(s) Y P(sih =500 =als) =5, Fi 1)

s€8,acA
B (o Fy T Fien, st = 5,50 = 8,00 = d

ii dyp_1(5)u(als)P(s|s,a _ _ _ - p -
(i1) du,b(S)Z pb—1( )d/:(bgss (sl )]E[(p? Lpb 1)2’.}},1,5?:3,3? L= 3qb I:a]

E[(F) )2 Fooru st = 3]

ZZ’LZ ’I“b 1()

5€S8
= (P, rv-1)s: (34)

1,
where (7) follows from the law of total probability, (zz) follows from the Bayes’ rule, and in (4i%)
we define P, » € RISISI where (Px)ss = > sc4 TL(((:I‘LS)) P(s|3,a) for each (s,5) € S x S.
Substituting eqs. (33) and (34) into eq. (32) yields
ro =dup + 2YP] foo1 + 7P, re—1
We also have the following inequality holds
17r = 1Tdu,b + 271Tp7jfb—1 + ’721TP;7T7“1771

Q14217 f, 49217 P s

(4)
< 142917 fo1 + 2 pmacl 1, 35)

where (i) follows from 1" P = (P,1)T = 1T, and (ii) follows from the facts that 7,_; > 0 and

1P = (Pus1)" =vec <Z Z ol d)> - (Z 7;2(<5|;))> ol
acA

seSacA M

Recursively applying eq. (35) yields

ry < Z ’Y pmaw 1 + 2’71 fb T— 1) + (’Ymea:c)b]-TTO

b—1

O S (P pman) (142917 fyr 1) + (72 pmaa)s (36)
=0

where () follows from the fact that 1T ry = 1.

Recall that f, = d,, , + P, fo—1 and f = d,, +vP,] f. We have

U (fr = £) = 1 (e = d) 4970 BT (Froa = ) E 17 (s = 1) D17 (o - ),
where (i) follows from the facts that d,, , and d,, are both probability distributions and 17d,, , =
17d, =1and1"P] =17 and (i) follows from recursively applying (7).

Thus, we have
LT fe = 1=+ 9T fo S A=A +97 < [ fl + 1. (37)
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Substituting eq. (37) into eq. (36) yields

o
|

1

1T7’b < (’YQPmam)T(?’ + 29| fll1) + (72Pmaz)b~
0

Under different conditions of p,,q, the term 17, is upper bounded differently as following:

(@) ¥V pmaz > 1

3+2
1T71b S < ;‘ ’YHle +1> 72bp7bnaz. (38)
Y2 Pmaz — 1
(b) 72pmax =1
17, < (3429 f]l1) b+ 1. (39)
(C)- ’yzpmar <1
2
175, < 27000 Z”f”l +1. (40)
1_7 Pmaz

Ti(6y)

Substituting the above inequalities into eq. (31), we can upper-bound the term E U

2
under different conditions accordingly:

(@) ¥V pmaz > 1
E “

where we specify Cy1 = prmax (4(1 + 72)3333 + 27"72””) B; (%‘m}l + 1).

Ti(6r)

2 342
2’31} < P (401 + 72 B2BE +212,,,) B2 <+V|f||1 N 1) b

'72pm(m 1 Pmaz

_ 2b b
*00’717 Pmazs

(b). ’YQPmax =1

2
it ] < o (400428285 4 2020 B2 (G4 210+ 1)

Al

= U,2b7
where we specify Cy 2 = pmaa (4(1 + VQ)BiBg + 27'3,1(“) Bi 4+ 291fll)-
(C)- ’yzpmax <1

e [Jr]

3+2
]-"t_l] < pmas (41 +~*) B3 B} +2r7,,,) B (M + 1)

1- ’72pmaz

= 0,3+

where we specify C, 3 = prax (4(1 +~°)B3Bj + 27"72,“130) B (W + 1).

Ti(6,)

2
can be bounded as following
2

To summarize, the variance term ’

N 2
E {H’E(@)HJ}Q—J <o?,

where
@)
a?=20

(1), Y Pmaz < 1.
(b)7 if’72pmax =1.
O((V?pmaz)’)s iV Pmaz > 1.
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D.3 PROOF OF THEOREM 1

Theorem 3 (Formal Statement of Theorem 1). Suppose Assumptions 1 and 2 hold. Consider
PER-ETD(0) specified in Algorithm 1. Let the stepsize 1y = m, 8;35’ o
is defined in Lemma 7, and Lg is defined in Lemma 8 in Appendix C. Let the projection set
© = {0 R |f]]2 < By}, where By = % (which implies 0* € ©). Then the con-
vergence guarantee falls into the following two cases depending on the value of pp,qz-

where tyg =

(a) If V2 pmaz < 1, let b = max { [1"%(#0);?(3;5()501,3@-‘ 7 lolgo(glz) } where Cy is a constant defined

in the proof of Proposition 1 in Appendix D.1, By = maxscs ||4(s)||2, and & == max{~, x}. Then
the output O satisfies

N ~ (1
E[|6r —6*|3] <O <T> :
_ log(po)—log(5Cs By ) log(T .
(b) If’szmaz > 1, 1(3[ b = max{{og Ho logo(gg) bd —‘ 710g('yzpmni()4210g(l/£) }, Whe}"e Cb s a

constant whose definition could be found in the proof of Proposition 1 in Appendix D.1, By =
maxses ||¢(s)||2, and € .= max{~, x}. Then the output O satisfies

1

B (l6r - 0°18] < 0 (7% ).

1

10%1/&(72ﬂmaz)+1 <L

where a =
Thus, PER-ETD(0) attains an e-accurate solution with ) (%) samples if Y2 pmae < 1, and with

o (61%) samples if V2 pmaz > 1.

Proof. Note the 6 update specified in Algorithm 1 is the closed form solution of the following
maximization problem.

~ 1
b1 = argmaxcn, (T:(6:),0) + 5116 — 63
0eo
Applying Lemma 9 with 6* = 6,1, n = n,, G = T;(6;), and 6y = 0, yields, for any 6 € O,
~ 1 1 1
e (Ti(00), 001 = 0) + 5100 = Ors113 < 510 = 0113 = 516041 — 013, (41)
Proceed with the first term in the above inequality as follows
<ﬁ(9t)a9t+1 - 9>
= (T (0t41), 041 — 0) + (T (0¢) — T(O141), Ors1 — 0) + <At(9t) = T(0:), 0111 — 9>
> (T (011,011 = 0) = Lol = Oz 210041 = Oll2 + (Te(0:) = T(00), 01 = 6)
= (T(611), 0041 = 0) = Lollor = b1 21 = Oll2 + (Ti(60) = T(01), bus — 61)
+ (726 = T(6).6,~0)

> (T (0141), 011 = 0) = Lollby = b1 2]} 0rss = Ol = | Te(60) = T(00)]| - 18041 = B4l

=
=

+ (Ti(60) = T(60:).6. - 0).
where (7) follows from the Cauchy-Schwartz inequality and Lemma 8.

Substituting the above inequality into eq. (41) yields

~

N AT (Or41), 011 — 0) — e Lo|0r — Opi1l[2)|0+1 — Oll2 — me || Te(0:) — T (0r)

|01 — Ol
2
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~ 1 1 1
+ <7?(9t) = T(0:),0: — 9> + §||9t =03 < §H9t — 0|5 — §H9t+1 —0|I3- (42)
Applying Young’s inequality to 7 Hﬁ(ﬁt) — ’T(Qt)HQ |01 — O4]]2 yields

Ti(6:) — T (6:)

700 - 700

1
, 0141 — Ol < ZHgtH — 015 +nf

and applying Young’s inequality to 7: Lo||0; — Or41]2||0¢+1 — 0|2 yields
1
MeLol|O¢ — Orsall2]|0rs1 — Oll2 < (167 — Orall3 + 07 Lgl|0er1 — 013

Substituting the above two inequalities into eq. (42) yields

1 1
3100 = 013 2 0 (T00r), s = 00+ (5~ 223 ) 61— 013

e (Ta(00) ~ 70,00 0) — 2 | Tete0 ~ 70|

Taking expectation conditioned on F;_; on the both sides of the above inequality, we obtain

1 1
§||9t =013 > 0B [(T (Beg1), 0141 — 0)|Foea] + <2 - 77ng> E [[|6e41 — 0113 Fi-1]

~ ~ 2
+ M <E [72(915) - T(et)’]:t—l} 0 — 9> - U?E {H'E(@t) - T(Qt)Hzl}_t—l} .
(43)
Letting # = 0* and applying Lemma 7 to eq. (43) yields

1 . 1 %
3l =073 > (2 + pome — n?Lé) E [|6c11 — 0%[|5|Fi-1]
- UthB¢§b ||0t - 9*”3 - ntcbeapprownget - e*||2

— s |70 - 700 | 7|

0 (1 .
2 (5 + nam = 9223 E (160 — 03|71
- meB¢£b 160 — 67112 = 1eCocappron®ll6s — 0% 12 — 4CEB2E™] 0, — 07|
Cb €2b 3pprox - 202771%7 (44)

where (%) follows from Proposmons 1 and 2, and the facts that (z + y)? < 222 + 2y? and

7.(0,) — T(6,)

~ 2
Fioa| = Ti00)|

<2HE[ 6,)

Fia| = T(0)

+2HE[ 0,)

2
<2HT€26

2 o

Fia| = Ti00)

.
Taking expectation on both sides of the above inequality yields

1 ®
(2 + pon; — n?L%) E [[|6+1 — 0%]13]

1
< ( + Cy Byl + 4C§ng2bn§) E 116, = 0" 13] + mCoBocappront”

+ 477t O §2b 2 + 20277t2

approz

Recall that we set tg = 8;70. Let oy = (t 4 to + 1)(t + to + 2). Multiplying 2c; on both sides of
0
the above inequality and telescoping from ¢ = 0,1,2,...,7 — 1 yields
T-1

ar (1+ 2p0me — 207 Lg) E [||6111 — 67|3]
t=0
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T
< 3 (1+2C,Bygtn +8CEBIE ) E |6, - 07 3]
t

|
—

Il
=]

T-1 T-1
+ (402 + 8055217631)1)7.01.) Z an? + 2Cy Bo€approt” Z Ny (45)
=0 =0

Recall the setting of 7, we have

3 4 4
L+ 2uom: — 207 Ly = 1+ % <3 - ?)M)ntL?))

3pton: 1 4 5
=1 1+-(1——nL
T ( +3< #Ont 0

(4)
S 14 3:“;37%’

47?75% >1- 8L5 > 0. Multiplying a;; on both sides of the

- Mgtu —

where (i) follows from the fact that 1 —
above inequality yields

3o 2
149 —PLY) > (t+to+ Dt +to+2) (1 + 22—
(1 + 2p0me — 2n; 0)(+0+)(+0+)(+ 2uo(t+to))

=({t+to+1)(t+to+2)(t+to+3)/(t+1to). (46)

Under appropriate value of b, we have Cj, B4¢b < £2 . Which implies that

pon: | Hont <4CbB¢§b n 16C B3E* n, B 1)

+
2 2 Ho o

[oTe | [oT (4 16uom_1)

20, By&"n, + 8CE BIE™ 0}

IN

5 "9 (57 9

foT: uont(4u3 1)

IN

2+2

< /J077t_
- 2

Multiplying ai41 on both sides of the above inequality yields

2512 5

a1 (1+ 20, By +8CEBRE ) < avsa (1+ %)

_ Ko 2
=(t+to+2)(t+t+3) (1+ 5 Mo(t+t0+1)>
=(t+to+2)*(t+to+3)/(t+to+1). (47)

Equations (46) and (47) together imply that

ar(1+ 2p0m: — 207 L) — a1 (1 + 2C, Byt + 8C B3E™n7)
Lttt DE+to+2)(E+t0+3) (t+to+2)2%(t+to+3)
- t+1o t+to+1
_ (t;;ftﬁ)?t)(i;tj’r;?’) ((#+to+ 1)% = (t+to)(t + to + 2))
_ (t+to+2)(t+to+3)
(t+to)(t+to+1)
> 0.
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The above inequality shows that the [|§; — 0*||3,¢ = 1,...,T — 1, terms on both sides of eq. (45)
can be canceled, which indicates the following
(T + o) (T +to +1) (14 20nr—1 — 2071 L3) E [||67 — 6°3]
< (to+ 1)(to +2) (14 2C, Bs&'no + 8CE BE*n3) (160 — 07|13
T-1 T-1

+ (402 + 801362b62pp7"0z) Z 04t77752 + 2CbBG€apP7‘0E§b Z Q). (48)
t=0 t=0

Note that ZtT:_Ol am? < Zz:ol ;% < %, 1+ 2uonr—1 — 2031 LE > 1, and

!
T]t

1
(t+to+2) <

4 2
oy < — (T +to + 2)°.
t Mo Mo

i
=

t=

o

Dividing (T + to)(T + to + 1) (1 + 2ponr—1 — 2n%_, L) on both sides of eq. (48) yields
E |17 — 67|I3]

(t0+1)(t0—|—2) HoTo 112
1+ —
(T +to)(T+to+1) ( 2 )”90 711z

+ 2402 + 4801? 2b€zpp7"or 1 4CbBOEapproz£b (T + tO + 2)2
g TH+to+1 1o (T +to+ 1)(T + o)
160 — 62113 o? Cpe® b
:o( S 2) o (L) ro(Z) o). (49)

Based on different conditions of o2, we pick different b and the convergence rate is as follows.

(@). Y2 pmaz < 1, Proposition 2 show that 02 < O(b). We specify

B log T’
b— log(po)—log(5CyBy) < log(T)).
max{[ o (6) —"bg(l/f) < Ollog(T))

Equation (49) yields,

-0 (428) o (4) o) o (2) o (2).

(0). ¥*pmas > 1, Proposition 2 show that 0% = O ((v2pyas)?). We specify

b — max { [10g(#0)—10g(5cb3¢)—‘ log(T) } )

log(&) > log(v2pmaa)+log(1/£)

Equation (49) yields

o (00— 6713 T c Y _ (L
E [|6r 9|2]_(9< ) o (T ) vo (S ) ro () =0 ().

O
E PROOFS OF PROPOSITIONS AND THEOREM FOR PER-ETD())
E.1 PROOF OF PROPOSITION 3
Define the matrix A, := p2el(¢? — v¢? ™) and ¢; == r?plel. We have
,/7\;/\(015) = Atet — Ct. (50)

Recall that 0, is F;_;-measurable. We have

E 76,

]-'t_l] — E[Ay|Fi1]0: — E[c| Fooa] .
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To bound the bias error term HE [ﬁA(Ot) ’]-"t_l} —TAN6,)
on A; and ¢, respectively, as following
E [At | Fi—1]
[Ptet(‘bt b+1 T‘}-*l]

®
: E P (si’ =s,a) =a,syt = 5| F1)
s€S,acA,s’€S

[ptet(¢t 7¢?+1)T|ft,1, S? = S,Gg =a, Sff)+1 S/:I

, we first take conditional expectations
2

(44) m(als
: Z P (s} = slic1) ulals)P(s s, O ed]st = . ] 05) —76() "
= ZIED (s? = s|Fi-1) E [e}| Fi-1, s} = 5] Z m(als)P(s']s,a) (¢(s) — vqb(s/))T
seS acA,s’eS
=D P(si=s|F) Elef]Foor st = 5] (D)) = Y (Pr®)s,) » (51)
seES
where (i) follows from the law of total probability and (i¢) follows from the Markov property and
the fact that ¥ only depends on (s9,a?, s}, ..., s%).

Define 3-(s) = P (s] = s|Fe—1) E [e}|Fi—1, s] = s]. We have
Bp(s) =P (sf = s|.7-"t_1) E [eﬂs? = s,]-"t_l]

P (sf‘l =35a7t = (~1|5%7 = s,]-'t_l)

E[yAe) el + (AN (L= X)L+ py Iy FP el |t = 5,a) 7 = @, s) = s, Fid
D p (s = 5| Fi1) o(s)
P (s71 = 3| F-1) u(@l3)P(s]3, a)

P (Sg = 8’]‘},1)

+P (si’ = s|]-'t_1)

seS,acA
T BB+ (L= Ny )]st = 5]
=P (s} = s|Fi1) o(s) + Y P (s)" =5[Fi_1) Pr(s]3)
SeS
(B [yAey ™+ (1= Ay F T o (s)[sy ! = 5, Fe]
D Ady(5) + (1= N fols)) - 3(5) + YAPT By-1)s, (52)

where (i) follows from the law of total probability, (i¢) follows from the Bayes rule
and the Markov property, and (i7i) follows from the following definitions: d,(s) =

P (st = s|Fi-1). fo(s) = dup(s)E [FP = s|s? = s, Fo_1], fo = dup + vP[ fo—1, and B-(s) =
P(s] = s|F—1)E [ei”}},l,s{ = s]

Define the matrix 3, € R*¥ISI where 8, = (8-(1),3:(2),...,5-(|S])). Then, eq. (52) implies
that

By =A® Dy + (1= XN)@ " Fy +YABy-1 Pr, (53)
where D,, j, = diag(d,5(1),dus(2),...,dus(|S])) and Fy, = diag(f).
Recursively applying the above equality yields

b—1 b—1
By = (PN BoPr + A (PN @ Dy PL + (1= X) Y (G @ Fr P (54)
7=0 =0
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Taking expectation of c; conditioned on F;_1, we have
E[ci|Fia] = E [pPegre| Fio]
= Z P (sf = s,af = a|}},1) E [pfefrf’sf = s7af = aaftfl]
s€S,ac A

= sP=s -1 als) -
= Y P(s)=s[Fir) ulals) als)

s€S,ac A (

Zrﬂ(s)}P’ (st = s|Fo1) E [el]s) = s, Fi1]
seS

=3 (3)6u(s). (59)

sES

m(als

~

r(s,a)E [ef|sf = Sa]'—t—ﬂ

Substituting egs. (51) and (55) into eq. (50) yields
E[T200|Fia] = 3 B(s) (@0, — 1Pe®0; — 12), = By (80 — 1Px®0; — 1)
sES

Recall the definition of 7*(6). We have
T0:) —E [ﬁ*(et)’ft_l] = (@TMI —yAP:) "' = By) (80, — yPr®0; — ). (56)

We then proceed to bound the term ® T M (I — yAP,)~! — 3,
M —~y\P;)" L =B,

C ot (ZWA)TP;) ~ 8y

7=0

WoT (AD, + (1 - NF) (i(vA)TP; )

7=0

b—1 b—1
- ((m)”ﬂopfz HAY (N Dy PT+ (1= X)) (W)@ By P )

7=0 7=0
b—1 b—1
A GNET (D)~ D) PE 4 (L= N Y (N7 (F — Fy,) P
=0 7=0

+ Z('Y)‘)T(I)T(/\Du + (1 - )\)F)P; - /\(’7>‘)b¢)TDM,0P7lr)a

T=b

where (z) follows from the fact that (I — vP,)~! = 3> /4" P7, and (ii) follows from eq. (54).
Substituting the above equality into eq. (56) and taking /> norm on the both sides yield

|7 60—z [7 |7,

b—1 b—1
= H (A > (N @ (Dy = Dypr) PL+ (1= X)) > (7A@ (F = Fy_y) PY
7=0 7=0
+ Z(%)T@T(AD;L + (1= NF)P; — A(M)b@TDu,oPﬁ> (PO, — YPr0; — 11)
T=b 2

b—1
<A (N ||®" (D = Dpupr) P7 (D6, — yPr®0; — 1) |,
7=0

b—1

+ (1= (N || @7 (F = Fy_r) PY (20, — 7 P20, — 1),
=0
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+ Z (YA ||®7 (AD,, + (1 — \)F) PL (90, — vP®0; — 71

(B

+)\7)\ ) [|@7 Do Pl (90, — v Pr®b; — 1),

) b—1
<A (N Bolldu = dup—r11(1 +7) (Bl = 6312 + capproz)
7=0
b—1
+(1=A) Z(VA)TB¢ I1f = fo—rlly (1 +7) (Byllr — 03 ll2 + Ceapprox)
7=0

+ (N By (Alldyull + (1= M f11) (1 +7) (Byl6: — 652 + €approz)
T=b

+ )‘(7)‘)b3¢||du,0”1(1 +7) (B¢||9t =032 + eapprow)

(i) .
< (B3l10: — 0312 + Bo€approa)

b—1
- (Z(W (A1 + N0 + (1= N+ ) (FRe 7 +4P77 (1 + ||f|1)>)>

7=0

() (83100 = 05 + Bacapmror) ( (=3 +2) 00

(i)

< (B3lI0: — 03]l2 + Bocapprox)
C —A A -
((1+7) (2 Ome + 220+ + fI)y” + (2 4 5) (7))

(iv)
< Cb,)\ (B¢||9t - 9§||2 + 6approa;> fb;

where (i) follows from Lemma 5 and eq. (28), (i¢) follows from Lemma 1 and eq. (27), in (iii) we
define

Cy\ = Bg(1+7) (

and (iv) follows from Lemma 3.

Cur + R2LG2s + 1+ I+ (U2 4 3))

[X—YAl F=x[(E=7

E.2 PROOF OF PROPOSITION 4

According to the definition of ’7A‘>‘, we have

e[|
:E{(pi’)z (2 + 07 o1 — 07 6})" (e ‘ft 1}

i)
= E P (s} = s,al = a, sf“ =s'|Fi1)
se€S,acA,s'eS

E [(6)? (r} + 0] o} — 07 6h)" (e)) el

@ Z P (sf = s‘]:t_l) wu(als)P(s'|s,a)
s€ES,a€A,s’eS
7 (als)
p1*(als)

(#i7)
< Z]P’ st —s}]-'t 1) [(et ‘st =s,Fi_ 1]

sES

3 Pun(18)(r(s. ) +70(s) 0, — 6(s)T00)?

s'eS

ft1:|

—~

st =s,ab =a,stT! = s’,}},l}

(r(s,a) + 78, ¢(s") — 0, ¢(s))°E [(e}) "ef|sy = s, Fe1]
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(iv)
< Prmaz (4(1 4 72)3;33 + 27“727%”5) B; Z]P’ (sf = s|]-'t_1) E [(e75 ef’st =5, Fi_ 1]
seS
(57)

where (i) follows from the law of total probablhty, (i) follows from the Markov property and
the fact that €% only depends on (s?,a?,...,s?), and (iii) follows from eq. (30) and the fact

Yoo Pux(s']s) < pmaz-
Define Ay(s) = P (st = s|F,—1) E[(e}) Teb|s? = s, Fy_1]. We then proceed to bound the term
Ap(s). We have

Ay(s)
(Z)]P)( St —S|]:t 1)
Z P (si’_l = §,a§_1 = d’sf = s,]—'t_l) E [(et ef|s =3, af_l = d,sf = s,]:t_l]
se8S,acA

S
E st =5a0 = a, st =5, Fio
s€S,aeA P (sp = s|Fi-1) I | t t 1]
(4d1) Z P (3? = §|-7:t—1) u(a\s)P(3|3’ a)
se8,acA

(el (v (1= 0) (vl T 1)) o)
ey A (A (L= N) (vl YT ) o) |sy T =500 =, s = s, Fia
= Z P (St_l = §’~7:t—1) p(al3)P(s|3, a)

5eS,acA
E[(A)2 (o7 )2 (e ) et + (1= N2 (ot Y 1)20(s) To(s) + o(s) T ()
272 A(L = A) (o)) 2EY T o(s) Tey T+ 29 h0) o(s) e
21— Nl B () o] = 8t =, = s, Fo]
=P (sy = s|Fi—1) ||¢(5)||§
T(s) Z Pr(s]3)P (sb71 = 5’]—} 1) [2’}’)\6?71 +2v(1— A)Ftb71¢(s)|st71 =3, ]—'t,l]

seS
+ 2242 Z P, x(s|5)P (si’_l = §|.7-'t_1) E [(ei’ 1)—'—6?_1‘3?_1 =3, .7-",5_1]
5eS
+29°A1 = A) > Puls vl =5 R E[F () Ted s =5, Fd
seS
+ llp(s) A2 Pux(sls 1= | F) E [(FP2|s8 ) = 5, Foa ]

ses
< Bdyup(s) + 292" (5)(Bo—1Pr) (s) + 27(1 = N BE(P] fo1)s
+ N (P Ap-1)s +7( )\) 194)(117T Th—1)s

+ 272)\ 1-— ZP“ x = s|]:t_1) E [Ftb_1¢(s)Te?_l|sg_l =3, ft_l]
)
W B2d,, () + NP A 1)s + 291 = NBEPY fu1)s + 2976 (8)(Bo1 Pr) ()
+7 ( - )‘) B(;S(PT Tp— 1) +2’72)‘(1 - )‘)¢(8)T(5bflpu,7r)(~,s)a (58)

where (i) follows from the law of total probability, (i¢) follows from the Bayes rule, (ii%) follows
the update rule of e? and in (iv) we define

0-(s) =P (s] = s|Fi—1) E[Fye]|s] = s, Fr—1].
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Summing eq. (58) over S yields

1TA, =) Ay(s)
< B31Td,p(s) + N>4°LT P Ay_y +2y(1 = X\)B31T P f,_1 + 2yAtrace (®B,—1 Pr)
—APB1T P ry_1 + 292 A(1 — A)trace ($6p—1 Py x)

+9°(1
< )\272pm,n1 Ap_1+ B¢ +29(1 — )B;l—rqu + 2y Atrace (®5y—1 Pr)
)

(1)
+ 721 = \)? B¢pmaw1 ry—1 + 292 A\(1 — N)trace (®d,_;
where (i) follows from Lemma 4 with P = P, ..

Recursively applying the above inequality, we have
b

1TA, < (A2 0,001 A0+ Y (A" (pmaz)’ ™" (BE +29(1 = B3 fr 4
=1
+2yAtrace (B8, 1 Pr) +7%(1 — ) Bipmazl rr-1+ 292 A(1 — \)trace (‘1)5771]3”,#))
(59
) with b and 7 replaced by 7 and m respectively yields

Substituting eq. (54) into trace (D3,

trace (P4, Pr)

© (’y)\)Ttrace (®BoPrt)
A)trace (<I><I>TFT_mPT’r”+1))

+ A Z YA trace <I><I> D, umH) +(1-
m=0
(@) (fy/\)Ttrace (PTJrl(I)(I)TDmo)
(1= Mtrace (P e® " F._,,))

+A Z YA)™ (trace (P10 D, ) +
(444) 1
< ('Y)‘)TBileu,O + B?b Z (yA)™ (/\”du,f—mHl + (1 =N fr=mll1)

m=0
—ON -+ 1)) B

< (’Y)\)TB(?) + ﬁ
(60)

2
¢
< 1 1-—
< T (=N,
where (i) follows from eq. (54), (ii) follows from the facts that trace(AB) = trace(BA) and
do = ®' D, 0, (tii) follows from Lemma 6 with P = Py, and (iv) follows from eq. (37).
Next, we proceed to bound the term trace (® 0,1 P, «)
Sy1(3) 2P (sy ' =8| F ) E[E) (90) 2e) 2+ (A + (L= NE 1)(3)) sy = 8, Fi]
@ g (sv ! = 3| F1) E[(F2|sh ! = 5, Fia] 6(3)
+AP (s = 3| F ) E[FY st = 5, Fi1] 6(3)
+ AP (507" = 8| Fo1) E [p) et 2 st = 5, Fio1] 6(3)
+7°AP (3? ' = §|]:t71) E [(Pt 22E) 26?72‘5?71 =5, Fi-1] ¢(3)
- 1<~>¢><~> Aot (003
+P (8?71 Z IP’ s" al~? a”‘s?il =3, ]-'t,l)
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B [yl P 2+ A (pr ) F ey s R = ey = a s = 5, i
= (1= Nrp—1(3)6(3) + Mp_1(5)0(3)

+P (8?71 = §|ft,1) Z (
)

1" o 2
E[ \w(a’]s")

b—2 2, T (
’u(a//|5//)et +7 )\‘uz(a//|51/) t

(

(

follows from the law of total probability.

The above equality implies that

Sp—1 = (1= \)@ " diag(rp—1) + A® " diag(fo—1) + YABo—2Pr + V> A0p—2Pr -
Recursively applying the above equality yields

b—1
o1 = Y (@T((1 = Ndiag(rm) + Adiag(fm)) + YABm—1Pr) (Pr) "

m=1
+ (’}/2)\)b_1(50(Pﬂ—7M)b_1.

Note that the above inequality holds for any fixed b >= 2. As a result, by changing of notation, for
all 7 > 1, we have

T

or = Z ((I)T((l — N)diag(r,) + Adiag(fmn)) + ’Y)\/Bm—lpn)(Pﬂ,u)Tim + ('72)‘)T60(P7T,M)T-
m=1

(61)

Substituting eq. (61) into trace ($d, P, ), we have
trace (90, Py, x)

— trace (@( > (@T((1 = Ndiag(rm) + Adiag(fm)) + YABm—1Pr) (Prp) ™™

m=1
+ (,}/2)\)750(13‘”7“)7) Py,‘n’)
(Q trace ((Pw,u)‘rim+1 (‘I)‘I)T((l — Ndiag(ry,) + Adiag(fm)) + ’Y/\‘I)Bm—lpﬂ))
m=1
+ trace ((72/\)T(Pﬂ7u)7+1(1>50) , (62)

where (¢) follows from the fact that trace(AB) = trace(BA) and trace(A + B) = trace(A) +
trace(B).

Applying Lemma 6 with Q = P, , C' = piae, P = Pr and D = (1 — \)diag(r,,), we have
trace ((Pr,,)” "' ®® " (1 — A)diag(rm)) < (1= A)phan ' B3|l (63)

pma:r

Applying Lemma 6 with Q@ = P, , C = pmae, P = Pr and D = Adiag(f,,), we have

@)
trace (Pr,)" """ 0 Adiag(fm)) < Aoy "Billfmlls < My "B+ [If]11), (64)

where (7) follows from eq. (37).

For the term trace ((Pr )" ™' =" ®B,,_1 Px), we have

trace ((Pr,,) " ®B,-1Pr)
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D (4 0)™ Ltrace (P (Pr)™ 00T D, )

m—2
+ Z (vA)! (Mtrace (PEY(Pr )™ @9 ' Dy, y1-y)
1=0
+(1 = Atrace (PEH (P ) "M Fr 1)
(i4) m—2
< Bprihm ((Wmlﬂdu,o 3N AL dna 0+ (1 - A)ﬂfm_l_l))
1=0

Git) B prb ™
< ooy WA=Vl (65)

where (i) follows from eq. (54) and the facts that trace(A + B) = trace(A) + trace(B) and
trace(AB) = trace(BA), (it) follows from Lemma 6 with Q = P, », P = Pr,and D = F,,_1_,
and D ,,—1_; respectively, and (4i7) follow from the eq. (37).

Recall §p = @TDM,O. Applying Lemma 6 with Q = P, r and D = D,, ¢ yields
trace ((7?A\)7 (Pr,.) T ®80) < (v*A\)7 B ppiis. (66)
Substituting eqs. (63) to (66) into eq. (62), we have
trace (2, P, »)
< (VPN B pras
- B2 T—m—+1 A 1 ( )”le Y ni+1B
+ Z ¢pmax (”f”l + 1) + 7)\ Z (1 )Iomam ¢||Tm||1
m=1
(67)

m=1

Substituting eqs. (60) and (67) into eq. (59), we have

b
1TAy < X920 BY + (L4 29(1 = N (L + [|f 1) + 29ACp) BE Y X772 i

T=1

b
+92(1 = N)? %IIB(#Z)\% T a1l 220 (1= Nppaa B D AT

=1 T=1
f T T
r2aa - 08 (M + 1+ S pmzv%w“ > o
m=1
+29°A(1 - pm%z 2omaT AT melwrmuh (68)

where we let Cg =

B+ (1= N flh)-

Under different conditions of p,;,4,, the term 1TA,andE U At (

2
) ‘}"t_ 1] can be upper bounded
2

differently as following:
(@). Y2 pmas < 1, substituting eq. (40) into eq. (68) yields

178y < N9 ph 00 B + (1+29(1 = (1 + || fl]h) +29ACp) %ZW Dyl

T=1

3+2
—l—'yz(l )\)2/’%11322)\% 27 2b 2Tpm2x( 1_7£f||1 +1)
=1

b
+ 20092 (1 = N)ph,, BE Y AT

T=1
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1+ (1—X
roaa-ned (s + e S
— YA
b T—1
. Z 721)—27’)\21)—27’ Z pT—n'le
m=1

T=1

b T—1
_ _ _ 3+2
+ 272)\(1 _ )\)zpl;mdez) szb 27 \20-27 Z pom ( : _Vfg”l + 1)
T=1 m=1

(1+29(1 =N +If]l) +29ACp) B
L= 92prmazA
2 2 2
PN pman B (34 240 pp o
1 2 B
1= 92pmasA ( 12 )+ A 000 BG
20°A(01 — N)Bg 1+ (1—A
2)\2 (—b1 <)\f||1+1+()||f”1) %ralx
(I=22A )(1_pma;c) 1—~A
2°A(1 - N)*By <3+2’Y|f||1 +1> b+1

< )\21),7217 b B(?)—’—

pmam

, 69
(1—~2X2)(1 — pr_n}lw) 1— 2 Pmax (69)

where the last two terms of the above inequality are of the order O (p,,,). Therefore, we have
1TA, < Cpb,,., for some C > 0. Substituting eq. (69) into eq. (57) yields

E [HﬁA(et)Hz ]:t—l:| < CO',)\,lpi)naw’

where Cj; 1 > 01is a constant and is determined by eq. (69).

(). Y2 pmaz = 1, substituting eq. (39) into eq. (68) yields

b
1A, < APB3+ (142y(1 = A)(L+ [|If]h) +27ACp) BE > A=)
T=1
b b
+ 77 (1= N 2pmaz BE D A2 (A4 29 fll) T+ 201 = NBZ Y AT

T=1 T=1

b T
1+ (1= N)|f o ob_9r _
w208 (A + 1 SR s 57
=1 m=1

b
+2PML = A2 (44 29 f) B2 S AP ST prmm

max
=1 m=1

(1+2y(1 =N+ [[f]l1) +29ACp) B
1—A2
N V(1 = A)?pmaa B2 44 20f]) + 292A(1 = N2 (4 + 29 f]l1) B2 ,
-2 T (1= A2)(1 - phe)
2v2\(1 — \)B? 14+(1—A
ML= NP, (st +14 LAY (70)
(1 =2X2)(1 — pmax) L—7A
where the last term of the above inequality is of the order O (pl,’mm). Therefore, we have 17T A, <
Cpb. ... for some C' > 0. Substituting eq. (70) into eq. (57) yields
~ 2
E |:H7;)\(9t)H2 ft—1:| S OO',A,Qpl;naxv

where Cy; 5 2 > 01is a constant and is determined by eq. (70).

<A\'BY +

b p2
+2\°B2

(©). V2 pmaz > 1, substituting eq. (38) into eq. (68) yields

b
LTA < N9 pb o BY + (14 29(1 = N1+ || fl[) +29ACp) B Y X770 00

max
T=1
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b b
3+2 —2r h—7
+72b+2<1 _ )\)2 Z::—ala:Bd) ( - rYHle + 1) Z)\Qb 2 + 2)\1),}/213(1 _ )\)anag;Bi Z)\I

')/ pmam - ]- =1
b
2\(1 - B2 [\ w 2b—27 \2b—27
+2Py (1 ) o) ||f||1+1+ 1_7 marz’y meam
m=1
3+ 29/ ; S
RPN el RN D DR P e DEa
'7 pmam - ]- =1 m=1
(1+2y(1 = N1+ ||f]l1) +27ACp) BF
S >\2b")/2b,0b amBi + ’)/meag; - 1 72bpl;naz
2b4-2 2 b+1 B
Y = A e By (3 + 29| fI1x bo2b b 2
1 2A B,
1_/\2 ’Ypmu,m_1+ + Y Pmax ¢

292\(1 — \) B2 14 (1— A
oo (A 1+ A
(1_7 A )(1_pmax) 1—’}/)\

292\ (1 — \)? 3+2
. 2 ( )2 2 B2 2 Fy”f”l +1 maxv
(1_7)(1_7)‘) meax_l
where the last term of the above inequality is of the order O (p%,,, ). Therefore, we have 1T A, <
Cpl,,. for some C' > 0. Substituting eq. (71) into eq. (57) yields

|7

where Cj; » 3 > 0 is a constant and is determined by eq. (71).

(71)

2
b
, ]:t11| < Cor3Pmaz>

_ 2
To summarize, the variance term E [Hﬁ(&,f) H ‘]—"t_l] can be bounded by o3 = O(p%,,..)-
2

E.3 PROOF OF THEOREM 2

Theorem 4 (Formal Statement of Theorem 2). Suppose Assumptions 1 and 2 hold. Consider PER-
ETD()\) specified in Algorithm 2. Let the stepsize 1; = m
Lemma 7 and L, is defined in Lemma 8 in Appendix C. Further let

_ log(px)—1og(5Ch, A Bg) log(T)
b = max { ’V 105(5) —| ’ log(pm(w)+log(1/£) } ’

where Cy, » is a constant defined in the proof of Proposition 3 in Appendix E.I, By =
maxges ||¢(s)||2, and & := max{v, x}. Let the projection set © = {6 € R?: ||0]| < By}, where

By = M (which implies 05 € ©). Then the output 07 of PER-ETD(]) satisfies

. 1
E (16r - 631) <O (i )

Further, PER-ETD()\) attains an e-accurate solution with O ( 7oy )

8L3 . .
th = Tf} where [y is defined in
A

_ 1
where ax = 10%1/§(Pmam)+1

samples.

Proof. The proof follows the same steps as Theorem 1 by replacing the terms 7y, T, to, Lo, o, Ch,
o2 and 0* with ’7')‘, T, ty, Ly, tx, Choa, Ui and 63 respectively. Specifically, Propositions 3 and 4
are applied to bound the bias and variance over the steps similarly to eq. (44). We then have the
convergence as follows.

E[|lor — 63]13] <O <|9° T9*||2> +0 ( T) +0 (5%) +0 (&)

_ px|2 2b
- o (10 _AlE) +o(mew) ro() o).
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. lo —log(5C, B o . .
We further specify b = { { 0 O)log(g&() L "’)—‘ , log(pmlmg)(-s-Tllg(l 78] } Then Equation (72) yields
.12 160 — 63113 Tt 1 1 1
E[HQT*GAHQ] < @) <T‘2 + O T + O m + O Tax =0 Tax .
O
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