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QUADRATIC TRANSPORTATION INEQUALITIES FOR SDES

WITH MEASURABLE DRIFT

KHALED BAHLALI, SOUFIANE MOUCHTABIH, AND LUDOVIC TANGPI

(Communicated by Zhen-Qing Chen)

Abstract. Let X be the solution of a stochastic differential equation in Eu-
clidean space driven by standard Brownian motion, with measurable drift and
Sobolev diffusion coefficient. In our main result we show that when the drift
is measurable and the diffusion coefficient belongs to an appropriate Sobolev
space, the law of X satisfies Talagrand’s inequality with respect to the uniform
distance.

1. Introduction and main results

1.1. Background. The concentration of measure phenomenon, initiated by [24],
quantifies the deviation of a (Lipschitz continuous) function f of a random vector;
f(ξ1, . . . , ξn) to its mean. It can be seen as a vast improvement of the classical
Chebyshev inequality in large deviation theory; see e.g. the texts by [21] and
[5] for modern presentations. [22] showed that the transportation inequality first
established by [31] can be efficiently used to explain the concentration of measure
phenomenon. The quadratic transportation inequality (or Talagrand inequality)
compares the Wasserstein distance and the Kullback-Leibler divergence: Given a
constant C, a probability measure μ is said to satisfy Talagrand’s T2(C) inequality
(or quadratic transportation inequality) if

W2(μ, ν) ≤
√

CH(ν|μ) for all probability measures ν.

We define the (second order) Wassertein distance and the Kullback-Leibler diver-
gence respectively by

W2(μ, ν) :=
(

inf
π

∫

Ω×Ω

‖ω − η‖2∞ π(dω, dη)
)1/2

and H(ν|μ) :=
∫

dν

dμ
log

dν

dμ
dμ

where the infimum is taken over all, couplings π of μ and ν, that is, probability
measures on Ω× Ω such that if (ζ, η) ∼ π then ζ ∼ μ and η ∼ ν, and we used the
convention dν/dμ = +∞ if ν is not absolutely continuous w.r.t. μ. The transporta-
tion inequality has since found numerous applications, for instance to isoperimetric
problems, to randomized algorithms [11], or to quantitative finance [19, 32] and
to various problems of probability in high dimensions [9, 20, 23]. Transportation
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3584 KHALED BAHLALI ET AL.

inequalities are also related to other functional inequalities as Poincaré inequality,
log-Sobolev inequality, inf-convolution and hypercontractivity; see [4, 25].

1.2. Main result. Our objective is to investigate transportation inequalities for
stochastic differential equations (SDE) of the form

(1) X(t) = x+

∫ t

0

b(s,X(s))ds+

∫ t

0

σ(s,X(s))dB(s) for t ∈ [0, T ], x ∈ Rd

under minimal regularity assumptions on the coefficients b : [0, T ] × Rd → Rd

and σ : [0, T ] × Rd → Rd×d. Note that this equation is understood in the P-
almost sure sense on the canonical probability space (Ω,F ,P) of the d-dimensional
Brownian motion denoted by B and equipped with the P-completion of the raw
filtration σ(B(s), s ≤ t) generated by B. That is Ω = C([0, T ],Rd) endowed with
the supremum norm, and B(t, ω) = ω(t). Further denote by P(Ω) the set of all
Borel probability measures on Ω. In all of the article we assume that the diffusion
coefficient σ satisfies the uniform ellipticity condition

(2) ξ�σ(t, x)ξ ≥ Λσ|ξ|2 for all (t, x, ξ) ∈ [0, T ]× Rd × Rd, for some Λσ > 0.

To state our main result, let us define the following functional spaces. For p ≥
1 denote by Lp

loc([0, T ]) := Lp
loc([0, T ] × Rd) the (Lebesgue) space of classes of

locally integrable functions and for every m1,m2 ∈ Z+, let Wm1,m2
p ([0, T ]) :=

Wm1,m2
p ([0, T ] × Rd) be the usual Sobolev space of weakly differentiable functions

f : [0, T ]× Rd → R such that

‖f‖Wm1,m2
p

:=

m1
∑

i=0

‖∂i
tf‖Lp +

∑

|α|≤m2

‖∂α
x f‖Lp < ∞

where α is a d-dimensional multiindex, i.e. a d-tuple α = (α1, . . . , αd) and |α| :=
α1+ · · ·+αd. Denote by Wm1,m2

p,loc ([0, T ]) the space of weakly differentiable functions

f : [0, T ]× Rd → R such that

‖f‖Lp

loc
+

∑

|α|≤m1

‖∂α
t f‖Lp

loc
+

∑

|α|≤m2

‖∂α
x f‖Lp

loc
< ∞.

Further let Lp
q([0, T ]) := Lq

(

[0, T ], Lp(Rd)
)

be the space of (classes of) measurable

functions f : [0, T ]× Rd → Rd such that

‖f‖Lq
p
:=

(

∫ T

0

(

∫

Rd

|f(s, x)|pdx
)q/p

ds
)1/q

< ∞.

The aim of this note is to prove the following two results:

Theorem 1. Let σ ∈ W 0,1
2(d+1),loc([0, T ])∩L∞([0, T ]×Rd) and b ∈ W 0,1

(d+1),loc([0, T ])∩
L∞([0, T ]× Rd). Assume that σ satisfies (2). Then, equation (1) admits a unique
strong solution X, and

the law μx of X satisfies T2(C)

with constant

C := inf
0<ε<1

2‖σ‖2∞ exp
(

7T
32 + ε

ε(1− ε)

) 1

1− ε
.
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QUADRATIC TRANSPORTATION INEQUALITIES 3585

This result gives the transportation inequality for SDEs with coefficients in some
Sobolev spaces. It moreover constitute one essential argument in the proof of
the next result where we combine it with some gradient estimates for solutions of
partial differential equations (PDEs) established by [17] to establish transportation
inequality for SDEs with measurable drifts.

Theorem 2. Assume that σ satisfies (2) and that one of the following conditions
is satisfied:

(A) σ, b ∈ L∞([0, T ]×Rd), the function σ is continuous in (t, x) and belongs to

W 0,1
2(d+1),loc([0, T ]).

(B) σ ∈ W 0,1
2(d+1),loc([0, T ]) ∩ L∞([0, T ] × Rd), σ is uniformly continuous in x.

The function b satisfies b ∈ Lp
q([0, T ]) for some p, q such that d/p+2/q < 1,

2(d+ 1) ≤ p and q > 2.

Then there exists T > 0 small enough so that equation (1) admits a unique strong
solution X with continuous paths and

the law μx of X satisfies T2(C)

for some constant C depending on the data, namely ‖b‖Lq
p
, ‖σ‖∞, T, x, d, p and q.

Since b is merely assumed measurable, Theorem 2 gives transportation inequality
for singular SDEs as dX(t) = sgn(X(t))dt+dB(t), or for “regime switching” models
as

dX(t) =
{

b1(t,X(t))1A(X(t)) + b2(t,X(t))1Ac(X(t)
}

dt+ σ(t,X(t))dB(t)

with A a measurable subset of Rd. Other examples are discussed at the end of the
article.

1.3. Related literature. [31] proved a quadratic transportation inequality for
the multidimensional Gaussian distribution with optimal constant C = 2. Using
stochastic analysis techniques, notably Girsanov’s theorem, Talagrand’s work was
then extended to Wiener measure on the path space by [14]. The case of SDEs
was first analyzed by [10] using a technique based on Girsanov’s transform that
we also employ here. Their results gave rise to an interesting literature, including
the papers [7,26,27,33] on SDEs driven by Brownian motion and [29,30] on SDEs
driven by abstract Gaussian noise. Note that almost all the aforementioned works
on SDEs assume that the coefficients are Lipschitz-continuous or satisfy a dissipative
condition, with the exception of [7, 27] who assume a contraction condition of the
form (b(t, x)−b(t, y)) ·(x−y) ≤ K‖x−y‖2. It is worth noting that [27] additionally
deal with equations with reflections.

The extension of [10] to diffusions with non-smooth coefficients was started by
[3] where it is proved that T2(C) holds for one-dimensional equations, if b is mea-
surable in space and differentiable in time and σ Lipschitz continuous. The idea of
[3] is based on a transformation that is tailor-made for the one-dimensional case.
The present paper deals with the multidimensional case and further weakens the
regularity requirements imposed in [3]. In this case we use Zvonkin’s transforma-
tion which is well-known in SDE theory; see for instance [1, 34, 36]. Note that
considering multidimensional equations is, for instance, fundamental for applica-
tions to concentration and asymptotic results on interacting particle systems; see
e.g. [9, Section 5] and the various examples we give in the final section. The proof
of Theorem 2 is given in the next section, and Section 3 presents some examples.
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3586 KHALED BAHLALI ET AL.

2. Proofs of the main results

We explain our strategy to prove Theorem 2. Roughly speaking, in both situa-
tions (A) and (B), the path remains the same and it consists in reducing equation
(1) to one without drift. When assumption (A) is satisfied, we follow the path de-
veloped by [1] in the proof of strong uniqueness for SDEs with measurable drift and
a locally Sobolev diffusion coefficient: We first derive the transportation inequality
for SDEs with coefficients belonging to some Sobolev spaces, this is the goal of
the next subsection. After that, we use Zvonkin’s transformation [36] to deal with
the case where the drift is only measurable. When assumption (B) is satisfied, i.e.
the case where the drift belongs to some Lp

q([0, T ])-space, we also remove the drift
but the proof is more elaborated: We slightly modify the method of [17] in or-
der to derive suitable gradient estimates for singular second order parabolic PDEs.
Thus, along with gradient estimates for solutions of singular PDEs, Theorem 1 is
an essential building block for the proof of the main result.

2.1. Technical lemmas. The aim of this section is to present two lemmas that
will be used in the proof of Theorem 1. The proof of the first lemma can be found
in Step 1 of the proof of [10, Theorem 5.6].

Lemma 3. Let ν ∈ P(Ω) be such that ν 
 μx and H(ν|μx) < ∞, and let X be the
solution of (1). Then, the probability measure Q given by

dQ :=
dν

dμx
(X)dP

satisfies

(3) H(ν|μx) = EQ

[1

2

∫ T

0

|q(s)|2ds
]

for some progressively measurable, square integrable process q such that B̃ := B −
∫ ·

0
q(s)ds is a Q-Brownian motion.

Lemma 4 is a crucial point in the proof of Theorem 1, it provides the argument
allowing to go around the uniform Lipschitz (or dissipativity) condition usually im-
posed on the coefficients. The main idea probably originated from [34] and further
developed in [1] in order to establish the pathwise uniqueness of multidimensional
SDEs when the diffusion coefficient is locally in some Sobolev space, that is when
the usual Gronwall’s lemma cannot be directly used.

Lemma 4. Let X1, X2 be two square integrable semi-martingales of the form

Xi(t) = xi +

∫ t

0

βi(u)du+

∫ t

0

αi(u)dB(u), i = 1, 2

where βi, αi are bounded adapted processes with ξ�αi(t)ξ ≥ Λ|ξ|2 for all (t, ξ) ∈
[0, T ]× Rd. For N > 0, we put

τN := inf{t > 0 : |X1(t)| > N or |X2(t)| > N} ∧ T, N ∈ Z+.

(i) Let f ∈ W 0,1
2(d+1),loc and AN

f (s) be the increasing process defined by

AN
f (t) :=

∫ t∧τN

0

∫ 1

0

|∂xf(s, λX1(s) + (1− λ)X2(s))|2dλds.
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Then, for every stopping time τ with values in [0, T ] it holds

E

[

∫ τ∧τN

0

|f(s,X1(s))− f(s,X2(s))|2ds
]

≤ 6E
[

∫ τ∧τN

0

|X1(s)−X2(s)|2dAN
f (s)

]

(ii) Let g ∈ W 0,1
(d+1),loc and AN

g (s) be defined as follows

AN
g (t) :=

∫ t∧τN

0

∫ 1

0

|∂xg(s, λX1(s) + (1− λ)X2(s))|dλds.

Then, for every stopping time τ with values in [0, T ] it holds

E

[

∫ τ∧τN

0

|X1(s)−X2(s)||g(s,X1(s))− g(s,X2(s))|ds
]

≤ E

[

∫ τ∧τN

0

|X1(s)−X2(s)|2dAN
g (s)

]

.

Proof. It must be noted that, in contrast to the Lipschitz case, the difference ratios
of the functions f and g are not bounded in our situation, not even locally. We
will see that, since the coefficients αi of Xi are non degenerate, Krylov’s estimate
[18, Theorem 2.2.4] allows us to avoid this difficulty. Using Krylov’s estimate, one
can show that the processes AN

f (s) and AN
g (s) are well defined. We denote by KN

the ball {x ∈ Rd, |x| ≤ N} and put K := [0, T ] × KN . Let fn ∈ C∞(K) be such
that,

(4) ‖fn − f‖W 0,1
2(d+1)

(K) → 0,

see e.g. [12, Theorem 5.3.2] for the existence of such a sequence. Using subsequently
the classical inequality (a+b+c)2 ≤ 3(a2+b2+c2), Krylov’s estimate and Taylor’s
formula with integral remainder, we have that

I := E

[

∫ τ∧τN

0

|f(s,X1(s))− f(s,X2(s))|2ds
]

≤3E
[

∫ τ∧τN

0

|f(s,X1(s))− fn(s,X1(s))|2ds
]

+ 3E
[

∫ τ∧τN

0

|f(s,X2(s))− fn(s,X2(s))|2ds
]

+ 3E
[

∫ τ∧τN

0

|fn(s,X1(s))− fn(s,X2(s))|2ds
]

≤CT,N,d ‖f − fn‖L2(d+1)(K) + 3E
[

∫ τ∧τN

0

|fn(s,X1(s))− fn(s,X2(s))|2ds
]

≤CT,N,d‖f−fn‖L2(d+1)(K)+3E
[

∫ τ∧τN

0

|X1(s)−X2(s)|2
∫ 1

0

|∂xfn(s, Z(s, λ))|2dλds
]

(5)

with Z(s, λ) := λX1(s) + (1 − λ)X2(s), and where CT,N,d is a positive constant
which depends on T,N and d. Using Fubini’s theorem and Krylov’s estimate once
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again, we get

E

[

∫ τ∧τN

0

|X1(s)−X2(s)|2
∫ 1

0

|∂xfn(s, Z(s, λ))|2dλds
]

≤ E

[

∫ τ∧τN

0

|X1(s)−X2(s)|2
∫ 1

0

2|∂xfn(s, Z(s, λ))

− ∂xf(s, Z(s, λ))|2 + 2|∂xf(s, Z(s, λ))|2dλds
]

≤ 8N2

∫ 1

0

E

[

∫ τ∧τN

0

|∂xfn(s, Z(s, λ))− ∂xf(s, Z(s, λ))|2ds
]

dλ

+ 2E
[

∫ τ∧τN

0

|X1(s)−X2(s)|2
∫ 1

0

|∂xf(s, Z(s, λ))|2dλds
]

≤ 8N2CT,N,d‖∂xfn − ∂xf‖L2(d+1)(K) + 2E
[

∫ τ∧τN

0

|X1(s)−X2(s)|2dAN
f (s)

]

.

Putting this together with the estimate (5) for I leads to

I ≤ CT,N,d‖fn − f‖L2(d+1)(K) + 24N2CT,N,d‖∂xfn − ∂xf‖L2(d+1)(K)

+ 6E
[

∫ τ∧τN

0

|X1(s)−X2(s)|2dAN
f (s)

]

≤ C ′
T,N,d‖fn − f‖W 0,1

2(d+1)
(K) + 6E

[

∫ τ∧τN

0

|X1(s)−X2(s)|2dAN
f (s)

]

for some constant C ′
T,N,d. Hold N fixed and take the limit as n goes to infinity in

the last inequality then use (4) to obtain the first claim.
The second inequality is obtained similarly. Indeed, let (gn) be a sequence of

functions such that gn ∈ C∞(K) and

‖gn − g‖W 0,1
(d+1)

(K) → 0.

We have

E
[

∫ τ∧τN

0
|X1(s)−X2(s)||g(s,X1(s))− g(s,X2(s))|ds

]

≤ E

[

∫ τ∧τN

0
|X1(s)−X2(s)|

{

|g(s,X1(s))− gn(s,X1(s))|+ |gn(s,X1(s))− gn(s,X2(s))|

+ |g(s,X2(s))− gn(s,X2(s))|
}

ds
]

≤ 2N2CT,N,d‖g − gn‖L(d+1)(K) + E

[

∫ τ∧τN

0
|X1(s)−X2(s)|

2

∫ 1

0
|∂xgn(s, Z(s, λ))|dλds

]

≤ 2N2CT,N,d‖g − gn‖W0,1
(d+1)

(K)
+ E

[

∫ τ∧τN

0
|X1(s)−X2(s)|

2

∫ 1

0
|∂xg(s, Z(s, λ))|dλds

]

= 2N2CT,N,d‖g − gn‖W0,1
(d+1)

(K)
+ E

[

∫ τ∧τN

0
|X1(s)−X2(s)|

2dAN
g (s)

]

.

Again, hold N fixed and let n go to infinity to obtain the second claim. �

2.2. Proof of Theorem 1. That (1) admits a unique strong solution follows from
e.g. [1, Theorem 2.1]. Let ν ∈ P(Ω) be absolutely continuous with respect to μx.
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We can assume without loss of generality that H(ν|μx) < ∞. Let Q and q be as in
Lemma 3. Under the probability measure Q, the SDE (1) takes the form

(6) dX(t) = σ(t,X(t))dB̃(t) +
{

σ(t,X(t))q(t) + b(t,X(t))
}

dt, with X(0) = x

and the law of X under Q is ν. Furthermore, the SDE

dY (t) = σ(t, Y (t))dB̃(t) + b(t, Y (t))dt, with Y (0) = x

admits a unique solution (see [1]) and the law of Y under Q is μx. That is, (X,Y )
under Q is a coupling of (ν, μx). Thus,

(7) W2
2 (ν, μx) ≤ EQ

[

sup
0≤t≤T

|X(t)− Y (t)|2
]

.

We now estimate the right hand side above. By Itô’s formula, we have

|X(t)− Y (t)|2 =

∫ t

0

2(X(s)− Y (s))σ(s,X(s))q(s) + |σ(s,X(s))− σ(s, Y (s))|2ds

+

∫ t

0

2(X(s)− Y (s))(b(s,X(s))− b(s, Y (s)))ds

+

∫ t

0

2(X(s)− Y (s))(σ(s,X(s))− σ(s, Y (s)))dB̃(s),(8)

where we simply denote by ab the inner product between two vectors a and b. The
difficulty is to deal with the terms σ(s,X(s))−σ(s, Y (s)) and b(s,X(s))−b(s, Y (s)).
This was done in Lemma 4. As in that lemma, we introduce the following random
times: First consider the sequence of stopping times

τN := inf{t > 0 : |X(t)| > N or |Y (t)| > N} ∧ T.

It is clear that τN ↑ T . For each λ in [0, 1] and t in [0, T ], we put Z(t, λ) :=
λX(t) + (1− λ)Y (t). For every N ≥ 0 and t ∈ [0,∞), define

AN (t) :=

∫ t∧τN

0

∫ 1

0

(

|∂xσ(s, Z(s, λ))|2 + |∂xb(s, Z(s, λ))|
)

dλds(9)

:= AN
σ (t) +AN

b (t),(10)

where the (weak) derivative operator acts on the spacial variable. Notice that the
function t 
→ AN (t) is not necessarily strictly increasing. Thus, consider the process
kN (t) := t + AN (t). It is continuous, strictly increasing and satisfies kN (0) = 0.
Moreover, kN maps [0,∞) onto itself. We denote by γN the unique inverse map of
kN . Observe that for eachN , we have γN

t ↑ ∞ as t ↑ ∞. Using (8), Cauchy-Schwarz
and Burkholder-Davis-Gundy inequalities, one can show that for each t ∈ [0,∞) it
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holds that

EQ

[

sup
s∈[0,γN

t ∧τN ]

|X(s)− Y (s)|2
]

≤ EQ

[

∫ γN
t ∧τN

0

|X(s)− Y (s)|2ds+ ‖σ‖2∞
∫ γN

t ∧τN

0

|q(s)|2ds
]

+ EQ

[

∫ γN
t ∧τN

0

|σ(s,X(s))− σ(s, Y (s))|2

+ 2|X(s)− Y (s)||b(s,X(s))− b(s, Y (s))|ds
]

+ 2CBDGEQ

[(

∫ γN
t ∧τN

0

|X(s)− Y (s)|2|σ(s,X(s))− σ(s, Y (s))|2ds
)1/2]

:= I1 + I2 + I3,
(11)

for a (universal) constant CBDG > 0.
We shall estimate each of the terms I2 and I3 separately, since they contain the

differences σ(t,X(t))− σ(t, Y (t)) and b(t,X(t))− b(t, Y (t)). To start with, notice
that I3 can be estimated in terms of I2. In fact, letting ε > 0, by the Young’s
inequality 2ab ≤ εa2 + 1

εb
2, we have

I3 ≤ εEQ

[

sup
s∈[0,γN

t ∧τN ]

|X(s)− Y (s)|2
]

+
C2

BDG

ε
EQ

[

∫ γN
t ∧τN

0

|σ(s,X(s))− σ(s, Y (s))|2ds
]

≤ εEQ

[

sup
s∈[0,γN

t ∧τN ]

|X(s)− Y (s)|2
]

+
C2

BDG

ε
I2.

We subsequently use Lemma 4 (with f := σ and g := b) and identity (9) to get

I2 ≤ 6E
[

∫ γN
t ∧τN

0

|X(s)− Y (s)|2dAN
σ (s) +

∫ γN
t ∧τN

0

|X(s)− Y (s)|2dAN
b (s)

]

= 6E
[

∫ γN
t ∧τN

0

|X(s)− Y (s)|2dAN (s)
]

.

Coming back to (11), since kN (t) := t+AN (t), we have

EQ

[

sup
s∈[0,γN

t ∧τN ]

|X(s)− Y (s)|2
]

≤ EQ

[

∫ γN
t ∧τN

0

|X(s)− Y (s)|2dkN (s) + ‖σ‖2∞
∫ γN

t ∧τN

0

|q(s)|2ds
]

+ εEQ

[

sup
s∈[0,γN

t ∧τN ]

|X(s)− Y (s)|2
]

+ 6
C2

BDG + ε

ε
EQ

[

∫ γN
t ∧τN

0

|X(s)− Y (s)|2dkN (s)
]

.
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The time change s ≡ γN
r (which is equivalent to r = kN (s)) gives

(1− ε)EQ

[

sup
s∈[0,γN

t ∧τN ]

|X(s)− Y (s)|2
]

≤ ‖σ‖2∞EQ

[

∫ γN
t ∧τN

0

|q(s)|2ds
]

+ 7
C2

BDG + ε

ε
EQ

[

∫ t∧τN

0

|X(γN
r )− Y (γN

r )|2dr
]

and using the fact that the function γN is increasing, we then have

(1− ε)EQ

[

sup
s∈[0,γN

t ∧τN ]

|X(s)− Y (s)|2
]

≤ ‖σ‖2∞EQ

[

∫ γN
t ∧τN

0

|q(s)|2ds
]

+ 7
C2

BDG + ε

ε
EQ

[

∫ t

0

sup
s∈[0,γN

r ∧τN ]

|X(s)− Y (s)|2dr
]

.

Choosing ε < 1 and using Gronwall’s lemma, we get

EQ

[

sup
s∈[0,γN

t ∧τN ]

|X(s)−Y (s)|2
]

≤ 1

1− ε
‖σ‖2∞EQ

[

∫ T

0

|q(s)|2ds
]

exp
(

7
C2

BDG+ε

ε(1−ε)
T
)

where we also used the fact that τN ∧ γN
t ≤ T . Letting successively t then N go to

infinity, it follows by Fatou’s lemma, γN
t ↑ ∞, τN ↑ T and the continuity of X and

Y that

EQ

[

sup
s∈[0,T ]

|X(s)− Y (s)|2
]

≤ exp
(

7
C2

BDG + ε

ε(1− ε)
T
) 1

1− ε
‖σ‖2∞EQ

[

∫ T

0

|q(s)|2ds
]

.

Hence, we conclude from (3) and (7) that

W2
2 (μx, ν) ≤ 2 exp

(

7
C2

BDG + ε

ε(1− ε)
T
) 1

1− ε
‖σ‖2∞H(ν|μx).

A close reading of the proof of Burkholder-Davis-Gundy inequality (see e.g.

[15, Theorem 3.3.1]) shows that CBDG = 4
√
2. This concludes the proof. �

2.3. Proof of Theorem 2.

(A): We start by the case when assumption (A) is satisfied. By [1, Theorem 3.1]
equation (1) admits a unique strong solution. As in [1], the idea consists in using
Zvonkin’s transform in order to transform equation (1) into an SDE without drift
then using Theorem 1 to conclude. In the rest of the paper, we denote by L the
differential operator defined by

L =

d
∑

i=1

bi
∂φ

∂xi
+

1

2

d
∑

i,j=1

aij
∂2φ

∂xi∂xj
,

where (aij)i,j=1,...,d is the matrix σ�σ. According to [36, Theorem 2], there exists
a T > 0 small enough such that the PDE

{

∂tϕ+ Lϕ = 0

ϕ(T, x) = x

admits a unique solution ϕ ∈ W 1,2
p,loc([0, T ]) such that: for every t, the function

x 
→ ϕ(t, x) is one-to-one from Rd onto Rd, both ϕ and its inverse ψ belong to
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W 1,2
p,loc([0, T ]) for each p > 1, both ϕ(t, ·) as well as its inverse ψ(t, ·) are Lipschitz

continuous, with Lipschitz constants depending on d, T, ‖b‖∞ and ‖σ‖∞.
Applying Itô-Krylov’s formula, see [18, Theorem 2.10.1] to ϕ(t,X(t))

:= Y (t), it follows that Y satisfies the drift-less SDE

Y (t) = Y (0) +

∫ t

0

σ̃(s, Y (s))dB(s)

with σ̃(t, y) := (σ�∂xϕ)(t, ψ(t, y)). Since σ belongs to W 0,1
2(d+1),loc([0, T ]), and ϕ

belongs to W 1,2
p,loc([0, T ]) for each p > 1 and both ϕ and ψ are Lipschitz, it follows

that σ̃ ∈ W 0,1
2(d+1),loc([0, T ]), more details can be found in [1, page 14, proof of

Theorem 3.1]. Hence, by Lemma 1, the law μy of Y satisfies T2(C), where C is
the constant in Theorem 1. But X(t) = ψ(t, Y (t)) and ψ is Lipschitz continuous.
Thus, the result follows from [10, Lemma 2.1].

(B): We now assume that condition (B) is fulfilled. We need to introduce the
following Banach spaces: For every k ≥ 0 and m ≥ 1, let Hk

m := (I −Δ)−k/2Lm be
the usual space of Bessel potentials on Rd and denote

H2,q
p ([0, T ]) := Lq([0, T ], H2

p ) and H2,q
p ([0, T ]) := {u : [0, T ] → H2

p and ∂tu ∈
Lq
p([0, T ])}.

The space H2
p is equipped with the norm

‖u‖H2
p
:= ‖(I −Δ)u‖Lp

making it isomorphic to the Sobolev space W 2
p (R

d).
Under assumption (B), the existence and uniqueness of X follow e.g. from [35,

Theorem 1.1]. We now show that the law μx of X satisfies T2(C) for some C > 0.
By [17, Theorem 10.3 and Remark 10.4], the PDE

{

∂tui + Lui + bi = 0

ui(T, x) = 0

admits a unique solution ui ∈ H2,q
p ([0, T ]) and this solution satisfies

‖∂tui‖Lq
p
+ ‖ui‖H2,q

p ([0,T ]) ≤ C1‖bi‖Lq
p

for some constant C1 depending on d, p, q, T and ‖b‖Lq
p
. Furthermore, since d/p+

2/q < 1, it follows by [17, Lemma 10.2] that

|∂xui| ≤ C2T
ε/2‖ui‖1−1/q−ε/2

H
2,q
p ([0,T ])

‖∂tui‖1/q+ε/2

Lq
p

with for ε ∈ (0, 1) such that ε+ d/p+2/q < 1 and C2 a constant depending on p, q
and ε. Therefore, it follows that

(12) |∂xui| ≤ C1C2T
ε/2‖bi‖Lq

p
,

so that choosing T small enough, we have |∂xu| < 1
2d . Now consider the function

φi(t, x) := Xi+ui(t, x), i = 1, . . . , d. It is easily checked that the function φi solves
the PDE

(13)

{

∂tφi + Lφi = 0

φi(T, x) = Xi.
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Put φ(t, x) = (φ1(t, x), . . . , φd(t, x)). Due to (12), it holds that
(

1−2d|∂xu|2
)

|x−y|2 ≤ 2|φ(t, x)−φ(t, y)|2 ≤ 2
(

2+|∂xu|2
)

|x−y|2 for all x, y ∈ Rd.

As a consequence, φ is one-to-one (see e.g. the corollary on page 87 of [16]), and
its inverse ψ := φ−1 is Lipschitz continuous.

Since for every t, u(t, ·) belongs to H2
p , then it can be seen as an element of

W 2
p (R

d). Moreover, the derivative of u with respect to t belongs to Lp, it thus

follows that u belongs to W 1,2
p ([0, T ]). Hence, the function φ(t, x) := x + u(t, x)

belongs to W 1,2
p,loc([0, T ]). Itô-Krylov’s formula (see [18, Theorem 2.10.1]) applied

to φ gives

Y (t) := φ(t,X(t)) = φ(0, x) +

∫ t

0

(∂tφ+ Lφ)(s,X(s))ds+

∫ t

0

∂xφ(s,X(s))σdB(s)

= φ(0, x) +

∫ t

0

σ̃(s, Y (s))dB(s)

with σ̃(t, y) := (σ�∂xφ)(t, ψ(t, y)), and where the second equation follows by (13).
The rest of the proof follows as in the case of assumption (A). �

Remark 5. The estimate (12) in the proof of Theorem 2 allows to see that when
T is arbitrary, the conclusion of Theorem 2 still holds provided that ‖b‖Lq

p
is small

enough.

3. Examples

Let us now present a few examples of multidimensional diffusion models with
non-Lipschitz coefficients which fit to our framework.

3.1. Particles interacting through their rank. LetB1, . . . Bn be n independent
Brownian motions. Rank-based interaction models are given by

dXi,n(t) =

n
∑

j=1

δj1{Xi,n(t)=X(j),n(t)}dt+ σi(t)dBi(t) Xi,n(0) = Xi

for some real numbers δj , some measurable, bounded functions σi, with X(1),n(t) ≤
X(2),n(t) ≤ · · · ≤ X(n),n(t) is the system in increasing order. More generally, this
model can be written as

dXi,n(t) = b
( 1

n

n
∑

j=1

1{Xn,j(t)≤Xn,i(t)}

)

dt+ σi(t)dBi(t) Xi,n(0) = Xi

for a given (deterministic) functions b. This model was introduced by [13] in the
context of stochastic portfolio theory. Concentration of measures results for such
systems can be found in [28]. Assume that 0 < c ≤ infi,t |σi(t)| ≤ supi,t |σi(t)| ≤
C for some c, C and that b ∈ L∞ (respectively b ∈ Lp(R, dx) with appropriate
p, d). Then Theorem 2 (A) (respectively Theorem 2 (B)) shows that the law of
(X1,n, . . . , Xn,n) satisfies T2(C) for some C > 0, provided that T is sufficiently
small or, as explained in Remark 5 provided that the norm of b is smalll enough.
This result is for instance valid for the so-called (finite) Atlas model of [2] given by

dXi,n(t) =

n
∑

j=1

δ1{Xi,n(t)=Xpi,n(t)}dt+ σi(t)dBi(t) Xi,n(0) = Xi,

for some constant δ and a permutation (p1, . . . , pn) of (1, . . . , n).
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3.2. Particles in quantile interaction. Quantile interaction models are given
by

dXi,n(t) = b(t,Xn,i(t), V α,n(t))dt+ σ(t,Xn,i(t))dBi(t) Xi,n(0) = Xi,

where V α,n(t) is the quantile at level α ∈ [0, 1] of the empirical measure of the
system (X1,n(t), . . . , Xn,n(t)). That is,

V α,n(t) := inf
{

u ∈ R :
1

n

n
∑

i=1

1{Xi,n(t)≤u} ≥ α
}

.

This model is considered for instance in [8] in connection to exchangeable particle
systems. Theorem 2 can be applied to this case under integrability conditions on b
and mild regularity conditions σ.

3.3. Brownian motion with random drift. In addition to particle systems, our
main result can also allow to derive transportation inequalities for semimartingales.
We illustrate this in Corollary 6. Let g be a progressive stochastic process. We call
Brownian motion with drift the process

(14) X(t) = x+

∫ t

0

g(s)ds+ σdB(t).

We have Corollary 6 of Theorem 2:

Corollary 6. Assume that the constant matrix σ satisfies (2). If the drift g is
bounded and T small enough, then the law μx

t of X(t) given by (14) satisfies T2(C)
for some C > 0 depending on T, σ, d and ‖g‖∞.

Proof. Consider the Borel measurable function

b(t, x) := E[g(t)|X(t) = x].

By [6, Corollary 3.7], we have μx
t = μ̃t, where μ̃t is the law of the weak solution

X̃(t) of the SDE

(15) X̃(t) = x+

∫ t

0

b(s, X̃(s))ds+ σdB(s).

Since g is bounded so is the function b. Thus, the SDE (15) admits a unique strong

solution; see e.g. [1, 34]. Thus, X̃ is necessarily a strong solution and by Theorem
2 μ̃ satisfies T2(C), which concludes the argument. �
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French summaries), Ann. Inst. Henri Poincaré Probab. Stat. 50 (2014), no. 3, 946–974, DOI
10.1214/13-AIHP543. MR3224295

[9] François Delarue, Daniel Lacker, and Kavita Ramanan, From the master equation to mean

field game limit theory: large deviations and concentration of measure, Ann. Probab. 48
(2020), no. 1, 211–263, DOI 10.1214/19-AOP1359. MR4079435

[10] H. Djellout, A. Guillin, and L. Wu, Transportation cost-information inequalities and ap-

plications to random dynamical systems and diffusions, Ann. Probab. 32 (2004), no. 3B,
2702–2732, DOI 10.1214/009117904000000531. MR2078555

[11] Devdatt P. Dubhashi and Alessandro Panconesi, Concentration of measure for the analysis

of randomized algorithms, Cambridge University Press, Cambridge, 2009. MR2547432
[12] Lawrence C. Evans, Partial differential equations, Graduate Studies in Mathematics, vol. 19,

American Mathematical Society, Providence, RI, 1998. MR1625845
[13] E. Robert Fernholz, Stochastic portfolio theory, Applications of Mathematics (New York),

vol. 48, Springer-Verlag, New York, 2002. Stochastic Modelling and Applied Probability.
MR1894767
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