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Abstract

This paper studies the rates of convergence for learning distributions implicitly with the ad-
versarial framework and Generative Adversarial Networks (GANs), which subsume Wasser-
stein, Sobolev, MMD GAN, and Generalized/Simulated Method of Moments (GMM /SMM)
as special cases. We study a wide range of parametric and nonparametric target distri-
butions under a host of objective evaluation metrics. We investigate how to obtain valid
statistical guarantees for GANs through the lens of regularization. On the nonparametric
end, we derive the optimal minimax rates for distribution estimation under the adversarial
framework. On the parametric end, we establish a theory for general neural network classes
(including deep leaky ReLU networks) that characterizes the interplay on the choice of gen-
erator and discriminator pair. We discover and isolate a new notion of regularization, called
the generator-discriminator-pair regularization, that sheds light on the advantage of GANs
compared to classical parametric and nonparametric approaches for explicit distribution
estimation. We develop novel oracle inequalities as the main technical tools for analyzing
GANSs, which are of independent interest.

Keywords: generative adversarial networks, implicit distribution estimation, simulated
method of moments, oracle inequality, minimax estimation, pair regularization

1. Introduction

Generative models such as Generative Adversarial Networks (Goodfellow et al., 2014; Li
et al., 2015; Arjovsky et al., 2017; Dziugaite et al., 2015) have recently stood out as an
important unsupervised method for learning and efficient sampling from a complex target
data distribution. Despite the celebrated empirical success, many questions on the theory
(Liu et al., 2017; Liang, 2017; Singh et al., 2018; Liu and Chaudhuri, 2018) and mechanism
of GANs (Arora and Zhang, 2017; Arora et al., 2017; Daskalakis et al., 2017; Mescheder
et al., 2017) remain to be elucidated.

At the population level, one general formulation of the adversarial framework (Arjovsky
et al., 2017; Li et al., 2015; Dziugaite et al., 2015; Liu et al., 2017; Mroueh et al., 2017)
considers the following minimax problem,

jeDe fers YIENf(Y) XIEuf(X)'

In plain language, given a target probability distribution v, one seeks a simulated prob-
ability distribution p from a generator class Dg, so to minimize the loss incurred by a
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host of test functions inside a discriminator class Fp. In practice, both the generator and
the discriminator classes are parametrized by deep neural networks. To be concrete, Dg
quantifies the implicit distributions realized by neural network transformations that push
forward simple input random variables, for instance, with multi-dimensional uniform or
Gaussian distribution. Fp represents certain neural network functions. In practice, one
only has access to finite samples of the target distribution v. Let us denote 7™ as the em-
pirical distribution based on n i.i.d. samples from v, then the adversarial framework solves
the following empirical problem

€ argmin max E Y)—- E X). 1.1
e argmin max E f(V)~ E_f(X) (11)

Here the first expectation over Y ~ p can be calculated efficiently using simulations with
arbitrary accuracy, since samples from p can be simulated directly by pushing-forward
random inputs. A natural question is to understand, how well the simulated distribution
estimates the target v, under a host of evaluation metrics.

In machine learning language, the adversarial framework is induced by a certain Inte-
gral Probability Metric (IPM) quantifying the closeness between probability distributions.
Define the IPM for a symmetric function class F as

dF(p,v) :=sup E f( )— B f(X —sup/fdu dv).
feFY feF

By choosing different F’s, the adversarial framework can express a host of commonly-
used metrics. To name a few, (1) Wasserstein GAN (Arjovsky et al., 2017): F consists of
Lipschitz-1 functions, and the IPM is the Wasserstein-1 metric dyy (-, ). (2) Maximum Mean
Discrepancy (MMD) GAN (Dziugaite et al., 2015; Li et al., 2015; Arbel et al., 2018): let H
be a Reproducing Kernel Hilbert Space (RKHS), and F consists of functions with bounded
RKHS norm F = {f € H | ||fllx < 1}. (3) Sobolev GAN (Mroueh et al., 2017): F is the
Sobolev class with certain smoothness. (4) Total Variation metric dry (-, -): F represents
all functions bounded by 1. We refer the readers to Liu et al. (2017) for other related
formulations of GAN. Conceptually, the discriminator function class induces a collection of
“moment conditions” assessing the closeness between distributions, as in the Generalized
Method of Moments (GMM) (Hansen, 1982).

In the statistical literature, explicit distribution estimation, or density estimation, has
been a fundamental topic in nonparametric statistics (Nemirovski, 2000; Tsybakov, 2009;
Wassermann, 2006) and in parametric models (Brown, 1986). In the parametric case,
learning density simply reduces to parameter estimation. In the nonparametric case, the
optimal minimax rates have been established for a wide range of density function classes
quantified by the smoothness property (Stone, 1982). However, it is not practical to simulate
samples efficiently from these minimax optimal explicit density estimators, especially for
multi-dimensional data.

The econometrics literature has explored an alternative implicit distribution estima-
tion approach (Back and Brown, 1993; Imbens et al., 1995) using the Simulated Method
of Moments (SMM) (Pakes and Pollard, 1989; McFadden, 1989). Such an SMM ap-
proach turns out to be a special case of GANs in formulation (1.1): SMM implicitly
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estimates the target distribution with a simulated distribution (from a certain paramet-
ric class iz € Dg), by matching the moment conditions (induced by functions f € Fp)
to the empirical distribution 7". In the classic method of moments with finite K mo-
ment conditions {¢x(x), k € [K|}, Fp consists of functions satisfying a quadratic constraint
{f(@) = Xopery wrdn(@) | w! Wl < 1,w € RX} with a given symmetric positive-definite
weight matrix W € RE*K_ In this language, the adversarial framework in (1.1) extends the
SMM to where the moment conditions are induced by a rich class of functions Fp. More
recently, Athey et al. (2019) conducted a systematic empirical study to learn the distribu-
tions of real economic data sets using Wasserstein GAN, suggesting the effectiveness of such
an implicit distribution estimation approach in modern practice, even beyond the typical
computer vision domain.

The current paper studies the Adversarial Framework and Generative Adversarial Net-
works for implicitly learning distributions from a statistical vantage point. As discussed
in the paragraphs before, the problem is fundamental to statistics, machine learning, and
econometrics. We intend to answer the following questions:

1. How well do GANSs learn a wide range of target distributions (both in nonparametric
and parametric cases), under a collection of objective evaluation metrics?

2. How to leverage the adversarial framework to achieve better theoretical guarantees
through the lens of regularization?

We discover and isolate a new notion of regularization, called the generator-discriminator-
pair regularization, which provides rigorous guidance on balancing the complexities of the
generator and discriminator. We emphasize that several curious features of this pair reg-
ularization appear to be new to the literature. As a unified theme in theory, we develop
oracle inequalities for analyzing the generative adversarial framework, which could be of
independent interest for further theoretical research on GANs. It is worth noting that the
early draft of this paper formulated the first statistical framework to study GANs.

1.1 Contributions and Organization

The paper is organized into two main parts: the Adversarial Framework and the Generative
Adversarial Networks.

Roadmap of Results and Overall Goal Our goal is to provide a comprehensive statistical
treatment of the adversarial framework and GANs under two important settings. First,
the generator and discriminator fall under the nonparametric classes, studied under the
adversarial framework. Second, the generator and discriminator are the classes parametrized
by neural networks as in GANs. We summarize in Table 1 a roadmap of results for readers to
navigate. We emphasize that all the theoretical results (including Wasserstein, Sobolev and
MMD GAN, GMM and SMM) follow a unified oracle inequality approach, demonstrating
the universality of our framework. In Table 1, we reserve the following symbols for the
following properties of the theorems.

(Gt):  generator G could be mis-specified for v, v ¢ G. (1.2)
(Ff): discriminator F could be mis-specified for the metric, dr # deyal-

(mx): the result accounts for finite m samples of the generator.
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The main technical contributions are the development of the oracle inequalities for an-
alyzing GANs, and the formulation of the new generator-discriminator-pair regularization.

Goal Evaluation Results Generator Discriminator Property
Metric Class G Class F
Adversarial Sobolev GAN minimax Sobolev W& Sobolev W5
Framework dr optimal
(nonparametric) (Thm. 4)
MMD GAN upper bound smooth RKHS H
(Thm. 7) subclass in
RKHS
oracle results any Sobolev W5 gt
(Thm. 9)
GMM or oracle results any moment gt
SMM (Cor. 11) conditions
Generative dry leaky-ReLLU upper bound leaky-ReLLU leaky-ReLLU FI, mx
Adversarial GAN (Thm. 19)
Network
( eag(r);etsric) drv,djs,dg any GAN or oracle results general general gt, Fi, mx
P SMM (Thm. 13 &
15)
dw Lipschitz oracle results Lipschitz Lipschitz gt, Fi, mx
GAN (Cor. 16) neural neural
networks networks

Table 1: Roadmap of results. The symbols are defined in (1.2): (GT) and (FI) denoting the
mis-specification for the generator class and the discriminator class respectively,
and (mx) indicates the dependence on the number of simulated samples.

Adversarial Framework One key component of GAN is the adversarial framework: evaluat-
ing the performance of the learned distribution by the adversarial loss. Under the adversarial
loss dr,,(+,-) (IPM induced by the discriminator class Fp), we study the minimax optimal
rates for learning the target distribution v based on n-i.i.d. samples. We formulate such an
adversarial framework following the classic nonparametric literature by considering a host
of nonparametric target distributions g and discriminator classes Fp quantified by their
smoothness property. Using an oracle inequality, we extend to the case when the generator
class D¢ misspecifies the target distribution v, for the procedure
fin = arg min max YIEHf(Y) CE XD, (1.3)
Our contributions are: (1) we derive the optimal minimax rates of the adversarial frame-
work for learning a host of nonparametric distribution families, and how to attain the op-
timal rates; (2) we show how the regularities of target v and of the class Fp affects the
minimax rates explicitly, and under what cases fast rates are possible; (3) As a byprod-
uct, we show that GMM and SMM can be derived as a particular case of the adversarial
framework, and obtain explicit non-asymptotic rates for GMM.

Generative Adversarial Networks In practice, GANs are parametrized by deep neural net-
works. Building upon the adversarial framework, we directly analyze the rates for the



STATISTICAL THEORY FOR GANS

following parametrized GANs estimator with the generator network G (parametrized by 6)
and discriminator network F (parametrized by w)

~

O € argmin max {f@m fulge(2)) — E, fw(X)} . (1.4)
0:g0€G wifwEF

Here m and n denote the number of the simulated generator samples and target distribu-
tion samples. We emphasize two key facts about this procedure. First, the distribution
estimator is implicit: the estimator is the probability distribution of a random variable
push-forwarded by the transformation map Z ggmm(Z ) with I Z—>Xand Z ~7

(input uniform distribution). The theory for the implicit distribution estimator (such as
GANS) is missing the current literature. Second, the objective evaluation metrics we inves-
tigate include Jensen-Shannon divergence djg, Total Variation dry, Wasserstein dyy, and
Hellinger distances dp, which all differ from and are misspecified by the generator F.

Our contributions are: (1) we derive the parametric rates on the closeness between the
implicit distribution estimator (distribution of 9. n(Z )) and the target v under objective
metrics, when both G and F are parametrized by geheral neural networks; (2) We rigorously
formulate the complex trade-offs on the choices of the generator G and the discriminator F
as a pair reqularization. We evaluate how this new notion of regularization affects the rates
for GANS; (3) As a direct application of the general theoretical framework, we showcase how
to identify good (G, F) pairs to obtain fast parametric rates using two extreme examples: (a)
learning distributions realizable by deep leaky ReLU networks, and (b) learning multivariate
Gaussian distributions with two-layer networks. In both cases, the upper rates we obtain
provide optimal sample complexity (up to logarithmic factors).

Organization Finally, the paper is organized as follows. Section 2 consists of main nonpara-
metric results and the adversarial framework. Section 3 contains the main parametric results
for GAN with neural network generator and discriminator classes, where we introduce the
new notion of pair regularization. Further discussions on the generator-discriminator-pair
regularization and connections to the regularity theory in optimal transport is deferred to
Section 4. The main proofs are collected in Section 5, with remaining proofs and supporting
lemmas deferred to Appendix A.

1.2 Preliminaries

We now introduce the preliminary background and notations. Let d denote the dimension.
In this paper, unless otherwise specified, we restrict the domain to be Q = [0, 1]¢ and the
base measure m to be the Lebesgue measure on 2. We use u, v, 7w to denote probability
distributions (measure), and also reserve p,(x),p,(x), p(z) for the corresponding density
functions w.r.t the Lebesgue measure (the Radon-Nikodym derivative). In other words, for
ease of notation we use [, f(2)pu(x)dx = [, fdu to denote the same integration. | fq :=

(Jo |f(z)|2dz) Y4 denotes the {q-norm, for 1 < ¢ < oo, and ||w||4 denotes the vector {;-norm

for a vector w. [K]:={1,..., K} refers to the index set, for any K € N-. For a vector or

a multi-index (possibly infinite-dimensional), the subscript 7 denotes the i-th component.

We use the asymptotic notation A(n) = n®, if limsuplog A(n)/logn < «a, holding other
n—oo
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[0}

parameters fixed, similarly A(n) 77 n® if lirginf log A(n)/logn > a. We call A(n) < n
n oo
when A(n) 3 n® and A(n) Z n®.

Next, we introduce the function spaces. For a multi-index v € N‘éo, we use DO)f to
denote the y-weak derivative of the function f : 0 — R. For example, for the special case
of infinitely smooth f € C*(2), D) f takes the simple form DO f = 9l f/92]" ... 0x)¢,
where |y| =, 7.

Definition 1 (Sobolev class: o € N5g) Given a smoothness parameter o € N>g, 1 <
q <00, and a radius r € R>q, the Sobolev class W™4(r) is defined as

Wel(r) =4 f€Q=R: (D IDDf[9e<r

lv|<a

where v is a multi-index and D) denotes the v-weak derivative. For the case ¢ = 2, we
abbreviate the W9=2(r) as We(r).

To extend the analysis to distributions supported on a manifold 2, we further consider
general Reproducing Kernel Hilbert Spaces (RKHS) H C L2 (with 7 as the base measure)
endowed with the RKHS norm || - ||3 and the corresponding positive semidefinite kernel
K(-,-) : 2 x Q — R. By the Mercer’s theorem, one can characterize this RKHS via the
following integral operator T : L2 — H.

Definition 2 (Integral operator of RKHS) Define the integral operator T, : L2 — H,

Tof(z) = /Q K(z,)f()dn (),

and denote the eigenfunctions of this operator by 1; and the associated eigenvalues by t;,i €
N>¢ (sorted in a non-increasing order), with

Tty = tidbs, and / Yy = 6.
Q

We assume that for all target distributions v € G of interest and all 7 € N>, there exists a
universal constant on the variance of eigenfunctions in Def. 2,
sup sup B (X)? < C. (1.5)
veG iGNZO X~y
To measure the complexity of functions from a learning theory perspective, we employ
the following notion of combinatorial dimension for real-valued function, which is credited
to Pollard (1990). We will employ this combinatorial dimension as a complexity measure
in deriving rates for neural network classes.

Definition 3 (Pseudo-dimension) Let F = {f : Q@ — R} be a class of functions. The
pseudo-dimension of F, denoted by Pdim(F), is the largest integer m such that: 3(X;,y;) €
Q xR,i € [m], for any (by,...,by) € {—1,1}™ there exists f € F such that sign(f(X;) —

Finally, for two functions f : R — R and g : RP — R%, denote fog to be the composition
f(g(x)). We use the following notation for the composition of function classes

FoG:={fog|feF, geg} (1.6)
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2. The Adversarial Framework

We start by investigating the adversarial framework, including the Wasserstein, Sobolev,
and MMD GAN, and GMM. Recall that the adversarial framework employed by GANs
proposes to evaluate the accuracy of learning densities via the adversarial loss specified by
the discriminator class. The goal of this section is to study the optimal minimax rates
for learning a wide range of distributions, on a host of evaluation metric defined by the
adversarial framework. Through the lens of nonparametric statistics, we answer how the
structure of the distribution and the choice of the evaluation metric affects the optimal
rates, and when fast rates are possible.

2.1 Minimax Optimal Rates

Theorem 4 (Minimax optimal rates, Sobolev) Let Q = [0,1]¢. Consider the target
distribution class G = {v | p,(z) € W(r)} in a Sobolev class with smoothness o € N>,
for some constant r > 0. Consider the evaluation metric induced by F = W5(1), a Sobolev
class with smoothness B € N>o. The minimaz optimal rate is

atp

. ~ _oakB 1
infsupEdr (v,v,) <Xn 20+d V2,
Vn peg

where v, is any estimator for v based on n i.i.d. samples X1, Xs,... X, ~v.

Remark 5 The above establishes the minimax optimal rate for Sobolev GAN, with explicit
dependence on the smoothness of the density o and that of the evaluation metric 5 (here
8 = 1 for Wasserstein GAN and 8 = 0 for TV as special cases, since our minimax lower
bound holds for the special subclass W5°°). First, note there is an interesting transition
at S = d/2 (without depending on «): above it the rate is parametric n_%, and below it
the rate is nonparametric. Second, to avoid the curse of dimensionality in the rates, one
needs the sum of smoothness to be proportional to the dimension, that is, a« + 8 = ©(d).
Note when § is large, the rate is indeed faster, however, under a weaker evaluation metric.
How to choose a good discriminator F in GANs with a provable guarantee under strong
evaluation metrics such as dry will be answered in Theorems 13-19.

Remark 6 (Relations to the literature) The above theorem is an improvement to an
earlier draft (Liang, 2017) of this paper, which was the first to formalize nonparametric
estimation under the adversarial framework. The improvement on the upper bound is in

one line of the original argument, specifically Eqn. (5.1). The minimax lower bound of
a+s
n~ 2atd was first established in the earlier draft of this paper (Liang, 2017, pages 18-19).

In ‘lchis version, we also provide a formal construction for the parametric lower bound of
n~2. We remark that the improvement of the upper bound in Liang (2017) was first
derived in a follow-up work (Singh et al., 2018) (see the discussion therein), in a general
setting. Optimal upper bound of similar flavor was also obtained in Mair and Ruymgaart
(1996) with a different setup. After this paper was posted, there has been a growing list of
works studying distribution estimation under the adversarial framework, with more general
metrics and target distribution classes, to name a few, Singh and Péczos (2018); Bai et al.
(2018); Weed and Berthet (2019); Lei et al. (2019); Chen et al. (2020).
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A closely related problem is: given X1, ..., X, i.i.d. samples from v and Y7,...,Y, i.i.d.
samples from pu, the optimal minimax rate for “estimating the IPM” between p and v. In
a follow-up paper, Liang (2019) showed that curiously, estimating the IPM itself is just as
hard as estimating distributions under the IPM when < d/2, in the following sense

loglogn

a+ps ~ atf
n”2atd < inf sup E [Ty — dr(u, v)| < n”2eid | (2.1)
logn Tn 1,VEG

where T}, is any estimator based on the samples. This result shows that in the hard regime
B < d/2, even evaluating whether two distributions are close is just as hard as estimating
the distributions under the IPM dr.

One can generalize the above theorem to more general RKHS. The motivation is to
accommodate target distributions supported on image manifolds, with similarity better
measured by non-linear kernels. It is useful to derive the explicit dependence on the intrinsic
dimension of the manifold and the kernel, rather than the ambient dimension d. The Sobolev
class considered in Thm. 4 can be viewed as a special RKHS when the smoothness index is
large enough (De Vito et al., 2019). In addition, the generalization will enable us to provide
theoretical rates for MMD GAN (Dziugaite et al., 2015; Li et al., 2015; Arbel et al., 2018).

Theorem 7 (MMD rates, RKHS) Consider a RKHS H C L2, with © being a base
measure. Assume that the eigenvalues of the integral operator T, decay as t; =< i~% for
all i € Nxg, with parameter k € Ryg. Consider the evaluation metric induced by F =
{f 1 Ifllix < 1}, and the target distribution v whose Radon-Nikodym derivative (%”r w.r.t
7 lies in a smooth subclass G = {v | ”7;:()\71)/2%”7{ < r} with smoothness parameter
A € Ryg (for some fixed radius r > 0). Under the assumption (1.5), the following upper
rate holds
_ (A th)k 1
supEdr (v,vn) S n” 2542 V™ 2.
veg

Remark 8 (Intrinsic dimension) Remark that the above corollary works with general
base measure m and domain . Here the target (Radon-Nikodym derivative Z—;’r) lies in a
subclass of the RKHS when A > 1, with A quantifying its smoothness: the high frequency
component decays sufficiently fast. This is a standard formulation studied in the RKHS
literature, see Caponnetto and De Vito (2007). The parameter x describes the intrinsic
dimension of the integral operator. When x > 1, the intrinsic dimension (trace of 7T) is

bounded as Tr(7;) = > ;5,1 " < C, therefore the upper bound reads the parametric rate
_ Dk - . _ .
n" T4z VT3 = n~3. When & < 1, to obtain Edr (v,v,) < €, the sample complexity

scales as

n = 62+%‘H(%_1).

Therefore the curse of dimensionality only appears in the effective dimension, described by
1/k.

The Sobolev class W7 can be regarded as a special RKHS with x = 23/d. The reason
can be seen from the Sobolev ellipsoid Def. 25 (a weighted L?-space same as RKHS), with
corresponding a weight-decay t; = (i%/4)=# =< (1 4 ||€||?)~". Here i(¢) is the lexicographic
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re-ordering of the multivariate Fourier index £. In such a case, the generator class W can
be thought as subclass G in Thm. 7 with A = /5. Plugin A = a/f and x = 2//d, the

ats
bound in Thm. 7 recovers n Zata which agrees with Thm. 4. Therefore the lower bound in

Thm. 4 suggests that the rate for MMD GAN is also sharp, for a particular subclass.

2.2 Oracle Inequality and Regularization

In this section, we use a simple oracle inequality to show that when the generator class
Dg—typically represented by neural networks—is misspecified for the target distribution
v, one can still derive oracle results based on the adversarial framework.

Let us recall the notations. Denote D¢ to be class of distributions represented by the
generator, and Fp to be the class of functions realized by the discriminator

[in = arg min max { E f(Y)- E f(X)}. (2.2)

pLED: feFp | Y~pu X~y

where v, is some estimate of the distribution based on n i.i.d. drawn samples from the
target distribution v.

The goal in this section to extend our adversarial framework to obtain upper rates for
(2.2). In addition, the oracle inequalities (Lemma 23 and 12) developed will be crucial for
model misspecification, which makes the results of practical relevance.

Theorem 9 (Misspecification: nonparametric) Let Dg be any generator class. Con-
sider the discriminator metric induced by Fp = WP(1). Consider the target density
py € W(r). With the empirical distribution D" := %Z?:l dx, as the plug-in, the GAN
estimator

n € arg min max {/ fd,u—/ fdﬁ“} ,
weDe T€FD L/ Q
learns the target distribution with rate

1
Edr, (lin,v) < min dr, (p,v) +n" 4 V cen

pneDg \/’ﬁ '

In contrast, there exists a reqularized U™ as the plug-in

[l € arg min max {/ fd,u—/ fdﬁ”} ,
weDe T€FD L/ Q

where a faster rate is attainable

~ . _atB 1
Edr, (fin,v) < min dr, (p,v) +n" 20574 V — .
pnEDg n

The proof of the above theorem is based on a simple oracle inequality Lemma 23. Later,
we will generalize the oracle inequality (see Lemma 12) to establish rates when both the
generator and discriminator are neural networks, and when one only has finite m simulated
samples from the generator. Curiously, a generalization of the oracle inequality gives rise

to a curious notion of pair regularization, which we will study in Section 3.
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Remark 10 (Regularization) Observe that the rates satisfy n~sata \/ /2 3 Y,
n~1/21ogn. Namely, the regularized empirical distribution as the plug-in for GANs attains
a better upper bound. In a high level, the regularized empirical distribution " filters
out high frequency component of the empirical distribution to enforce regularization. We
mention that to obtain an implementable algorithm for the smoothed /regularized empirical
distribution 7™ in Thm. 9, one may use the following in practice

do™ 1 z—X;
¥ Nk
dx nhn,Z ( hn )’

with specific choices of the kernel K and bandwidth h,. When using the Gaussian kernel,
this so-called “instance noise” technique (Sgnderby et al., 2016; Arjovsky and Bottou, 2017;
Mescheder et al., 2018) is used in GAN training: each time when evaluating the stochastic
gradients for generator and discriminator, sample a mini-batch of data and then perturb
them by a Gaussian. Statistically, one may view this data augmentation (or stability to
data perturbation) as a form of regularization (Yu, 2013), to prevent the generator from
memorizing the empirical data and learning a too complex model. We will show in Section 3
that, curiously, the choice of generator and discriminator pair can also serve the goal of
regularization.

2.3 Application: Generalized/Simulated Method of Moments

We show how the adversarial framework and the oracle inequality established so far can
be used to derive non-asymptotic bounds for using the Generalized Method of Moments
(GMM) to estimate distributions implicitly (Hansen, 1982; Back and Brown, 1993), with a
particular choice of Fp specifying the moment conditions.

Let {¢x(x), k € [K]} be a set of functions of cardinality K that determine the moment
conditions. For instance, ¢x(x) = 2*,k € [K] in the standard method of moments. Let
W € REXK be a symmetric positive-definite matrix. Specify the discriminator class as

Fp={f@)=Y wiop(z) |w Wilw<1y. (2.3)
ke[K]

In such a case, the adversarial framework reduces to GMM.

Corollary 11 (GMM and the Adversarial Framework) Let K € N be finite and W €
REXE be o symmetric positive-definite weight matriz. With the choice of Fp in (2.3), the
GAN estimator [i,, in (2.2) implements the GMM. In addition, the following non-asymptotic
guarantee holds

Edr, (fin,v) < min dr, (p,v) +4-
w€Dg

\/EXNV[Zi,jE[K} Wi i(X) 5 (X)]

n

Remark that under mild conditions on the moments Ex ., ¢,(X)2,k € [K] and the weight
matrix W, the non-asymptotic bound is of the order /K /n, which is the optimal parametric
rate \/Pdim(Fp)/n, in view of the lower bound in Thm. 4.

10
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Let us elaborate on why the Simulated Method of Moments (SMM) is contained in the
GANs formulation to be considered in Section 3. Recall the GANs estimator (1.4) with
parameter 6, the generalized moment equations M (#,z) € R¥ in such case are precisely

M(6,2) = E_[6(90(2))] - 0u(a), k € [K] (2.4)
with the simulated counterpart

M6, 2) = B [61(90(2))] = d(2) - (2:5)
The SMM is the GANs estimator as in (1.4)

O € arg min (EnMSim(H, X))T W (EnMSim(e, X)) . (2.6)

Thm. 13 and 15 in the next section derive non-asymptotic upper bounds for such SMM,
with the form /Pdim(F)/n + /Pdim(F o G)/m (overlooking logarithmic factors).

3. Generative Adversarial Networks

In this section, we consider when both the generator and discriminator are parameterized
by neural networks, and derive rates applicable to GAN used in practice (as well as SMM).
To be specific, let F = {f,,(z) : R — R} be the discriminator functions realized by a neural
network with parameter w describing the weights of the network. Let G = {gp(z) : RY — R9}
be the generator neural network transformation with weights parameter 8. We keep this
parametrization in an abstract form for now as we will first state our general theorems before
applying them to specific cases. Consider Z ~ 7 as the random input with distribution ,
and the target distribution X ~ v. Denote ug as the probability distribution of gy(Z).
Consider the parametrized GAN estimator used in practice

~

O € argmin max {Em fulge(2)) —E, fw(X)} , (3.1)
0:90€G w:fw€F

where m and n denote the number of the generator samples (simulated) and target distri-
bution samples.

Let us state the goal of the current section and connect to the adversarial framework
established. So far, we have derived the optimal rates for nonparametric densities under
strong evaluation metrics such as Wasserstein (8 = 1) or total variation distance (5 = 0).
The curse of dimensionality in the sample complexity is inevitable unless the distribution
class of interest is sufficiently structured (smooth). Two questions naturally arise. First,
for the structured parametric distributions such as those parametrized by the generator
networks in GANs, are fast parametric rates attainable? Second, can one obtain fast rates
under the strong evaluation metric using a discriminator metric induced by neural networks
as in GANs, which misspecifies the evaluation metric? We will answer both questions,
directly for GANs estimator (3.1).

11
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3.1 Generalized Oracle Inequality and Parametric Rate

First, we will generalize the oracle inequality to GANs estimator 6’Amn (3.1). Then we will
show that the oracle approach, when applied to neural network classes, sheds light on the
choice of generator-discriminator-pair as regularization.

Lemma 12 (Generalized oracle inequality) Consider the GANs estimator é\m,n defined
in (3.1). Recall the composition in Def. (1.6). For any gy € G, denote ug as the probability
distribution of go(Z),Z ~ w. Under the condition that F and F o G are symmetric, the
following oracle inequality holds for any 0 with g9 € G,

dr (Ma

Here for any distribution u, i™ denotes the empirical distribution based on n i.i.d. samples
from .

ov) S drlug,v) + 25 (77,0) + dr (', ) + drog (™, 7).

The innovative aspects of the above Lemma are two-fold. Firstly, the Lemma provides
upper bound on the implicit distribution estimator 1, (distribution of the random vari-
able g5 n(Z ), without knowing the explicit form of the density function in general. Note
that we do have direct sampling mechanisms by transforming the random variable Z, which
is a computational advantage. Secondly, we make explicit the dependence on the number
of generator samples m, in addition to the number of target samples n. The role and
complexity of the generator network is made explicit in the bound. It is clear that when
m — 00, the current lemma reduces to Lemma 23. This Lemma made explicit the choice
of simulated samples m relative to the real-data samples n, and how the classes G and F
affect the equation. Clearly, such a bound will also prove useful in analyzing SMM.

Next, we apply Lemma 12 to establish parametric rates for distributions realized by
neural networks, in the following Thm. 13 and 19 (with their corollaries). We emphasize
again here that GANs only use a misspecified discriminator F parametrized by neural
networks with limited capacity. And dr is different from the the objective evaluation
metrics such as dpy, dy.

Theorem 13 (GANs upper rate on KL: parametric) Consider GANs estimator

~

emm c e 2 {Emfw 99(Z _Enfw X } . 3.2
GaneG wifuCFfullsB (96(2)) (X) (3.2)

where B > 0 is some absolute constant, m and n denote the number of the generator samples
and target distribution samples. Recall the pseudo-dimension defined in Def. 3. For total
vartation distance, and Kullback-Leibler divergence, we have

1
Ed%ﬂv (l/, Mé\m,n) < - [EdKL <VH'U/§m,n) —I—EdKL (M@mynHl/)]

— 4
1 . DPv B . DPu, 1/2
< = -supinf |[log = — f. + —— -inf ||log =2
2 7y Puo Ml 4V2 0 o o

m n m

+C. \/Pdim(]-“) <1°gm v 10g"> v \/sz’m(]—"o g)lem

where C > 0 is some universal constant independent of Pdim(F), Pdim(F oG) and m,n.

12
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Note that when F,G are both neural network classes, F o G is also a neural network class
with a larger architecture. The upper bound above on the Jensen-Shannon, Kullback-Leibler
divergence, and TV distance consists of three parts: the approximation errors Ay (F,G,v),
A2(G,v) and the stochastic error S(F,G,n,m),

1 14
Al(]:agﬂ/) := — - supinf logL_fw 7
2 9w 1 o
B o |12
A g7 .= —— .inf ||lo DHo , 3.3
2( V) 4\/§ 1101 g pl/ o0 ( )

Snm(F,G) i= \/Pdim(]-“) <10gm v 10gn> y \/Pdim(}_og)lo?gnm |

We emphasize that the term A;(F,G,v) is in a maximin form supy inf,,, which is crucial
and differs from the minimax form infgsup,. In English, A;(F,G,v) describes how the
best discriminator function f,, that can express the class of density ratios p,,/p,, A2(G,v)
reflects the the expressiveness of the generator class, and S, ,(F, G) describes the statistical
complexity of both the generator and discriminator. In the next section, we will elaborate
on the interplay among the two approximation error terms Ay (F,G,v), A2(G,v), and the
stochastic error term Sy, ,,,(F,G).

Remark 14 To obtain non-trivial rates, the above theorem requires py and v to be ab-
solutely continuous, for all 6 of interest. However, this is not essential, as similar results
hold qualitatively the same for the non-absolutely continuous case, based on the Hellinger

-1 < \/‘/?:_7\/7 Vii‘" < 1 is well-defined even for

non-absolutely continuous distributions pg and v.

distance. As shown in the next theorem,

Theorem 15 (GANSs upper rate on Hellinger: parametric) Consider the same GANs
estimator O,, , as in Thm. 13. The for the Hellinger distance,

antu = ([ (i)
we have

2y (v, ) <2 ()

< 2. supinf ’\/E’_ Vp“"_fw + 9B -inf VP = /Pug
o @ |IVPv+ /Pug o 0 || v/Pv + /Pus |l o

+C. \/sz'm(]-") <1°gm v k’g”) v \/sz’m(}"o g)lsm.

m n m
where C' > 0 is some universal constant.

Finally, as a corollary of Thm. 13, one can establish similar results for the Wasserstein
distance.
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Corollary 16 Recall the definitions in (3.3). Assume that F is with Lipschitz constant Lx
and G with Lg. Then for either (1) Z ~ N(0,1), or (2) Z,X lie in [0,1]%, we have

Edfy (v, ) < C1 AlF.Gv) + Co- A2(G,v) + Cs - Spn(F.0)

where C1,Cq,Cs > 0 are some constants independent of Pdim(F), Pdim(F oG) and m,n,
but depend on Lx,Lg.

3.2 Generator-Discriminator-Pair Regularization

In this section, we discuss the new pair regularization, and its trade-offs presented in
Thm. 13. In GANs, both the generator and discriminator are choices of tuning parameters
for users to specify. Therefore, the trade-off between approximation error and stochastic
error is more complicated. We use the following two thought experiments to explain the
intricacies of the generator-discriminator-pair choice.

1. For a fixed generator class G, when the discriminator class F increases the complexity,
it will be easier for the discriminator to tell apart good and bad generators in the TV
sense (w.r.t. the target distribution). However, the stochastic error becomes larger
as one is learning from a large discriminator model in GANs. This is reflected in
the upper bounds obtained in Thm. 13 and 15, shown along the blue dashed arrow
direction in Fig. 1.

2. For a fixed discriminator class F, as the generator G becomes more complex, it is
capable of expressing distributions closer to the target. However, at the same time,
it introduces difficulty for two reasons. First, the generator may create distributions
that are far from the target distribution in the TV sense, but indistinguishable to
the discriminator. Second, the stochastic error becomes larger as one is learning from
a larger generator model. The above is shown by the red dashed arrow direction in
Fig. 1.

In general, regularization using the generator-discriminator-pair is more subtle than the con-
ventional approximation and stochastic error (or bias and variance) trade-off. We visualize
such trade-offs in Fig. 1, with A;(F,G,v), A2(G,v) and S, ,(F,G) defined in (3.3). Here,
the tuning parameters lie in a two-dimensional domain, rather than in a one-dimensional
index. For a fixed target v, as (G, F) both become richer, A2(G, ) decreases, Sy, m(F,G)
increases, but A;(F, G, v) may increase, decrease or stay unchanged. On the one hand, one
can eliminate some (G, F) pairs using notions of dominance. The simple U-shaped picture
for bias-variance trade-off no longer exists. On the other hand, by stepping into the two-
dimensional tuning domain, there are more choices for tuning pairs that potentially give
rise to better rates, which we will showcase in Thm. 19.

The following corollary concerns Ay (F, G, v) and As(G,v) through choosing the generator-
discriminator-pair, as a step towards understanding the new notion of pair regularization

for GANSs.

Corollary 17 (Choice of generator and discriminator) Consider the target distribu-
tion class v € Dg, and the generator distribution class ug € Dg. With the discriminator

14
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Ay(G,v) =0
A(F,%,1)=0
A(F,%,1)=0

and Ax(Z,v) =0
dominated by

6% F4)
- (G Fs)

Discriminator Class
AYF G, V) LSun(F, D) 1

e :N:L‘;--.__.)

Al\(«%‘?g_v) 1. 4E ). Sun(F. 91

Generator Class &

Figure 1: Pair regularization diagram on how well GANs learn distributions in TV distance,
when tuning with generator G and discriminator F pair. The diagram is illus-
trated based on upper bounds on TV distance, namely A;(F,G,v) + Aa(v,G) +
Snm(F,G) in Thm. 13. The red shaded region corresponds to A2(G,v) = 0 and
the blue shaded region is A;(F,G,v) = 0. The grey dashed line corresponds to
the indifference curve for the statistical error Sy, ,,,(F,G). One can see that the
choice (G, Fx) dominates the other choices in the grey shaded area, and the other
choice on the same grey dashed line.

chosen as
Fp = {log(p,) —log(py,) | for all v € Dgr, po € Da},
then
A (F,G,v)=0. (3.4)

In addition, if the generator is well-specified in the sense Dg 2 Dg, then

Ag(g, V) = O. (35)
With such choice of Dg and Fp, Ed2TV <y, M@nn> 3 Sum(F,G).

Remark 18 (Pair regularization diagram) Let us illustrate the above corollary using
Fig. 1. Eqn. (3.4) corresponds to the blue shaded region in the diagram, Eqn. (3.5) represents
the red shaded region, and the intersection is highlighted by the grey shaded region. At
the intersection, the approximation error A(F,G,v) is zero, so all pairs are dominated by
the choice (G, Fx) (as other pairs have a larger variance S, ,,(F,G)). In addition, we argue
that (Gs, Fx) is also the best solution along the indifference curve for S, ,,(F,G), denoted
by the grey dashed line. To see this, moving (G, Fx) towards the northwest direction
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on the indifference curve away from (G, Fx), A1, Sy stay unchanged, but Ay(G,,v) <
Ay(G',v). Moving (G', F') towards the southeast direction, Ay, Sy, stay the same, but
A1(Gy, Fuyv) < A1(G', F',v). Similarly, one can argue that all pairs above the indifference
curve is dominated by (G., Fx). We defer the further discussion on the pair regularization
versus the classic regularization to Section 4.

3.3 Applications: Deep ReLU Networks and More

We showcase how to apply our pair regularization theory to GANs used in practice in this
section. We consider two special cases of neural network generator and discriminator and
derive the rates for implicitly estimating certain parametric distributions. The two appli-
cations demonstrate two extreme cases of GANs. One is a deep ReLU GAN for learning a
complex implicit distribution. The other is a two-layer GAN for learning a simple multi-
variate Gaussian distribution. In both cases, our theory exhibits a near-optimal dependence
on the dimension and the network depth.

Let’s introduce the neural networks parameter space. The generator gy(-) : z — x is
parametrized by a Multi-Layer Perceptron (MLP):

hO =z,
h; = O‘a(VVlhl_l + bl), O0<l<L
x=Wrhr_1 + b,

where h; denotes the output of hidden units, and x is the final output of the MLP. Here
the activation is leaky ReLLU

04(t) = max{t,at}, for some fixed 0 < a < 1. (3.6)
Denote the parameter space for the generator weights as
0cO(dL):={0=W ecR¥> b eR1<I<L)|rank(W;) =d,V1 <1<L}.

We require the W; to be full rank so that the generator transformation gy is invertible.
One can verify, when the input distribution Z ~ U([0,1]¢) is uniform, the class of densities
realizable by gg(Z), for 6 € ©(d, L) has the following closed form,

L-1 d

108 (Pug () = 1 3 D Ly ()0 + co(0), (3.7)

=1 i=1

with some proper choice of ¢1, ¢o(0). Here my;(x) is the function computed by the i-th hidden
unit in the I-th layer of a certain MLP !, with dual leaky ReL.U activation (defined in next
paragraph) and weights properly chosen as a function of . For details, see derivation (5.7)
and (5.9). Remark that from the closed form expression, as the depth grows (as a function
of n), the generator is capable of expressing increasingly complex distributions. Clearly
from the expression, one can see that for any 0,6 € O(d, L), g and pug are absolutely
continuous.

1. The architecture and weights depend on the generator network g, with depth L and d hidden units in
each layer.
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The discriminator f,(x) : R — R is parametrized by a feedforward neural network
with activation functions include dual leaky ReLU activation

o, (t) := min{t,at}, for a > 1, (3.8)

and threshold activation o (t) := 1i<o. The feedforward network has the following struc-
ture: hidden units are grouped in a sequence of L layers (the depth of the network), where
a node is in layer 1 < [ < L, if it has a predecessor in layer [ — 1 and no predecessor in
any layer I’ > [. Computation of the final output unit proceeds layer-by-layer: at any layer
| < L, each hidden unit u receives an input in the form of a linear combination Z,w,, + by,
and then outputs o, (¥, w, + b,), where the vector Z, collects the output of all the units
with a directed edge into u (that is, from prior layers). w denotes all the weights in such
feedforward network.

Theorem 19 (Leaky-ReLU generator and discriminator) Consider a MLP genera-
tor g : R? — R?, 0 € ©(d, L) with depth L and width d, using leaky ReLU a,(-) activation
(3.6) with any 0 < a < 1. Consider the class of realizable distributions, that is, X ~ v
enjoys the same distribution as gg, (Z) with some 6, € O(d, L) and Z ~ U([0,1]%). Choose
the discriminator f., : R? — R to be a feedforward neural network (architecture shown in
Fig. 2) with depth L + 2, using dual leaky ReLU af/a(-) (3.8) activations, with parameter
w € Q(d, L) defined in (5.11).

Then, the GAN estimator 1, defined in (3.2), satisfies the following parametric rates

1 1
Ed2TV (u, u§m7n> = \/dZLQ log(dL) ( ogm y Ogn)'

m n

Generator &

Figure 2: Illustration of discriminator F (feed-forward network) and generator G (multi-
layer perceptron) in Thm. 19, for L = 3.
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Remark 20 The above theorem is derived using Thm. 13 and Cor. 17. Here we use the
neural networks’ architecture to perform pair regularization. Remark that our results allow
for very deep ReLU neural network with L 3 v/n Am/log(n V m). The sample complexity
on the dimension is d?, which is desirable due to the fact that even estimating a parametric,
multivariate Gaussian distribution N(0,Y) requires at least d? samples (see also Cor. 22).

The goal here is to show with a good choice of (G, F) suggested by the pair regular-
ization, near-optimal sample complexity is attainable. In a nutshell, one needs to identify
a pair of (G, F) such that both A;(F,G,v) and A(G,v) are small. One sufficient choice
of pair regularization to establish Thm. 19 and Cor. 22 is: choosing the smallest G, with
As9(G,v) = 0 first, and given that, selecting F, with A;(F,G,,v) = 0. With the above,
careful calculations of the S, ,,(Fx,Gx) establish the results. Admittedly, we do not aim
to identify the optimal pair of (G4, Fy) over the entire generator-discriminator-pair tuning
domain. Such optimization can be hard. The reason is, to characterize the implicit dis-
tribution of 9. (Z) given by neural networks transformations, and how it approximates
general nonpardﬁletric target distribution v is a future work outside the statistical goal of
the current paper.

Remark 21 (Relations to literature) Investigations on the parametric rates for GANs
have been considered in Bai, Ma, and Risteski (2018), based on spectral norm-based ca-
pacity controls as regularization of networks, that is, VI € [L], |Wi|lop, W, |lop < C. The
approach they took is to establish multiplicative equivalence on dz(u,v) =< dw(u,v) for
u, v € G restricted to the generator class.

In contrast, we make use of the oracle inequality approach developed in an early version
of the current paper (Liang, 2017), and the notion of pair regularization. We study through
the angle of pseudo-dimensions, without requiring that the spectral radius of each W, I/Vl_1
being bounded. This has two advantages. First, the generator class can express a wider
range of densities, as we only require that W; has full rank. Second, we make explicit the
dependence of the depth of the neural networks L in the rate. In addition, we are able to
get a better polynomial dependence on both the dimension d and the depth L, in the error.

Finally, as a sanity check, we show that GANs can also achieve the correct dimension
dependence in sample complexity, n = O(d?log d), when estimating multivariate Gaussian
with unknown mean and covariance: from classic information-theoretic lower bounds, n =
O(d?) samples are necessary. The example is to showcase that with the power of pair
regularization, GANs can obtain provable guarantee in classic realms.

Corollary 22 (Multivariate Gaussian estimation) Consider v ~ N (b, %) a multi-
variate Gaussian in RY. Consider a linear generator (neural network with no hidden layer)
with input distribution N(0,1,) (p > d), and the discriminator to be a one hidden layer
neural network with quadratic activation o(t) = t2, the GAN estimator 1, defined in

(3.2), satisfies the following rate,

d*logd = (pd+ d?)log(p +d)
2 . =<
By () 2 LD,
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4. Discussions and Future Work

4.1 Pair Regularization and Regularity in Optimal Transport

We now discuss an interesting connection between the pair regularization theory developed
in this paper and the regularity theory in optimal transport. To illustrate such a connection,
consider the dual formulation of the Wasserstein-2 distance (Ambrosio and Gigli, 2013,
Chapter 2) between the input distribution 7 and the target distribution v, both supported
on bounded open subsets of R,

1
*d%@(ﬂ', v):= sup / fd77+/ fedv (4.1)
2 FRIGRJZ x

with f¢(x) := inf.cz ||z — 2||?/2 — f(z) is conjugate to f. Here the continuous function

f is also referred to as Kantorovich potential. Brenier showed (Ambrosio and Gigli, 2013,
see Theorem 2.26) that under mild conditions on 7, v, the optimal f, (up to an additive
constant) that maximizes (4.1) must satisfy: (1) ||z[|?/2 — f«(2) is convex, and (2) the push-
forward map Id — Vf, : z — z transforms the input distribution 7 (on Z) to the target v
(on X)

vV = (]d - Vf*)#ﬂ' .

Such a transformation is exactly what is needed for learning distribution implicitly as in
GANSs. In the view of GANSs, the above precisely present a pair of generator and discrimi-
nator with the choice (gy, fx) satisfying

g =1d—Vf, .

Conceptually, the above equation conforms with the “pair regularization” idea: when the
generator class {g,} exhibits certain structure, the discriminator class { f,} should be picked
judiciously to utilize such structure, and vice versa. This is closely related to Caffarelli’s
regularity theory in optimal transport (Caffarelli, 1991, 1992): for example, when the dis-
tribution class 7, v € G (generator) satisfy that p., p, are a-smooth densities in Holder class
W then the optimal dual potential f € F (discriminator) is (a + 2)-smooth W+2:°,
under the domain conditions that X', Z are convex with smooth boundaries.

4.2 Statistical Advantage of GANs

We further discuss the following question: overlooking computation, what is the advantage
of GANs compared to classic nonparametric and parametric models? We use the diagram
as in Fig. 3 (see Appendix) to illustrate some conclusions and conjectures.

Classic parametric models can be viewed as the left interval (along the y-axis) in Fig. 3,
where the generator class G is limited. The discriminator is assessing how well we esti-
mate the finite parameters, which relates to how well we are learning distributions in the
parametric class. More advanced discriminator won’t help.

Classic nonparametric density estimation can be viewed as the top interval (along the
x-axis) in Fig. 3. Here the evaluation metric is either L? or L°°, and by tuning the generator
class G (using sieves, kernels, etc.), optimal rates are achieved when the target density lies in
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a certain nonparametric class. The minimax theory for the adversarial framework (Thm. 4)
informs us, when the target is nonparametric, tuning with the generator class is optimal:
there is no theoretical gain in utilizing the generator-discriminator-pair to tune. Though,
with simpler evaluation metrics, one can obtain faster rates, shown in Thm. 4.

Empirical distribution, or data memorization can be viewed as the right interval (along
the y-axis) in Fig. 3. Here the generator class is flexible enough to memorize the training
data, and one should try to avoid this through regularization (Thm. 9).

For a certain target distribution v (in between parametric and nonparametric for many
realistic cases), we conjecture that tuning with the generator-discriminator-pair (G, Fy)
could potentially explain the empirical success of GANs on the statistical side. One can
tune the generator and discriminator pair with deep neural networks, thus navigating in the
two-dimensional domain balancing A;(F,G,v), A2(G,v), and S, (F,G) simultaneously.
As seen in Thm. 19, the discriminator and generator classes should be chosen as a pair with
matching complexities: one being too complex the other being simple does not help. In
view of the optimal transport theory, the dual potential (discriminator f,), and the push-
forward map (generator transformation I; — V f,) should be parametrized and chosen in a
way with matching complexities. Though in a high level, the above message is important
for the practical architecture design of GANSs.

Admittedly, to fully understand pair regularization, one may need to rethink the class of
distributions of interest. For instance, what constitutes “low complexity” or “structured”
class beyond the “smoothness” considered in the nonparametric literature. In this paper,
we only study the statistical framework of how well GANs learn distributions, assuming
the optimization, say (3.2), can be done to sufficient accuracy. Admittedly, computation in
GANs is a considerably harder question (Mescheder, Nowozin, and Geiger, 2017; Daskalakis,
Ilyas, Syrgkanis, and Zeng, 2017; Liang and Stokes, 2019; Arbel, Sutherland, Binkowski,
and Gretton, 2018; Lucic, Kurach, Michalski, Gelly, and Bousquet, 2017), which we leave
as future work.

5. Proof of Main Results

5.1 Oracle Inequalities

We develop the oracle inequalities, which are the main tool for analyzing the rates of
GANs. Remark that these are deterministic inequalities that hold generally, which could
be of independent interest for further research on GAN, GMM, and SMM.

Lemma 23 (Simple oracle inequality) Under the condition that Fp is a symmetric
class with Fp = —Fp, the GAN estimator in (2.2) satisfies

d}—D(Va Mn) < min d]:D (:U’a V) + 2d]-—D (Vv Vn)7
u€Dq
where we refer the first term as the approximation error, and second as the stochastic error.

Proof [Proof of Lemma 23] For any p € ug, we know that due to the optimality of GAN
in (2.2),

d}—D (;,L,Vn) - d]:D (:uTHVn) > 0.
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Due to the triangle inequality of IPM, we have

drp (pn, V) < dFp (pin, vn) + dF, (Vn, V)
<dr,(p,vn) +dr,(vn,v) (optimality of 1)
<dr,(pu,v)+dr,(v,vyn) +dr, (Vn, V).
Now take 1 = argmin ¢, . d7, (i, ), and recall that Fp is symmetric, we have dz, (fin, V) <

minge,, dr, (1, v) + 2dr, (v, vy).
|

Proof [Proof of Lemma 12] For ease of notation, we abbreviate /H\mn as 0 in this proof when
there is no confusion. Recall the GANs estimator (3.1), and the definition of dz (/@m . 1/),

we have

dr (/,Lé\m’n,l/> = sup {E fuog5(2) —E fu(X)}

< sup {E £ 095(2) ~Eafu(X0) } + sup {Bafu(X) - B LX)

< sup {Emfw Og[g\(Z) - Enfw(X)} + fSlg;-‘ {Efw © gg(Z) - I/E\:mfu.z ogé\(Z)}

Jrfs:gE {Iﬁnfw(X) — Efw(X)} )

Here the Aﬁrst inequality we insert the quantity I/F:n fw(X), and the second we insert the
quantity Ey, fu 0 g5(Z) to the first term. For any ¢ such that gy € G, recall the optimality
condition of GANs estimator

filg)}' {Emfw Og@\m’n(z) - Enfw(X)} < fiue%‘ {Emfw o QG(Z) - Enfw(X)} s

then one can proceed with (for any fixed 6 with gy € G)

& (13,,v)
< sup {I/[*imfw oge(Z) — IEnfw(X)} (optimality of é\m,n)
fu€F
E f,0g:(Z) — Bty o g:(Z E,f,(X)—E f, (X
+fiuer;{ fu o g5(2) fu 0 g5 )}+fiu€1;{ Juo(X) = E fu( )}
< sup {Eunfu090(2) ~Efoogo(2)} + sup {Ef, 0 go(2) — E fu(X)}
fw€F fw€F
+ sup {E fu(X) — E, fw(X)} (insert E f,, 0 go(Z) and E f.,(X))
fu€eF
+ sup {Elf 0 5(2)) = Bl 0 g5(2)] f + sup {Balfu(X) — £ £00)}
<2 sup {Enful(X) —Efu(X)} + sup {Enfuog0(2) —E fuo0(2)}
fw€F fw€F
+ sup {E £ 0 65(2) ~ Bmfu 0 95(2) } + sup {E f 0 90(Z) ~ E fu(X)} |
fw€F fu€F
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where the last step uses the fact that f, € F then —f, € F. As the above holds for any 6
such that gy € G, we know then (by moving the last term to the LHS)

dr (Mgm’ny V) —dr(pe,v)

< 245 (77,0) + d (7' ) + sp {E £ 0.95(2) ~ Enf 0 95(2)
w€E

< 2dr (V",v) +dF (g, o) +  sup @Mﬂ@ﬂ@—ﬁmmow@ﬁ
fw€.7'—799€g
< 2dF (V",v) +dF (lig', po) + dFog (7™, ) .

Here the second inequality is using the fact that g; € G. |

5.2 Minimax Optimal Rates

We start with an equivalent definition of the Sobolev class for W®4(r) for ¢ = 2 is through
the coefficients of the Fourier series. The following is also called the Sobolev ellipsoid. The
definition (for ¢ = 2) naturally extends to non-integer a € R>( through the Bessel potential.
Denote F[f](£) denotes the Fourier transform of f(z), and F~! as its inverse.

Definition 24 For a € R>q, the Sobolev class W*2(r) definition extends to non-integer
a?

We(r) = {f EQR: HF—l [(1 + y§y2)%Fm(g)} H2 < 7‘} .

Definition 25 (Sobolev ellipsoid) Let § = {0¢,& = (&1,...,&4) € N} collects the coeffi-
cients of the Fourier series, define

d
O%(r) =<0 eN 5 R: Y (1+ ) &)0F <r?
£eNd i=1

It is clear that ©“(r) (frequency domain) is an equivalent representation of W (r) (spatial
domain, Def. 24) in L?(N9) for trigonometric Fourier series. For more details on Sobolev
classes, we refer the readers to Nemirovski (2000); Tsybakov (2009); Nickl and Potscher
(2007).
Proof [Proof of Theorem 4]

The proof consists of three main parts, the upper bound and the nonparametric minimax
lower bound, and the parametric lower bound. In the proof, for simplicity, we only consider
a, B € N>q. Extensions to the R>( follows the same proof idea.

Step 1: upper bound Recall that the base measure 7 to be a uniform measure on [0, 1]¢
(Lebesgue measure). For the density function p,(x) of v w.r.t. the Lebesgue measure, we
can represent it in the Fourier trigonometric series form

pu(z) = Z 0c(V)e(x), O(v) € N? denotes the coefficients of v
£eNd
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with the tensorized basis ¢¢(x) = Hle e, (z;) . We construct the following estimator py, ,
with a cut-off parameter M to be determined later,

pun Z 05
£eNd

where based on i.i.d. samples X, X@  x®)

)

Be(v) = {31 S Ty e (X)), for & satisfies (¢l < M
0,

otherwise

Note v, filters out all the high frequency (less smooth) components, when the multi-index
¢ has the largest coordinate above M. Similarly, expand the discriminator function f € F

in the same Fourier basis,
=D _ (@)
£eNd
Recall the Sobolev ball Def. 25, for any p,(x) € W(r), we have for the estimator 7,

Edr(v,vy) Esup/ f(z) (pu(z) — py, (7)) d

feFr

“Eap 3 0 ( )=o)

Esup{ Z Oc(f ( — Oc(v )) Z Hﬁ(f)ei(’/)}
fer geN®\[M]¢

< Esup Z 95 <05(V) - 95(1/)) + Esup Z O (f)0c(v).
fer d fer d d
¢e[M) EeENI\[M]

For the truncated first term, we know

E sup Z Oc(f ( —Oc(v ))

fE}'

1/2 1/2
<Esup{ > (1+£§)59§(f)} { S+ (@(u)eg(u))Q}

T2\ cem)e ge[M)?

1/2
<E{ S+l (@(u)eg(wf} (as sup 3 (1+ L6167 < 1)

celme e
(5.1)
1/2
- 2
< { Z (1+[€13) P E (05(1/) - Qg(y)) } (Jensen’s inequality) (5.2)
ge[m)e
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- 2
where the last line E (05(1/) - 05(1/)) <1lEx. wg (X) < 2 for trigonometric series for any
multi-index £. In addition, simple calculus shows that

VM -1 .
Z 1+ €137 < C:i,ﬁ/ mdr <Cup (M By 1) )

ge[M]¢ 0

For the second term, the following inequality holds

1/2 1/2
Esup > 0e(f)fe(g) <Esupq S 62(F)p < > 639
FEF cenay[m)a FeF | eeqmpe ge[M]d
1/2 1/2
<sup{ (1+M?*)~F Z (14 11€115)°7 02 (£) (1+ M%)~ Z (1+ [1€13)*62(9)
1eF ge[M) ge[M)

1
ST\ Aes

1
Combining two terms, we have for any v € G, with the optimal choice of M =< n2a+d

- _ | Md=28v 1 | 1
ISjlellg)Edf(l/,I/n)gj\ilrg\l{ CT—G—T ]\W} (5.3)

_oat8 1
<n 2atd Vnz,

Let us now establish the lower bound. Again we consider the Q = [0, 1]¢ as the domain,
which is the same as in the upper bound.

Step 2: nonparametric lower bound The main idea behind the proof is to reduce the
estimation problem to a multiple hypotheses testing problem that is at least as hard. In
this proof, it turns out the Holder space W*°°—which is a subspace of the Sobolev class
W—suffices for the minimax lower bound.

First, we need to construct multiple distributions v’s with valid densities in W*>°(1).
Specify a kernel function K (u) = (a; exp(—1—2) — a2)I(|u| < 1/2),u € R for some small
fixed a1,az > 0 to ensure that K(z) € WeVA*°(1), and [ K(u)du = 0. This is possible
since K (u) € C*° with uniformly bounded derivatives up to order aV 3, and therefore aj, as
are nothing but normalization factors. Let m be a parameter (that depends on the sample
size n) to be determined later, and denote d,, = 1/m. Define the hypothesis class to be (of
cardinality Zmd)

Qo= guw(x) =1+ Z wedppe(x) | w e {0, l}md ,
¢em)?

Mg =1 fol@) = D vedbpe(x) |ve {-1,1}™ 3,

ge[m]d
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g 71/2
where @¢(z) = T 1K< ) with 0, = 1/m.
Let us verify (1) Q, C VVO"Oo (r) for some r, and that each element in the hypothesis set
is a valid density; (2) Ag € W5*(1). To start, for any multi-index  such that |y| < «,

v #0,
1D gulloe < sup 83| DVipe]loe = 85 MDDV K (u) oo < 0777 < 1.

gelmld

Similarly for Vv, |y| < 8, we know ||[DO) fy(2)]|le < 527" < 1. We also need to bound
19wllso, for any w

[gwlloo <1405, sup |lpe()lloo <1465, <1+ 1/100, (5.4)
¢elm]d

and inf, g, () > 1 —1/100 > 0, when m is large enough. So far we have shown Q, C
W (r) and Ay € W5(1). Last, we can check that g, is a proper density as we

i—1/2
know g,(z) > 0, and [¢(z)dz = [[_ 1fK<m> dr; = 0, [go(z)dz = 1+

D ecim)d Webr, [ pe(@)dr = 1.

To select hypotheses within 2, that are hard to distinguish with finite samples, we em-
ploy the Varshamov-Gilbert construction in conjunction with Fano’s inequality (we use the
version in Lemma 32). The technicality is to construct multiple hypotheses that are sepa-
rated w.r.t. the adversarial loss, then show that the hypotheses are close in the statistical
sense with finite samples. The Varshamov-Gilbert construction (Lemma 2.9 in Tsybakov
(2009)) claims that: for any h € N, there exists a subset {w®,...,w(D} c {0,1}" with
cardinality H, such that w©® = (0,...,0), p(w®,w®) > %, Y j,k € [H], j # k with
p(w,w’) denoting the Hamming distance between w and w’ on the hypercube, and that
log H > %log 2. In our case set h = m?. For the loss function, any w,w’ € {w(®, ... w)}
with w # w' satisfies

dr (9w, gu) == sup /f x)guw( da:—/f ) G (

fews@

sup L/nf gw dx'_h/nf gw
fEW/’ oo (

> sup / £() (gu(@) — gur () da

f€A5

= sup 6% Z vg(wg—wé)/gog(x)d:v

ve{—lﬁ&}md £elm)d
5a+ﬁ+d j{: U% #Zu% D/T[I](Z uz
g€[m]

>c- 5f‘n+'3+dp(w,w/) > ¢ < 5a+5+d 5a+ﬁ

Now let’s show that based n ii.d. data generated from density gw(x), it is hard to
distinguish the hypotheses. For any w € {0,1}" with » = m?, it induces a valid density
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g and thus a probability distribution denoted as P,. Use PZ™ to denote the probability
distribution of n-i.i.d. samples jointly. Note that for [t| < 1/50, log(1 +t) >t — 2. Recall

(5.4) we know [(gu (z) = g0(2))/gu(®) e < 24 A55 < 1/50, and

KL (PE&HPE&) =n-dir (Pyo!|Pyo)

G

§n/( —9uw0)” 4 <101n2/520‘

gw(])
d
< 1.01n Z 2a+d H K2 (u;) du =% noetdmd,
g€lm] =1

1
Therefore if we choose an integer m =< n”~ 2e+d and 6,, = 1/m,
T
2a+d, d d

Using the Fano’s inequality, the lower bound for adversarial loss is of the order (5%+f8 =
a+B

n- 2a+d’ as
inf sup Edr (vp,v) >inf sup sup /f (g(z) — g(z)) dz
Vn yeWe(r) 9 geWaoo(r) feWﬂ oo (

> inf sup Edr (9w, gw)
w ’we{u)(())::w(H)}

S0yt s By (dr (g0.90) 2 ¢ 05)

P we{w®,...w)}

/
> 5%+’31 \/\} (1 2¢ — 126H) (Lemma 32)
+ 0g

I _atB
ZC -m 2a+d,

Step 3: parametric lower bound The parametric rate lower bound n~1/2 can be obtained
by the following reduction to a two-point hypothesis testing problem. Consider the uniform
measure p,,(z) = 1 for z € [0,1]%, and

pos(2) = 1+ \}EK <m(1) - ;) _

One can verify both vg, u1 are valid distributions on [0, 1]% with

dy2 (" vg") = (14 de(vi, )" —1=(1+c¢/n)"—1<e =1
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where the last line uses the fact

1 172
dy2(v1,v0) = — K?(u)du <

C
—. 5.9
S : (55)

Therefore, by Pinsker’s inequality dpy (vi", v5") < \/Clxz (WP ™) /2 < \/(e€ — 1)/2. Re-
call the fact that the kernel K (u) € C* with uniformly bounded derivatives up to order
a V B in the domain [-1/2,1/2]. Therefore, we know p,, () — py,(z) = ﬁK(m(l) -1 e
WeVB(r/\/n) with some absolute constant 7 > 0. Now it is clear that p,,,p,, € W(r') for
any « > 0, with some proper constant 7’ > 1 + r//n independent of n. Hence, by the Le

Cam’s method (Lemma 4 in Cai et al. (2015)), for any v,
sup Edr (vn,v) > sup Edr (vp,v)

veWwo(r) ve{vo,v1}
> ¢ dr(vo,n)(1 — drv (V7" 15™))
/ d ( ) / 1 1 1/2 KQ( )d /! 1
>c - 8 vo,V1)=¢ - -1r —" u)du > ¢’ - —
e Vo J 1y Vn
where the last step is by choosing the discriminator function f(z) = 7~ /n[py, (z) — pu, (z)]
with f € F c WeVA(1) C Wh(1). n

5.3 Rates for Neural Networks

Proof [Proof of Theorem 13] The proof consists of three steps. Remark in this proof, we
wrote [ as [, when there is no confusion.

Step 1: A1(F,G,v) approzimation term Given the distribution of g; (Z) (we abbreviate
@n,n as 0 in this proof), by Pinsker’s inequality (Lemma 31),
1
iy (v, i) < SdKL (Vllig) -
The above implies that for any X ~ v
Adiy (v, pig) < dicr (vlig) +drcr (ngllv)

= /log ;):;(xx)) <p1,(x) _p%(m)) dx (for any f, € F)

-/ <1og pele) —fw(fv)> (po(@) = pig@)) d + [ £a(0) (polo) = pygl0)) do

pﬂg(x)

< / <10g po(z) fw($)> (py(x) —Pu5($)> dz + dr (uz,v)

pﬂg(aj)
pu(z)

bv — p,li@

- fw(x)H ’

T dF (1)

+dr (ug,v)
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where the last line is due to the fact that pz, v are both proper probability distributions, so
‘ pu(z) — pug(:z:)H1 < 2. Take f,, to be the one minimizes the first term on the RHS,

+ d]: (,u§, I/) .

oo

log 22 — £,

2 .
Ay (v115) <2 fnf, log =
0

Step 2: A2(G,v) approximation term and oracle inequality Now, let’s apply the oracle
approach developed in Lemma 12 to dr (M@ V). For any 6 such that gy € G, we know

dr (pg,v) < dr(pe,v) +2dr (0", v) + dF (Ig", po) + dreg(T™, )
<B- dTV(M? V) +2dr (/V\na l/) +dr (ﬁgl’ M@) + d]:OQ(%ma 7T)

1
<B- \/4 [dicr, (pollv) + drcr (V]| o))
+2dr (V" v) + dr (Hg', ko) + drog (7", )

<BV1
- 4

where second line uses the fact that for any f € F, || f]lc < B.

Hpue - pu”l + 2dr (f/\n, 1/) +dr (ﬁgn’#e) + d}-og(%m,ﬂ‘)

Step 3: the stochastic term Sy, n(F,G) by empirical processes Assemble the bounds, we
have for any 6

log Pv Puy
Pug Pv

+2dr (V" v) + dF (1, 1o) + drog (7™, )

4d%, (1/7 “@n,n) < 2igf +B log

_fw

o

Therefore by choosing any 6, that minimizes Hlog %Hoo over the generator class

1.7, Pv

—E < inf mf

2 { w pﬂg oo} 4f pzx
+E{2dr (0",v) + dF (g, pe,) + drog (7™, 77)}

1/2

IN

E d%, (l/, 'u@n,n)

IN

1 . DPv B
—supinf ||log — — f, +
2 6 v Pug “ ) 4\& DPv

+E{2dr (0", v) + dr (g, po,) + drog(@™,7)} .

o0

Apply the symmetrization in Lemma 26,

E {Qd]: (1/)”,1/) + d]-‘ (ﬂgz,,ug*) + d]:og(%m,ﬂ')}
<AER, (F) +2ERy, (F) +2ER,, (FoG)

1 1 I
< C’\/Pdim(]-") ( e, 05”) + C\/Pdlm(]-"o g)—=,

m
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where the last step uses the relationship between Rademacher complexity and pseudo-
dimension, derived in Lemma 29. [ |

Proof [Proof of Theorem 15] Due to Le Cam’s inequality (Lemma 2.3 in Tsybakov (2009)),
we know

diy (V, “@n,n) < d (% 1y ) = / (\/m— \/pw(:r)fdx
Pl Pugl® ( (x)) dx for any f, € F
Vou(x) + 1/]?“

VP )
H\/pj_{—\/m fw OO"‘d]:(,U/gvV)-

Due to the oracle inequality Lemma 12, for any 6

dr (pg,v) < dr(pe,v) + 2dr (0", v) +dr (g, po) + drog (@™, 7).

For the first term, we can further upper bound,

dr(pe,v) < B-drv(pe,v) < B - /dg (pe,v)

\/pV - \/pug
- VP + /D oo

where the last line follows because

NOEN RO 2
Vin o= | | TN (Vi@ + o)) do

- Hm OO\//Q(pV(Jf)‘FPW(x))dx.

The rest of the proof follows exactly the same as in Thm. 13. |

Proof [Proof of Theorem 19] The proof proceeds in three steps.

Step 1: recursive formula for generator distributions Consider the generator network re-
alized by a multi-layer perceptron:

hi=oc(Wiz+b)
hy = o(Wihi—1 + by)
x=Wrhr_1+bg .
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Denote the parameter space of interest
0cO(dL):={(WeR™ b eR1<I<L)|rank(W;) =d,V1<I<L}).  (506)

Let us denote the density function of of the random variable hy as p(hy). Consider the density
evolution from layer [ — 1 to layer [ (basic change of variables with Jacobian 0h;/0h;_1)

oh
log p(hy) = log p(h;—1) — log | det L
Ohy_1

d
=log p(ly—1) — log | det W] — > "log o’ (™" (hu(i)))].
=1

Recursively apply the above equality to track the density of X, we have

log py, (z) = log p(hr—1) —log |det Wy |, where hy_1 =W, (z —by)

L d
=logp(hr—2) — Y log|det W;| —> loglo’ (07" (hr-1(i)))l,
j=L—1 i=1
where hL 9 = WL_ll( “Hhp 1) —br1)
L-1 d
o) = 3 log | det W, = 3 o oo 1y ().
j=1 j=1i=1

where z = W (o7 (hy) — by).

Now consider p(z) = 1 to be the uniform measure on z € [0,1]?. Consider leaky ReLU
activation o(t) = max(t,at) for 0 < a < 1, then o~ 1(t) = min(t,t/a), and log|o’(t)| =
log(a) . 1t§0-

Let’s consider the realizable case when logp,(x) = logp,, (z) for some 6, € ©(d,L).
Denote m; := o~ (hy_;), for any 1 <1 < L — 1. Then it follows that

my =0 YW e — W, hy)
mp = O-_I(W[T_ll_i_lml—l - le_ll_i_lbL—l—Fl)u 1 S l S L—1.

Therefore, the density can be written out explicitly,

L-1 d

log pu, (z Zlog]detW | — ZZloga mr—;(i)) (5.9)

7j=111=1
L-1 d

:—Zlog|detW|—ZZlOgU m; (i (5.10)

7j=111=1

In addition, we know that for any 6 and 6., ug and ug, (namely v) are absolutely continuous
to each other, as pg(x) > 0 for any z € [0,1]%.
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Step 2: construction of discriminator networks Now consider a discriminator network
which follows

my = 0_1(V1x +c1)

mp—1 =0 "(Vi_imp_s +cr_1)
L-1 d

qu(x) == Z Zlog(l/a)lmj(i)gg +cp .
=1 i=1

Here the parameter set is,

weQd,L):={(V;eR™ ¢, e R ¢, e R,1 <1< L—1)]|rank(V}) =d,V1 <1< L—1}.
(5.11)

Choose the discriminator function w = (wy, w2) where wy, wy € (d, L)
() = qun () = qus (2)-

Then we can verify that Cor. 17 follows. Recall the upper bound in Theorem 19, we can
see that for the choice of generator and discriminator

—supinf ||log Pv wl| =0
0 Dug 00
inf ||log Pue =0
426 P |l oo

as logpy(z) can be realized by logp,, (x), and that for any 6 € ©(d, L), there exist an
w € Q(d, L) such that

fw(x) = 1ngl,(l') - logpue (.7})

Step 3: complexity bound Recall the result in Bartlett, Harvey, Liaw, and Mehrabian
(2017) on the Vapnik-Chervonenkis dimension of feed-forward neural networks (See Lemma 30
with degree at most 1 and number of pieces p + 1 = 2), we know for leaky-ReLU neural
networks F and F o G respectively by careful counting based on the constructions in the
Steps 1 and 2.

for network F : number of weights Wz < 2(d*L + 2dL) + 2,
number of units Ur < 4dL,
depth Ly < L +2;
for network F oG : number of weights Wrog < Wr + d’L
number of units Urog < Ur 4+ dL,
depth Lrog < Lr+ L .
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Therefore, we have the following upper bound on VC-dimension,

Pdim(F) < VCdim(F) < C - LrWxlogUr = Cd*L*log(dL),
Pdim(F 0 G) =< VCdim(F 0 G) < C' - LrogWrog logUrog < C'd*L? log(dL).

Finally, by Cor. 17, we have the result proved. |
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Figure 3: Diagram for generator-discriminator-pair regularization.

Appendix A. Remaining Proofs

A.1 Other Theorems and Corollaries

Proof [Proof of Theorem 7] The proof logic of this corollary follows similarly as in Theo-
rem 4. We need to adapt the proof to the density ratio w.r.t. the general base measure 7.
Express f € F under the eigenfunctions

fl@) =" fai(x), with Zt;lf? <1

1€N

where ¢; < i7" and f; = [ fiidr are the coefficients. Consider the series representation of
the target density dv/dm w.r.t. the base measure m

%(1’) = Z%‘%(fﬂ), then

1eN

d
"ﬁr_(/\_l)/QéHH < r is equivalent to Zti_’\uf <7

)

Define the regularized density

@(17) =Y i),

dm ;
ieN
where based on i.i.d. samples XO x@ L ox0) oy

~ {7112?1 Pi( X)), fori< M

v . .
0, otherwise
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Follow the sample logic as in the proof of Theorem 4, we have for any v(z) € G, with the

1
optimal choice of an integer M =< n>++1, the following holds

Edr(v,v,) = /de—an

dv  dv,
:E/f<d7r_d7r>d7r

<Esup ) fi(vi — ) +Esup Y fivi.

FeF i<m FeFism
A+l
St 2 D tE@ - v)? + Crty?
<M i<M
~ inf M1 "vi
- ]\%N /{()\4-1

< _ Otk
N n 2xx+2 \/n

1
2.
|

Proof [Proof of Theorem 9] Consider first the Wasserstein GAN case. By the entropy
integral Lemma 26, if Fp consists of L-Lipschitz functions (Wasserstein GAN) on R?
d > 2, plug in the £,-covering number bound for Lipschitz functions,

L d
log (e, Pl o) < € ()

5 (12
Edr,(v,7") <2 inf [45+ 8\[/ Viog N (e, Fp, || - ||oo)de
v Js

0<6<1/2

(i) reo((5))

This matches the best known bound as in Canas and Rosasco (2012) (Section 2.1.1).
Let’s consider now the Sobolev GAN when Fp denotes Sobolev class W52 on R?. Recall
the entropy number estimate for W52 (Nickl and Pétscher, 2007), we have

1 gv2
g (e Pl ) <€ (1)

s i logn
Ed]:D(Z/,I/)<(’)< +\/g7z>

For the regularized distribution as plug-in, one can apply Lemma 23 and Theorem 4 to
obtain the claimed result. |
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Proof [Proof of Corollary 11] First, let us show why GMM is a special case of the adversarial
framework. Denote a vectored-value function ®(-) : Q — R¥ with elements ®(z)[k] = ¢y (z).
(2.2) is equivalent to
. T
E &Y)—- E YY) W(E ®&Y)- E oY Al
J?zlpng(yw (¥) - E @) (Yw,u (¥) - E &) (A1)
which is precisely moment-matching between p and 7™ with weight matrix W. By Lemma 23,

we need to bound Edz, (v, 7") now. Using the symmetrization Lemma 26, Edr, (v,v") <
2ER, (Fp). Let’s calculate the Rademacher complexity

ER, (Fp)=— E E su ¢ wids( X,
( D) nX17---7XnNVew:wTWp1w§1l§] llg(] ¢( l)

_ 1 IE Z Z e16i(X1)]Wi; [Z €165 (X1)]

i,j€[K] l€[n] 1€[n]
1
< - .
= n Xl,,,,@(nNV Z Z €9 (X1)|Wy; [Z €0 (X1)]
i.j€[K] leln] i<
1
= B2 D aK)Wiei(X)
1,J€[K] LE[n]

= JExer i e Wi 8i(X) 65 (X))
B n
where the third and the fourth steps uses the Jensen’s inequality. [ |

Proof [Proof of Corollary 16]
Now let’s consider Wasserstein distance. Consider in addition the Lipschitz constants
of F to be Lx, and G to be Lg, namely

|f(@) = ful2))] < Lyllz — 2|
lgo(2) = g0 (") < Lgl|z — '

Consider first the case when Z ~ N(0, I;) (unbounded). Then for any f € Lip(1), we
know

F(90(2)) € Lip(Lg). (4.2)
In other words, f o gg(Z) are L sub-Gaussian (Lemma 31), therefore
diy (v, 1) < 2L - dicr, (v]|15)
and

dr (v, o) < Lr - dw (v, j1g)

<V2LrLg\/dkr (v]pe).
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Follow the analysis with as in the TV distance, we have

P 1/2
log ZHe

14

log 22 — f,

E d%,v (1/, ug) < Lé sup inf
6 v e

L3 Lrinf
+ g]-‘1101

[e.e]

1 1 1
+C\/Pdim(]-") < 98T\, Og") +C\/Pdim(]-"og) Oim.

m n

o0

Consider then the case when z,z € [0,1]? in bounded region, we know
lgs(2) — go(=)| < LgVd (A.3)

Therefore [|go(2)|| < M + Lg\/d, and the support of go(Z) lies in an ¢y ball with R :=
M + (Lg + 1)v/d. Hence

Edyy (v.pz) < R*Edyy (v, 1) -

The reason is: for any f(z) that has Lipchitz constant 1 with f(0) = 0, it is true that
f(x) is bounded in a bounded domain with radius R. Such a centering of f is without loss
of generality since supy. rerip(1y J f(1t —v)de = sups_ (o). feripry S (f — £(0))(n — v)dz, for
probability distributions wu, v.

|

Proof [Proof of Corollary 22] Suppose log p, (z) = —%(z—b,)'S; (z—by) + 5 log det (1) —
glog(27r). And the generator class is depth-one NN, with weights 6 = (W,b), X = WZ +,
then log py, () = —3(z — b)(WW')~L(z — b) + 1 log det(WW')~1) — L1og(27).

For the discriminator, with the activation function o(t) = ¢2, one can use O(d) units
in a discriminator network with depth 2, so that the two approximation error terms are
zero. Note that one can also realize the quadratic activation with the ReLLU activation in a

bounded domain, using the construction in Yarotsky (2017). By Lemma 30 with degree at
most 2, VCdim(F) 2 d?logd, VCdim(F o G) = (pd + d?)log(p + d). Therefore

2 2 1/2
Ed}y (90(2), X) < C (d logd , (pd +d”)log(p + d)> |

nAm m
|
A.2 Supporting Lemmas
Let’s define the empirical Rademacher complexity,
1 n
R (F) :=Esup = > eif (X2), (A.4)
creF i
where € = (e1,...,€,) are i.i.d. Rademacher random variables.
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Lemma 26 (Symmetrization and entropy integral) For 0" = %2?21 0x,,
Edz(v,v") <2ER, (F). (A.5)

Assume sup e || flloo < 1, one has the standard entropy integral bound,

8\/
E ") <2E inf 4 — 1
dr(v, ") < 0<1321/2<5+ T \/og/\/e}"H In)d >v

where || fl|n = \/1/n Y, f(X;)? is the empirical {a-metric on data {X;}1 ,, and N(e, F, ||-
ln) is the la-covering number.

Remark that since [|f|, < max;|f(X;)|, and thus N (e, F,| - [|n) < N(€, Flx,...x,, 00)-
Therefore, the upper bound in the above Lemma also holds with N (e, F|x, .. x,,00), the
{so-covering number on the data.

Proof We use the Dudley entropy integral, a standard result in empirical process theory.
For the first inequality, apply the standard symmetrization technique, we have

1
Ed [ X/ <2EE — J(X5).
f@,u)_“,fgan ) <2EEsup Zef( )

The next two results, Theorems 12.2 and 14.1 in Anthony and Bartlett (2009), show
that the metric entropy may be bounded in terms of the pseudo-dimension.

Lemma 27 Assume for all f € F, ||flloo < M. Denote the pseudo-dimension of F as
Pdim(F), then for n > Pdim(F), we have for any € and any X1,..., Xy,

2eM - n )Pdim(]:)

S L
N(e Flxy,... x5 00) < <6 - Pdim(F)

Lemma 28 If F is the class of functions generated by a neural network with a fixed archi-
tecture and fized activation functions, then

Pdim(F) < VCdim(F)
where F has only one extra input unit and one extra computation unit compared to F.

Lemma 29 (Rademacher complexity and Pseudo-dimension) Under the condition
max; |f(X;)| < B, then for any n > Pdim(F),

Pdim(F)logn

n

Rn(F)<C-B
for some universal constant C' > 0.
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Proof The proof is a direct application of the Dudley entropy integral in Lemma 26 and
the covering number bound by pseudo-dimension in Lemma 27. See A.2.2 in Farrell, Liang,
and Misra (2021) for details. [ ]

Lemma 30 (Theorem 6 in Bartlett et al. (2017), Vapnik-Chervonenkis dimension)
Consider function class computed by a feed-forward neural network architecture with W pa-
rameters and U computation units arranged in L layer. Suppose that all non-output units
have piecewise-polynomial activation functions with p + 1 pieces and degree mo more than

d, and the output unit has the identity function as its activation function. Then the VC-
dimension and pseudo-dimension is upper bounded

VCdim(F), Pdim(F) < C - (LW log(pU) + L*W logd) ,
with some universal constants C' > 0. The same result holds for pseudo-dimension Pdim(F).

Lemma 31 (van Handel (2014), special case of Theorem 4.8 and Example 4.9)
For any two random variables go(Z), X € R% with go(Z) ~ pg and X ~ v, Pinsker’s in-
equality asserts that

2d3 (g, v) < drer, (ol |v) -

Assume in addition that Z ~ N(0,1y) to be isotropic Gaussian and for all 0, ||gs(2) —
99(Z)|| < L||z — 2'|| is L-Lipschitz. Then for any X ~ v and go(Z) ~ pg

&y (v, o) < 2L%dger, (v] o) -

Proof Consider any 1-Lipchitz function f : R* — R, then f o gy is L-Lipschitz, which
implies f o gg is L?-subGaussian due to Gaussian concentration Theorem 3.25 in van Han-
del (2014). Therefore we know f(gg(Z)) is L:-subGaussian for any f that is 1-Lipchitz,
together with Theorem 4.8 in van Handel (2014), the proof completes. |

Lemma 32 (Theorem 2.5 in Tsybakov (2009)) Let d(-,-) be a metric on ©. Assume
that H > 2 and suppose © contains 0y, 01, ...,0g such that:

1. d(8;,6k) > 25 >0, for all j,k € [H] and j # k.

2. £ dgn(Pjl|Ry) < c-log H with 0 < ¢ < 1/8 and P = Py, for j € [H].

Then for any estimator é,

. vH ( 2c )
sup Py(d(0,0) >s) > ————(1—2¢c—4/—— ] > 0.
968 o(d(6,) ) 1+vH log H
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