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Abstract

This work is devoted to the finite sample prediction risk analysis of a class of linear pre-
dictors of a response Y € R from a high-dimensional random vector X € RP when (X,Y’)
follows a latent factor regression model generated by a unobservable latent vector Z of di-
mension less than p. Our primary contribution is in establishing finite sample risk bounds
for prediction with the ubiquitous Principal Component Regression (PCR) method, under
the factor regression model, with the number of principal components adaptively selected
from the data—a form of theoretical guarantee that is surprisingly lacking from the PCR
literature. To accomplish this, we prove a master theorem that establishes a risk bound for
a large class of predictors, including the PCR predictor as a special case. This approach
has the benefit of providing a unified framework for the analysis of a wide range of linear
prediction methods, under the factor regression setting. In particular, we use our main the-
orem to recover known risk bounds for the minimum-norm interpolating predictor, which
has received renewed attention in the past two years, and a prediction method tailored to
a subclass of factor regression models with identifiable parameters. This model-tailored
method can be interpreted as prediction via clusters with latent centers.

To address the problem of selecting among a set of candidate predictors, we analyze
a simple model selection procedure based on data-splitting, providing an oracle inequality
under the factor model to prove that the performance of the selected predictor is close
to the optimal candidate. We conclude with a detailed simulation study to support and
complement our theoretical results.
Keywords: High-dimensional regression, latent factor model, principal component re-
gression, interpolating predictor, model selection

1. Introduction

This work is devoted to the derivation and analysis of finite sample prediction risk bounds
for a class of linear predictors of a random response Y € R from a high-dimensional, and
possibly highly correlated random vector X € RP, when the vector (X,Y") follows a latent
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factor regression model, generated by a latent vector of dimension lower than p. We assume
that there exist a random, unobservable, latent vector Z € RX, a deterministic matrix
A € RP*K and a coefficient vector 8 € RE such that

Y=2"8+c¢,

_ (1)
X =AZ+W,

with some unknown K < p. The random noise ¢ € R and W € RP have mean zero and
second moments o2 = E[e?] and Yy := E[WW ], respectively. The random variable &
and random vectors W and Z are mutually independent. Throughout the paper, both
Yz :=E[ZZ] and A have rank equal to K.

Independently of this model formulation, but based on the belief that Y depends chiefly
on a lower-dimensional approximation of X, prediction of Y via principal components (PCR)
is perhaps the most utilized scheme, with a history dating back many decades (Kendall,
1957; Hotelling, 1957). Given the data X = (X3,...,X,)" and Y = (Y7,...,Y},) consisting
of n independent copies of (X,Y) € RP x R, PCR-k predicts Y, € R after observing a new
data point X, € RP by

~ +
Yo, = XU |\U/X'XU,| U/ XY
= X]U,[XU,"Y, (2)

where Uy is the p x k matrix of the top eigenvectors of the sample covariance matrix
X "X /n, relative to the largest k eigenvalues, where k is ideally determined in a data-
dependent fashion and M ™ denotes the Moore-Penrose inverse of a matrix M.

Model (1) provides a natural context for the theoretical analysis of PCR-k prediction.
It is perhaps surprising that its theoretical study so far is limited to asymptotic analyses
of the out-of-sample prediction risk for PCR-K as p,n — oo (Stock and Watson, 2002;
Bai and Ng, 2006), and finite sample / asymptotic risk bounds on the in-sample prediction
accuracy of PCR-K (Bai, 2003; Bair et al., 2006; Fan et al., 2013; Kelly and Pruitt, 2015;
Fan et al., 2017) in identifiable factor models with known and fixed K.

To the best of our knowledge, finite sample prediction risk bounds for ?I}k, corresponding
to data-dependent choices of k, are lacking in the literature, and their study under factor
models of unknown K, possibly varying with n, provides motivation for this work.

To obtain risk bounds for PCR, we prove a master theorem, Theorem 3, that establishes
a finite sample prediction risk bound for linear predictors of the general form

~ ~ [~ ~\ T ~
v:=X/B (BTXTXB) BTXTy, (3)

where B € RPX? is an appropriate matrix that may be deterministic or depend on the data
X, with dimension ¢ allowed to be random.

This approach has the benefit of not only covering the special case of PCR, corresponding
to choice B = Uy, but of offering a unifying analysis of other prediction schemes of the
form (3). One important example corresponds to B = I,,, which leads to another model
agnostic predictor, the generalized least squares estimator (also known as the minimum
norm interpolating predictor), which has enjoyed revamped popularity in the last two years
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(Montanari et al., 2019; Bunea et al., 2020; Muthukumar et al., 2019, 2020; Hastie et al.,
2019; Feldman, 2019; Belkin et al., 2019a,b, 2018a,b,c; Bartlett et al., 2019; Liang and
Rakhlin, 2018). Using the full data matrix X for prediction—instead of just the first k
principal components as in PCR—Ileads to additional bias compared to PCR prediction.
However, in the high-dimensional regime p > n, this bias can become small and choosing
B= I, can become a viable alternative to PCR that requires no tuning parameters.

In addition to these two model-agnostic prediction methods, Theorem 3 can be used
to analyze predictors directly tailored to model (1), which are shown formally to be of
type (3) in Section 4.2. We give a particular expression of B , as well as the corresponding
prediction analysis, under further modelling restrictions that render parameters K, A and
5 identifiable. The model specifications given in Section 4.2 allow us to view A as a cluster
membership matrix, making it possible to address a third, understudied, class of examples
pertaining to prediction from low-dimensional feature representation, that of prediction of
Y via latent cluster centers, for features that exhibit an overlapping clustering structure
corresponding to A.

1.1 Our Contributions and Organization of the Paper

Our main theoretical goal is to offer sufficient conditions on B under which the prediction
risk R(B), defined as

R(B) = E[(Y. - Y})*], (4)

provably approaches an optimal risk benchmark, as n and p grow, with particular attention
given to the case p > n. The expectation in (4) is taken with respect to the new data point
(X4, Yy). Our main applications will be to the finite sample risk bounds of the three classes
of predictors discussed in the previous section.

1. General finite sample risk bounds for linear predictors, under factor
regression models. To meet our main theoretical goal, in Section 2, we state the risk
benchmark in Lemma 2 and prove a master theorem, and our main theoretical result,
Theorem 3. It provides a finite sample bound on R(B), for generic B, when (X,Y) follow
a factor regression model (1) that is fully introduced in Section 2.1.

The risk bound (14) of Theorem 3 depends on random quantities 7 = rank(X Pg),
= n"102(XPg), and Y= nflaQ(XPJ-), where we use o;(M) to denote the kth largest
singular value for any matrix M. To interpret these, note that }Afé = ?;é (see Lemma

15 in Appendix B for the proof), where Pg is the projection onto the range of B. We
then see that 7 is the rank of the projected data matrix X P used for constructing ?i n

captures the size of the signal that is retained in X after projection onto the range of B
and d) captures the bias introduced by using only the component of X in the range of B
for prediction.

The utility of Theorem 3, as a general result, is in reducing the difficult task of bounding
R(E) to the relatively easier one of controlling 7, 7, and 12)\ corresponding to any matrix B
of interest.
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2. Finite sample risk bounds for PCR-5, with data-adaptive s principal
components. We use Theorem 3 to analyze the prediction risk of PCR-s under the factor
regression model, for two choices of the number of principal components 5. We first consider
the theoretical elbow method, which selects 5 corresponding to the smallest eigenvalue of
X TX /n above the noise level of order Sy = c(||Sw|lop + tr(Zw)/n), for an absolute
constant ¢ > 0. Corollary 6 provides the rate

2
R(Us) =0 5 (K +logn)— +owBT(AT4)"'5. (5)
The first term on the right hand side is the standard variance term of linear regression in K
dimensions. The second term is a bias term that arises from the fact that we predict using
X instead of Z; we show that such a term is unavoidable in Lemma 2 of Section 2.2 below.

We termed this procedure theoretical as dy depends on unknown quantities of the data
distribution. We address this by introducing a novel method in Section 3.1, which we show
in Corollary 9 achieves the same rate as PCR with the theoretical elbow method, under
mild additional assumptions, and is fully data-adaptive, only requiring the choice of one
scale-free tuning parameter.

3. Minimum-norm interpolating predictors. In Section 4.1 we use the master
theorem to recover risk bounds for the Generalized Least Squares predictor (GLS), inde-
pendently derived in Bunea et al. (2020). This predictor is also known as the minimum-norm
interpolating predictor when p > n.

4. Prediction under identifiable factor regression models: Essential regres-
sion. In Section 4.2 we consider a particular identifiable factor regression model, the Es-
sential Regression model introduced in Bing et al. (2019). The identifiability assumptions
employ a type of errors-in-variables parametrization of A, described in Section 4.2, that
allows the components of Z to be respectively matched with distinct groups of components
of X. The latter property, combined with a further sparsity assumption on A, can be
used to define overlapping clusters of X with latent centers Z;, 1 < k < K (Bing et al.,
2020). Thus, of independent interest, prediction in Essential Regression is prediction via
latent cluster centers. We show formally in Section 4.2 that this model specification leads
to predictors of type (3), with B = A\, for an appropriate estimator A of A. We provide
a finite sample prediction bound in Theorem 12, as an application of Theorem 3. We use
the derived bound as an example that illustrates the possible benefits of sparsity in the
predictor’s coefficient matrix, as our matrix A is allowed to be sparse.

5. Data-splitting under factor regression models. To allow for model selection
among the diverse set of prediction methods in this setting, we offer a simple model selec-
tion approach in Section 5 based on data splitting. We provide an oracle inequality showing
that the selected predictor performs nearly as well as the predictor with the lowest risk.

A preview of the results in Sections 3—4 is given in Table 1 below, which focuses
on the high-dimensional regime where p > Cn for a large enough constant C' > 0, and
is stated under the simplifying assumptions Mg (AT A) > p/K and r.(Sw) =< p, where
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re(Xw) = tr(Ew)/||Ew|lop is the reduced effective rank of Xy, the covariance matrix
of W from model (1). The bound for Essential Regression contains the quantity ||As|lo,
which is the sparsity level of the sub-matrix A; of A corresponding to non-pure variables in
the Essential Regression model, namely the variables associated with more than one latent
factor Zj, (see Section 4.2 for a formal definition). The full set of conditions under which
these bounds hold, as well as their general form is given, respectively, in each of the sections
in which these methods are analyzed. For now we mention that we do not make specific
distributional assumption on the data, but we do derive the rates given in the table below
under the assumption that e € R, Z € R¥, and W € RP are sub-Gaussian.

The term 02K /n is common to all three risk bounds, and shows that all methods have
the potential to adapt to the unknown, latent, K-dimensional model structure, provided
that the remaining terms are small. Relative to PCR and ER, the GLS method has an
additional variance term o?n/p, that arises from the fact that GLS uses the full data
matrix X, as opposed to a lower-dimensional projection of it; this demonstrates that GLS
has competitive performance only when p > n. The relative performance of the PCR and
ER methods depends on the sparsity of the matrix A;: when ||As|lo = o(p), for example,
the ER method can outperform PCR.

We further discuss the relative merits of these predictors, in terms of their respective
risk bounds and assumptions under which they hold, in Section 4.3.

Prediction Method B Excess risk bound
PCR Uk Lo+ E 12w llopll BII° + E1Zw llopl1 8112
GLS I, Bo? + 202 + B Zw lop 18112
N A
ER A | 0?4+ BYnylopl8]12 + 122l s K myy o182

Table 1: Summary of bounds on R(E) — o2, where R(E) is defined in (4), for Principal
Component Regression (PCR), Generalized Least Squares (GLS), and Essential
Regression (ER), stated under simplifying assumptions described in Section 4.3.
The second column gives the choice of B corresponding to each method. All three
bounds follow from the main Theorem 3.

We conclude the paper with Section 6, in which we present a detailed simulation study
of the PCR-type predictors, the minimum-norm interpolating predictor, and predictors un-
der Essential Regression, as well as the proposed model selection method. All proofs are
deferred to the Appendix.

Notation: We use the following notation throughout the paper. For any vector v, we
use ||v||; denote its ¢, norm for 0 < ¢ < oco. We write ||v|| = [Jv[|2. For an arbitrary
real-valued matrix M € R"™9, we use M to denote the Moore-Penrose inverse of M,
and o1(M) > 02(M) > -+ > Opin(rq) (M) to denote the singular values of M in non-
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increasing order. We define the operator norm || M|o, = o1(M), the Frobenius norm
|M|% = D ij, the elementwise sup-norm ||M|| = max;; |M;;| and the cardinality
of non-zero entries |[Mllo = >_,; ; 1ar;;20- For a symmetric positive semi-definite matrix
Q € RP*P we use A\(Q) > A2(Q) > -+ > Ap(Q) to denote the eigenvalues of @ in non-
increasing order, and k(Q) = A (Q)/A\p(Q) to denote its condition number.

For any two sequences a,, and b, we write a,, < b, if there exists some constant C' such
that a, < Cb,. The notation a,, < b, stands for a,, < b, and b, < ay.

We use I; to denote the d x d identity matrix. For m > 1, we let [m] = {1,2,...,m}.
Lastly, we use ¢, ¢/, C, C’ to denote positive and finite absolute constants that unless other-

wise indicated can change from line to line.

~

2. Bounding the Risk R(B)

In this section we derive and discuss bounds on the risk R(B) defined in (4), corresponding
to the predictor Yé. Our results are valid for any B € RP*? that can be either random
depending on X or fixed, where ¢ < p but is allowed to be random.

2.1 Preliminaries

As the risk R(B) is defined relative to the first two moments of (X,Y), which are further
linked to quantities (4, 8, Xz, ¥, 02) under model (1), our risk bounds are written in terms
of the components of 6 := (K, 3, A, Xz, Zw,c?). We thus start by formally defining model
(1) with respect to 6.

Definition 1 ((Sub-Gaussian) Factor Regression Model) We say the pair (X,Y") fol-
lows the model FRM(0) with 0 = (K, 3, A, Y7, %w,0?), and write (X,Y) ~ Py or (X,Y) ~
FRM(6), when

(1) Equation (1) holds with matriz A € RP*E  vector B € RX, and random quantities
(Z,W,e) € (RE,RP R) that are mutually independent;

(2) W and € are mean zero with BEg[WW ] = Sy and Ey[e?] = 02, and Z is also mean
zero without loss of generality, with Bg[ZZT] = X 5.

(3) Both A and ¥z have rank equal to K.
We further say (X,Y) ~ sG-FRM(0) if the following holds in addition to (1)—(3)

(4) There exist finite, absolute positive constants ve, Yy and 7y, such that

(a) € is 07y sub-Gaussian;*

(b) Z = ZIZ/2Z where Z is v, sub-Gaussian with Bg[ZZT] = I >
(c) W = E%,fVIN/ where W is Y sub-Gaussian with Eg [WWN/T] =1I,.

1. A mean zero random variable z is called y sub-Gaussian if E[exp(tz)] < exp(t?y2/2) for all t € R.
2. A mean zero random vector x is called v sub-Gaussian if (x,v) is v sub-Gaussian for any unit vector v.
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Since there exist multiple parameters 6 for which (X, Y") has the same joint distribution, the
model is not identifiable without further restrictions on the parameter space. As this work
is devoted to the prediction of Y, and not to the estimation of 8, this is not problematic. We
thus allow for this lack of identifiability and our subsequent analysis of R(E) = Eg[(Yi —
}75)2] is valid for any € such that (X,Y) ~ sG-FRM(#). In particular, the analysis is
applicable to any identifiable sG-FRM(#), whenever further structure on 6 is added to
Definition 1. We note that R(E) depends on 6, but we suppress this dependence in the
notation for simplicity.

2.2 Benchmark of R(B)

To provide a benchmark for R(B), we let
a* :=argminE [(Y* — X, a)?| = [Cov(X)]"Cov(X,Y) (6)

denote the coefficient of the best linear predictor (BLP) of Y, from X, where [Cov(X)]™ is
the Moore-Penrose pseudoinverse of Cov(X). For any 6 = (K, A, 3,Xz, Y, 0?) such that
(X4, Y.) ~ FRM(#) with corresponding latent vector Z,, we have the following chain of
simple equalities from our independence assumptions

R(B) = BEy|(Y.— X" + By [(X]o" = ¥3)’]
= 0?4+ E (218 - X] o) + B [(X]a" ~ V5] (")

= o2+ E [(Zjﬂ - 175)2] .

We interpret the term o2 = Eg[e?] as an oracle risk value because it is the minimal risk of
predicting Y, from Z,., had Z, been observable. We thus focus on bounding the difference
R(E) — 02 and refer to it as excess risk, with the tacit understanding that the excess is
relative to oracle prediction.

We further note that the term Ey[(Z,” 8 — X,] @*)?] in (7) is the minimal risk incurred by
predicting Z, 8 by X] o*, with an observable X,. Display (7) shows that it is a population
level cost that is incurred in any risk analysis of a predictor of type (3) performed under
FRM(#). Lemma 2 below quantifies its size, and makes use of the signal-to-noise ratio given
by

& = Ac(ASZAT) /1w llop- (8)

Its proof can be found in Appendix B.1.

Lemma 2 For any 0 = (K, A,3,%z,Yw,0%) with invertible Yy such that (X,Y) ~
FRM(9),

§

Tl AT A8 < B (275 - XT o] < BT A) s (9)

The inequalities above become asymptotically tight when the signal retained in K dimen-
sions by X dominates the ambient noise, that is, when £ — oo as p — oo. In general, as soon



BING, BUNEA, STRIMAS-MACKEY, AND WEGKAMP

as £ > ¢, for some ¢ > 0 and Xy is well conditioned such that x(Xw) = A (Zw )/ \p(Ew) <
C, we further obtain, using (7), for any B, that

R(B) - 0% > By |(2] 8 = X[ a")?] 2 |SwllopBT (AT 4)7'5. (10)

Therefore a risk analysis of linear predictors under factor regression models, which consists in
upper bounding R(B) — o2, will necessarily include terms larger than ||Sy |lop3' (AT A)713
in the risk bounds, irrespective of the construction of the linear predictor. If, in addition,

AY 7 AT is well-conditioned with A (AXzAT) /A (AXZAT) < C, then

BTE,B

-1
FTATSRIA) S < [Bwllopf T2y (5/7ATASS) /2 = =

and Lemma 2 in turn implies

BTE,B

< ﬂTzzﬁ.
11¢ ~

§

SE (2] - xTa)?]

This demonstrates that the signal-to-noise ratio { must necessarily dominate BTE4p for
the excess risk R(B) — 02 to vanish as p — co.

2.3 Upper Bound of the Risk R(B)

To motivate our main result, we first introduce some key quantities that appear in the risk
bound derivation for any generic B leading to the predictors of type (3).

The prediction risk bound depends on W in Definition 1, specifically on the noise level
of n YW TW||op. To quantify this noise level, we use the following deviation bound from
Lemma 22 in Appendix C. For any # such that (X,Y") ~ sG-FRM(#), one has

1
Py {nyyWTW|yop < 5W} >1—e" (11)
where oy is defined as

b 1= 6w (0) = [ B @) + O] (12)

n

with ¢ = ¢(,) being some positive constant. The quantity oy will play a role in the risk
bound and it could take any non-negative value in general. When A\;(Xy) < C for some
constant C' > 0, one has oy < 1+ p/n. When A\,(Ew) > ¢ for some constant ¢ > 0, we
have dw 2 1+ p/n. In particular, if ¢ < A\, (Zw) < M (Ew) < C, we have oy < 1+ p/n.
This holds for instance when Xy is diagonal with entries bounded away from 0 and oo,
independent of n.

We write the projection onto the column space of B as

Py = BIBTBIYBT = BB,
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its complement as Pé = I, — P5 and 7 = rank(X Pg). Since B[XB]t = P3[X Pg]*, as
proved in Lemma 15 in Appendix B, we find that Yé = X B[XB]'Y = Y;ﬁ making clear

that the component of the data matrix orthogonal to the range of E, X Pé, is not used
for prediction. It is natural therefore that the size of this component, as measured by its
largest singular value, a%(X Pé), will affect the risk bound, and needs to be contrasted with
the size of the retained signal, X P5, as measured by its smallest non-zero singular value
a%(X Pg). These two quantities appear in the risk bound below.

We now state our main theorem; its proof is deferred to Appendix B.1.2. Recall that
R(B) is the risk defined in (4). Write a A b = min{a, b}.

Theorem 3 Let B = E(X) € RP*? for some q > 1, and set

7= rank (X Pg),

=)
Il
\
Q
)
—
>
e
2

)= %J% (XP%‘) . (13)

Forany 0 = (K, A, 3,Y7, Sw,0?) with K < Cn/logn for some positive constant C = C(,)
such that (X,Y) ~ sG-FRM(0), there exists some absolute constant ¢ > 0 such that

. S llon A 2
PQ{R(B) -0? < {”VK”PT + <1 - (SKV) (K AT +log n)] z (14)
7 0 n

+ [(1 + ”EV%”""> Sw + (1 + i?’) ﬂ ﬁT(ATA)lﬁ} >1—c/n.

Here the symbol < means the inequality holds up to a multiplicative constant possibly de-
pending on the sub-Gaussian constants Ve, v, and vy -

Since we aim to provide a unified analysis of the risk for a general B, the bound (14)
itself depends on the random quantities 7, 7 and zZ To make it informative, one needs
to further control these random quantities for specific choices of B. The main usage of
Theorem 3 is thus to reduce the task of bounding R(E) to the relatively easier one of
controlling 7,  and 121\ We will demonstrate this for several choices of B in the following
sections.

Theorem 3 holds for any estimator B € RP*4 that is constructed from X with any q > 1.
We now explain the various terms in the bound (14). Recall that 175 = XTB(XB)"Y and
Y = Z3 + . To aid intuition, by adding and subtracting terms, we have

Y:i-2]p=XB(XXB)te + X[a* — 2] g+ X [E(X§)+25 - a*}
= XTB(XB)te+ (X]o - 2] 8) + X[ B(XB)* (28 - Xo)
+ X7 [E(XE)*X . Ip] a*. (15)
We discuss the four terms above one by one.

e The first term leads to the following variance term in (14):
2

by 0 -
[”VKHOP T+ <1+ E’) (K/\?“—i—logn)] 7
n n n

9
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We see that the random variable 7 quantifies the retained signal in E(X E)* by
noting that [|B(XB)* |2, = [[P5(XPg)* |2, < (n)~". The two factors ||Syw|lop/7
and (1 4 0y /M) come from bounding the second moments of W, and AZ, from X, =
AZ, + W,, respectively, relative to the retained signal 7. The dimension 7 reflects the
complexity of X Pz and the integer K is the intrinsic dimension of the latent factor,
thus only appearing in the term containing (1 + oy /7).

e The second and third terms in (15) lead to the following term in (14), which can be
interpreted as arising from the fact that Z, and Z are not observed:

Ywllo 1) .
(1+” wl ) WS llepBT (AT A) B,
i) Ewlon

With slight abuse of terminology, we refer to this as a bias term. The factor
IZwllopBT (AT A8
is irreducible, as argued in (10), the term || |lop/7 has been explained in the

first term, and the inflation factor dw /[|Xw|lop is due to the inflated noise level of
n~H W TW o, compared to || Sw||op-

e The fourth term in (15) quantifies the error of estimating the best linear predictor a*
under the factor regression model. In this model, we note that a* = ¥+ AY ;3 with
% := Cov(X). Also noting that B(X B)* X is a projection matrix, the fourth term in
(15) represents the error of estimating the range space of ¥ A, which is exactly zero
if the range of B(X B)™ X contains the range of $TA. In general, the bound in (14)
corresponding to this term is

SwB (ATA) B+ (1 + ‘S;]V> b BT(ATA)TB,

where the first part is the error of estimating the range space of PEEJFA while the
second part is that of estimating the range space of P§E+A, controlled by .

Remark 4 In light of the above discussion, we make two important remarks. First, to
maintain a fast rate of the risk bound in (14), we should retain enough signal in X Pg
relative to the noise oy such that 1 2 dw with high probability. Second, if this is the case,
the bound (14) simplifies to

2
R(B) - 0> S ”Ewﬁ”‘“’m (K AT+ logn)] T+ (bw+9)BT(ATA) B
AsT = rank(X Pg) increases, meaning that the predictor can be interpreted as more complez,
the variance term increases, while the term oy BT (AT A)™13 is not affected.

Ifzz decreases as T increases (as seen with the PCR predictor studied in the next sec-
tion), the term ﬂ}\ﬂ—r (AT A)~1B, corresponding to the error of estimating the range space of
Pé-E*A, gets smaller.

Therefore, the tradeoff of using a more complex predictor lies between the increasing
variance and the decreasing error of estimating the range space of Pé‘Z*A, provided that
enough signal is retained in X Pg. A more transparent tradeoff can be seen for the PCR
predictor analyzed in the next section. More generally, for each of our examples, we will
see the mechanism by which 7, 7, and 12 are controlled.

10
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3. Analysis of Principal Component Regression Under the Factor
Regression Model

In this section we use the general result, Theorem 3, to derive risk bounds for the popular
Principal Component Regression (PCR) method. For any integer 1 < k < rank(X), the
PCR-predictor PCR-k corresponds to taking B= Uy, the p x k matrix with columns equal
to the first k right singular vectors of X corresponding to the non-increasing singular values
01(X) > 02(X) > ---. We start by giving risk bounds for PCR~k for any & in the corollary
below. For simplicity, we write

o~

with the convention that Ay = oo and A = 0 for all k > rank(X). All the proofs of this
section can be found in Appendix B.2.

Corollary 5 For any 6 = (K, A, 3,X 7, Yw,0?) with K < Cn/logn and some positive con-
stant C = C(v.) such that (X,Y) follows sG-FRM(0), there exists some absolute constant
¢ > 0 such that, for any k (possibly random),

P, {R(Uk) — 0?2 < E(k)} >1—cn”! (16)

where B(k) = By (k) + Ba(k) and

N 2
By (k) :== [HEKVHOpk + <1 + %) (K Nk +log n)] 7 (17)
Ak Ak n
5 oy (1Zwllop 3 TAT 4)-1
By(k) = iy Sw + 0w + A1 | B (ATA)T B (18)
k

Corollary 5 follows immediately from the identities 02(X Py,) = 02(X) and o?(X P(J]-k) =
U/% 4+1(X), and an application of Theorem 3 with

~

r=k, n= Xk, )= /):kﬂ almost surely.

The bound B(k) in (16) depends on A and ch+17 which may be further controlled by
M(ALZAT) — Sy and A\p i1 (AXZAT) + Sw, respectively, in order to make the bound more
informative (see, for example, the proof of Remark 7 in Appendix B.2). Nevertheless, (16)
illustrates the effect of ¥ and hints at the choice k¥ = 5 with

§:max{k20: XkZCO&/V} (19)

Here oy is defined in (12) and C is some positive constant. The quantity § corresponds to
what is known as the elbow method, and is a ubiquitous approach for selecting the number
of top principal components of the data matrix X. The quality of 5 as an estimator of the
effective rank of 3 = Cov(X) has been analyzed in Bunea and Xiao (2015), but its role in
PCR has received little attention. By definition, Agy; < Codw < Ag, which implies

2
B(5) £ (5+1og n)a— +owBT(ATA)1B, almost surely.
n

11
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Furthermore, Weyl’s inequality implies Ax+1 < 02(W)/n and, in conjunction with (11), and
by choosing Cy > 1, we obtain § < K with high probability. We summarize this discussion
in the following result pertaining to prediction via the first § principal components selected
via the elbow method.

Corollary 6 For any 0 = (K, A,3,%2,%w,02) with K < Cn/logn such that (X,Y)
follows sG-FRM(6), we have for s defined in (19) for any Cy > 1,

B (RS o £ (1 logm) % 4w (T4 M 2107 e0)

Remark 7

1. We refer to the method analyzed in Corollary 6 as the theoretical elbow method, as
it involves the theoretically optimal threshold level éy . The next section analyzes the
performance of a data-adaptive elbow method.

2. For any 0, we show in Appe@\dix B.2 that, if \x (AL ZzAT) > Céy for some sufficiently
large constant C > 0, then Axg > Codw holds for some Co > 1 with high probability.
The event {\g > Coow } implies {S > K} which, in conjunction with the high proba-
bility event {5 < K}, guarantees s = K with high probability. Corollary 6 thus covers
the risk of PCR-K, that is, the risk of the PCR predictor corresponding to the true K
of this 0.

3.1 Selection of the Number of Retained Principal Components via Penalized
Least Squares

A practical issue of PCR-5 is that the selection of 5 according to (19) relies on a theoretical
order dy in (12), which depends on the unknown quantities ||Xyw||op and tr(Xy ). To over-
come this difficulty, we provide an alternative, data dependent procedure, which shares the
risk bound derived for PCR-s.

Our procedure of selecting the number of retained principal components is adopted from
Bing and Wegkamp (2019), originally proposed for selecting the rank of the coefficient of a
multivariate response regression model Y = X B+ W. The factor model X = ZAT + W is
a particular case with X = I,,«, and B = Z AT, and, following Bing and Wegkamp (2019),
we define

K np
— | AnAp, (21
1+I€MnJ P ( )

X — X%
S = argmin@\i, with i)\i = —H (k)HF

., and K := {
0<k<K np — pnk

for a given sequence u, > 0. Here x > 1 is some absolute constant introduced to avoid
division by zero. We write X ;) as the best rank k£ approximation of X. More specifically, let

the SVD of X as X = Zj ajujva with non-increasing o; and we have X ) = Z;’C:l
The denominator of the ratio defining 17,% can be viewed as a penalty on the numerator,
with tuning sequence p,,. From Bing and Wegkamp (2019, Equation 2.7), the minimizer §

conveniently has a closed form

el
ojuv; -

12
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counting the number of singular values of X above a variable threshold. This is in contrast
to the elbow method in (19), which counts the number of singular values of X above the
fized threshold p = Cydy, as
§=> 1{\>u}
k

We note that when Xy =0, || X — X(k)”F = HZAT — (ZAT)(k)||F =0 for any k > K.
Hence there are multiple minima (zeroes in this case) in 9%, and if we adopt the convention
to choose the first index k with | X — X()[[r = 0, we find 5 = K, almost surely. The risk
of PCR-K has already been discussed in Remark 7 above.

The theoretical guarantees proved in Bing and Wegkamp (2019) are based on the as-
sumption that W has i.i.d. entries with zero mean and bounded fourth moments. Proposi-
tion 8 extends this to models in which the rows of W are allowed to have dependent entries,
when they follow a sub-Gaussian distribution. We show that the choice u,, = co(n +p), for
some absolute numerical constant cg, leads to desirable results. The induced size of K, for
this iy, is of order n A p. We found the choice ¢y = 0.25 worked well for all our simulations,
as presented in Section 6.

Let re(Xw) = tr(Xw)/[|Zw ||op denote the effective rank of Xyy,. The following proposi-
tion shows that s finds, adaptively, the theoretical elbow.

Proposition 8 Let 5 be defined in (21) with p, = co(n + p) for some absolute constant
co>0. Forany 0 = (K, A, B,Y7,%w,02) such that (X,Y) follows sG-FRM(0), logp < cn,
K < K and

re(Sw) > (n A p) (22)

for some positive constants ¢ = ¢(yy) and ¢ = (), we have
Pg{§§ K, 260w, Asn gaw} >1-0(1/n). (23)

Condition K < K holds, for instance, if K < ¢’(nAp) with ¢/ < k/(2co(1+k)). We explain
the connection between restriction (22) and the proposed choice of p,. Using elementary
algebra, Bing and Wegkamp (2019, Theorem 6 and Proposition 7) proves the deterministic
result

203(W) .
{wii <o) © =50, .

which shows that if u, is appropriately large, then the selected s is less than or equal to
dimension K of the factor regression model generating the data. On the other hand, by
concentration inequalities of [|[W||%/n and o%?(W)/n around tr(Xy ) and dw, respectively
(see the proof of Proposition 8 in Appendix B.2), the bound

20{(W)  _ ow np
W%/ (np) tr(Sw) re(Sw)

(25)

13
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holds with probability larger than 1 — O(1/n). Thus, in view of (24) and (25), the event
{5 < K} holds with high probability as soon as i, > p+np/re(Xw). Under (22), we arrive
at the choice p, = co(n + p) and, in turn, K = O(n A p).

We note that (22) holds, for instance, in the commonly considered setting

0<d <X(Ew) <M (Ew) <C' < oo, (26)

while being more general. One can alternatively consider other error structures, for in-
stance, with 7.(Xy) = O(1), in which case the above reasoning leads to the choice p, 2 np.
However, this would limit the range of K, up to K = O(1) in (21), while our interest is in
factor regression models with dimensions allowed to grow with n.

Proposition 8 in conjunction with Corollary 5 immediately leads to the following risk
bound of PCR-3s. It coincides with the bound for PCR-5 in display (20) of Corollary 6.

Corollary 9 Lets be defined in (21) with p, = co(n+p) for some absolute constant cy > 0.
For any 0 = (K, A, B, Xz, Zw, 02) with K < Cn/logn such that (X,Y) follows sG-FRM(),
logp < en, K < K and (22) holds, for some positive constants ¢ = c¢(v) and ¢ = ' (yw),
we have

0_2

Py {ng) —0® S (K +logn)— + 5W5T<ATA>—1B} >1-0(m™). (27)

3.2 Existing Results on PCR

Due to the popularity and simplicity of PCR, its prediction properties under the factor
regression model have been studied for nearly two decades. Most existing theoretical results,
discussed below, are asymptotic in n and p and, to the best of our knowledge, have been
established for a model of known dimension K, or when K is identifiable under additional
restrictions on the parameter space, and can be consistently estimated.

The fact that PCR prediction, under the factor regression model with known or identi-
fiable K, has asymptotically vanishing excess risk only when both p and n grow to oo is a
well known result. This can already be seen from our derivation (10) above, which shows
that a necessary condition for prediction with vanishing excess risk, under factor regression
models with well conditioned Sy, is ||Sw|lopBT (AT A)713 — 0, which can be met when
p — 00, as explained below.

This phenomenon was first quantified in Stock and Watson (2002), where it is shown
that

?{}K —ZJB=0,(1) as n,p — oco.

This result is the most closely related to ours, and we discuss it in detail below. We also
mention that several later works, for instance Bai (2003) and Fan et al. (2013), provided
explicit convergence rates and inferential theory for the in-sample prediction error Y -Z B,
whereas in this work we study out-of-sample performance. For completeness, we comment
on these related, but not directly comparable, results in Appendix E.

In addition to being asymptotic in nature, the results in Stock and Watson (2002), and
also those regarding the in-sample prediction accuracy, are established under the following

14
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set of conditions: K = O(1), ||8]|*> = O(1), |Zw|lop = O(1), as p — oo, and

1
“ATA S Ik, asp— o0, Yzisa diagonal matrix with distinct diagonal entries. (28)
p

These conditions serve as identifiability conditions for § = (K, 3, A, Xz, S, 02) (Stock and
Watson, 2002). Condition (28) further implies that, for some constants 0 < ¢ < C' < o0,

pSA(AAT) < M(AAT) Sp, e <Ak (22) < M(22) <C. (29)

In contrast, our Corollaries 5, 6 and 9 are non-asymptotic statements, which hold for
any finite K, n and p, where K is allowed to depend on n, with K logn < n. Consequently,
8|12 and A\1(Xz) are also allowed to grow with n. Furthermore, our conditions on the
signal A\ (AX7AT) are much weaker than (29) to derive the risk bound of PCR-K. To
see this, and for a transparent comparison, suppose ||[Xw|lop S 1 and Ag(Xz) > ¢. Then

from Remark 7 we only require a condition much weaker than A\ (AAT) > p of (Stock and
Watson, 2002) given in (29) above, namely

Ar(AATy > 14+ 2
n

Finally, the results in Stock and Watson (2002) are established for the unique 6 under
additional restrictions of the parameter space discussed above, whereas our results are
established for any 6 with Klogn < n such that (X,Y) satisfying sG-FRM(0), without
requiring 8 to be identifiable. In particular, our results hold for any identifiable 6 that
further satisfies (28).

We conclude our comparison by giving the bound implied by our Corollary 6, should the
more stringent conditions (29) be met. Since (29) implies that § = K with high probability
from Remark 7, Corollary 6 immediately yields, with probability 1 — O(n™1),

R(UK) _ 0.2 S lognaz + ||ZW||0p i HEWHOP
n p n

)

and thus, as in Stock and Watson (2002),
R(Uk) = o* = op(1)

when p,n — oo and || Ew |lop = O(1).

4. Analysis of Alternative Prediction Methods

In this section we illustrate the usage of the main Theorem 3 to derive risk bounds under
a factor regression model for two other prediction methods: Generalized Least Squares
(Bunea et al., 2020), as an example of another model agnostic predictor construction, and
model-tailored prediction, in an instance of an identifiable factor regression model provided
by the Essential Regression framework introduced in Bing et al. (2019). All proofs for this
section are contained in Appendix B.3.
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4.1 Prediction Risks of Minimum Norm Interpolating Predictors Under
Factor Regression Models

In the recent paper Bunea et al. (2020), risk bounds were established under the factor
regression model for the Generalized Least Squares (GLS) predictor, which corresponds to
taking B = I,:

Y =X/ XY, (30)

We recover as these results in Corollary 10 and Corollary 11 below, as further illustration
of the application of our main theorem. Since P, = I, and PIlp = 0, the application

of Theorem 3 with {b\ = 0 amounts to obtaining a lower bound on the smallest non-zero
singular value of X to bound 7.

We consider the low (p < m)- and high (p > n)-dimensional settings separately. In
the former case, GLS reduces to the ordinary least squares (OLS) method. The following
corollary states the prediction risk of the OLS under the factor regression model. The proof
uses a standard random matrix theory result (see Vershynin, 2012, Theorem 5.39) to show
02(X) Z X\p(Xw)n, which implies 7 2 A, (Zw). Recall that £(Sw) = A (Zw)/Ap(Ew).
Corollary 10 (GLS: low-dimensional setting) Suppose plogn < con for an absolute
constant cg € (0,1). Forany 0 = (K, A, 8,3z, Sw,0?) with K < Cn/logn and A\p(Sw) > ¢
such that (X,Y) ~ sG-FRM(0), one has

Po{R(1y) o < (P50 ¢ Swlon 8TATA) ) 0(2w) 2 1 O

When p is much larger than n, the GLS becomes the minimum ¢ norm interpolator
(Bunea et al., 2020), one method studied in the recent wave of literature on the generaliza-
tion of overparameterized models with zero or near-zero training error (Montanari et al.,
2019; Bunea et al., 2020; Muthukumar et al., 2019, 2020; Hastie et al., 2019; Feldman, 2019;
Belkin et al., 2019a,b, 2018a,b,c; Bartlett et al., 2019; Liang and Rakhlin, 2018). Theorem
3 can also be applied to recover a slightly modified form of the prediction risk bound from
Bunea et al. (2020) in this case, which we state in the following corollary. Recall that
re(Xw) = tr(Ew) /|| Zw||op is the effective rank of Xy .

Corollary 11 (GLS: high-dimensional setting. Interpolating predictors.) For any
0= (K, A B Yz Sw,o?) with K < Cn/logn such that (X,Y) ~ sG-FRM(6), suppose W
defined in Definition 1 has independent entries and r.(Xw) > C'n for some sufficiently
large constant C* > 0. Then there exists ¢ > 0 such that

2<K—|—logn02+ n

PQ{R(Ip)—U e ot + BT(ATA)‘lﬁ}zl—c/w

n

ability when r.(Xw) 2 n. Corollary 11 thus follows from Theorem 3 with ¢y = 0 and
7 2 tr(Xw)/n in the high-dimensional setting. A simplified version of the risk bound in
Corollary 11, together with a comparison with PCR-k prediction, is presented in Section 4.3.

By Proposition 6 of Bunea et al. (2020), we have o2(X) > tr(Zy) with ‘high prob-
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4.2 Prediction Under Essential Regression

Both Principal Component Regression and Generalized Least Squares are model-agnostic
methods, in that they do not use explicit estimates of the model parameters § = (K, A, 3, X7,
Yw,02) to perform prediction. In contrast, further assumptions can be placed on the fac-
tor model to make 6 identifiable, in which case a direct estimate of A can be meaningfully
constructed and used for prediction. The Essential Regression (ER) framework introduced
in Bing et al. (2019) provides an approach to do this.

Essential Regression is a particular factor regression model under which the latent factor
Z becomes interpretable under additional model assumptions. Specifically, under model (1),
one further assumes the following model specifications.

Assumption 1

(A0) Azl <1 for all j € [p].

(A1) For every k € K], there exists at least two j # £ € [p], such that |Aj.| = |Ap.| = ex.
(A2) There exists a constant v > 0 such that

| min ([2Z]aa A [Zz]op — [[Ez]ab] ) > v.

(A3) The covariance Xy of W is diagonal with bounded diagonal entries.

The indices ¢ € [p] satisfying A;. = ey, are called pure variables and collected in the set I.
We use J = [p] \ I to denote all the variables that are non-pure.

Within the Essential Regression framework, the matrix A becomes identifiable up to a
signed permutation (Bing et al., 2020). In fact, § = (K, A, 3,%z, Yw,0?) can be further
shown to be identifiable (Bing et al., 2019).

We explain how to construct predictors of Y tailored to a factor model, and elaborate
on the predictor tailored to Essential Regression. Under any factor model (1), the best
predictor of Y from Z is Z' 3. However, since Z is not observable, this expression does
not lend itself to sample level prediction. A practically usable expression for a predictor
under the factor regression model can be obtained by the following reasoning. Using the
Moore-Penrose inverse AT := (ATA)"'AT of the matrix A, we observe that model (1)
implies

X =ATX=Z+ATW.
The best linear predictor (BLP) of Z from X is given by
~ _ _ _ -1
Z = Cov(Z, X)[Cov(X)] 7' X = ¥, (zz v A+2WA+T) ATX. (31)
The simple observation that
argminE[(Y — Z"a)?] = 8 = argmin E[(Y — ZTQ)Q]
[0 (03

justifies predicting Y by Y =2Z78. Inserting the identity 5 = 221A+COV(X ,Y') simplifies
Y to

—1
Y, = XTA+T (EZ +A+EWA+T> 5,

-1
= X'A [COV(ATX)] Cov(ATX,Y),
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motivating prediction based on a new data point X, by
o Nt~
Y:=X]A (ATXTXA) ATxTy,

which has the general form (3) with B = A, with A being an estimator of A tailored to
the ER model, developed in Bing et al. (2020). We summarize the construction of A in
Appendix D for completeness.

To analyze the prediction risk of Y% we will also need the following assumption on the
covariance matrix Yz, which plays the same role as the Gram matrix in classical linear
regression with random design.

Assumption 2 Assume ¢ < Ag(Xz) < M(Xz) < C for some constants ¢ and C bounded
away from 0 and oo.

The prediction risk of EA/E can be obtained via an application of Theorem 3, with the

choice E — A. Since A is identifiable under the Essential Regression framework, the esti-
mator A can be compared directly with A and, as shown in Bing et al. (2020),

|A— A|2, < | Asllolog(n V p)/n (32)

with high probability. The rows of the p x |J| submatrix Ay of A correspond to all the
index set J of non-pure variables. The estimation bound (32) can be leveraged to obtain a
small improvement in the risk bound by slightly adjusting the proof of Theorem 3. Using
this approach, we obtain the following result by establishing, with high probability, that

=)
I

K,
72 Ak(AZZ47),
B2 140 B iy o, 1= (4.
Theorem 12 (Prediction in Essential Regression) Suppose (X,Y) ~ sG-FRM(0) with
0= (K,A, B, Yz, %w,0c?) satisfying Assumptions 1 & 2, K < Cn/logn and
Ak (A¥zAT) > ¢ n(A))
for some sufficiently small constant ¢ > 0. Then, with probability at least 1 — O(n~1),

R(T) - ot 5 S5 B0 (457 (47 4) 5. (33

Remark 13

1. We note that the bound (33) depends on ||Ay|lo, which in turn depends on the number
of mon-pure variables, and the sparsity of the rows of A corresponding to these non-
pure variables. The rate indicates that prediction based on A will perform best when
the number of pure variables is large, and any non-pure variable X;, the ith component
of X, only depends on a small number of latent variables. We give, in the following
section, a simplified form of this bound, and compare this prediction scheme with the
other methods discussed in this work.
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2. The identifiable factor model X = AZ + W, with A satisfying Assumption 1, has been
used in Bing et al. (2020) to construct overlapping clusters of the components on X.
The latent factors can be viewed as random cluster centers, while a sparse matriz A
gives the cluster membership. From this perspective, and in light of the discussion
leading up to the predictor construction, one can view R(ﬁ) as the risk of predicting
Y from predicted cluster centers, on the basis of data that exhibits a latent cluster
structure with overlap.

4.3 Comparison of Simplified Prediction Risks

In this section we offer a comparison of the prediction risk of the predictors analyzed above.
For a transparent comparison, we compare them under an identifiable factor regression
model. To this end, we consider the Essential Regression framework as a data generating
mechanism under which we compare PCR-k, with known k& = K, the GLS predictor (E =
I,), and the Essential Regression predictor (E = ﬁ), based on Corollary 6, Remark 7,
Corollary 11 and Theorem 12, respectively. The notation a,, b, stands for a,, = O(b,,) up
to a multiplicative logarithmic factor in n or p.

For ease of comparison, we consider the simplified setting in which Ax(ATA) > p/K >
1Bll2 < Rg and r.(Xw) =< p, and focus on the high-dimensional regime where p > Cn for a
large enough constant C' > 0. We have

K K K
R(UK) = ® & 5o+ 1T lop B3 + [ Zow o 3
i Ko K K14zl
2 2 2 2
RUA) - 0?5 Lot Dwlop S + =20 | Suw o 3 (34
K

=
<
|
)
[N}
N2ZAN

n K
—ol4+ -0+ —||EWHOPR%
n P n

Since the Essential Regression predictor is an instance of model based prediction, we com-
ment on when the two model agnostic predictors are competitive, under this particular
model specification.

We begin with a comparison between R(Ug) and R(A), and note that the difference in
their respective errors bounds depends on the sparsity of A;. The risk bound on R(Uk) is
valid for any € such that (X,Y) ~ sG-FRM(6), and is in particular valid for  satisfying the
additional Essential Regression constraints. Our results show that while PCR-K prediction
is certainly a valid choice under this particular model set-up, it could be outperformed by
the model tailored predictor. If each row of A is sparse such that ||As|jo =< |J|, then
R(A\) has a faster rate. This advantage becomes considerable if |J| = o(p), that is, in the
presence of a growing number of pure variables. However, if A; is not sparse such that
|Asllo < |J|K, and |J| < p, then R(ﬁ) has a slower rate than R(Uk). Nevertheless, from
a practical perspective, conditions on the sparsity of A (||As|lo =< |J|) simply mean that not

all p variables in the vector X contribute to explaining a particular Zj, for each k, which

3. This is met for instance when all X’s are pure variables and the numbers of pure variables for all groups
are balanced in the sense that |I,| < |I|/K. Another instance such that Ax (A" A) > p/K holds with high
probability is that |Ii| < |I|/K and the rows of A are i.i.d. realizations of a sub-Gaussian random vector
whose second moment has operator norm bounded by 1/K. The factor 1/K takes (A0) in Assumption
1 into account.
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is the main premise of Essential Regression. Furthermore, in this risk bound comparlson
R(A\) corresponds to A e RPXK for an appropriate, fully data dependent, estimator K
of the identifiable dimension K. In order to employ a fully data driven PCR prediction,
corresponding to an estimated K, we would also need the delicate step of estimating it
described in Section 3 above. The risk bound above will then hold under conditions discussed
in Remark 7.

Finally, the much simpler GLS interpolating predictor has a bound that compares favor-
ably to the other agnostic predictor, PCR-K, only when n/p is small enough, for instance,
p > n?/K. This extra term o?n/p in the bound for R(I,) compared to the bound for
PCR-K, is due to the additional variance induced by the usage the full data matrix X, as
opposed to the first K principal components, which may already capture the majority of
the signal.

5. Predictor Selection via Data Splitting

Whenever a factor regression model can be assumed to generate a given data set, but it
is unclear what further model specifications are in place, one can, in principle, construct
several predictors, some model agnostic and some tailored to prior beliefs. In this section
we address the problem of choosing among a set of candidate predictors for a given data set
that is assumed to be generated by a factor regression model. Suppose we have M linear
predictors with respective coefficients aj,...,ays that we want to choose from. For ease
of presentation, in this section assume n is divisible by 2. Let D; be a subset of [n] with
|D1| = n/2, and let Dy = [n] \ D;. Define

M = i Y, — X.a,,)2, 35
m = arg mljr\ll]Z( i Om) (35)

me] i€ Do

where for each m € [M], a,, is trained on the data set {(X;,Y;) : ¢ € D1} and is thus
independent of {(X;,Y;) : i@ € Dy}. We then use a@ = az as our predictor, for which
we establish the following oracle inequality, which is an adaptation of Theorem 2.1 from
Wegkamp (2003) to factor regression models and unbounded linear predictors. Moreover,
we provide a high-probability statement, as opposed to a bound on the expected risk as in
Wegkamp (2003). The proof is deferred to Appendix B.4.

Theorem 14 Let a = aj, where m is defined in (35). Then for any 0 = (K, A, 3,% 2,
Yw,0?) such that (X,Y) ~ sG-FRM(0), there exist absolute constants c¢,¢’ > 0 and a
constant ¢y = co(Yws Yz, Ve) > 0 such that when n > clog(M) and for any a > 0,

PQ{R(&) — 0?2 < (1+a)? mrgbr\b]{R(am) —o?}
+ C(a) <J v n?é?]\)}]{R(am) — 02}> IOg(ZJW)} >1—dnt,
(36)

where C(a) = co(1+ a)?/a.
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In the bound above, the worst excess risk max,,{R(Q,,) — 02} appears in the remain-
der term, which may appear unusual. Most model-selection oracle inequalities either are
formulated as a bound on the empirical risk, or assume that the predictors are uniformly
bounded, or both, and as a result do not contain a term of this form. The bound we
give is for the prediction risk on new data, and for unbounded loss and predictors, since
sup, (X T — 3)? = co. For the bound to be useful, it thus must be the case that none of
the M predictors has risk that grows too fast. In particular, if the risks of all M predictors
are bounded above in high probability, then the second term in (36) will be O(logn/n) and
thus typically subdominant.

As an illustration, we can use this data-splitting procedure with M = 3 and the three
prediction methods discussed in Section 4.3. If the three excess risks in (34) are all O(1),
which is met under the conditions discussed in detail in Section 4.3, then the bound (36)
becomes

R(@) =o' 5 (L+a) min (R(UK) — 0% R(A) = o, R(I,) - "2> T O()o? 8

We further confirm the ability of the data-splitting approach to adapt to the best-case risk
via simulations in Section 6 below.

On a practical note, we remark that the splitting procedure can be repeated several
times with random splits to obtain estimates &V, ..., a®) that can be used to construct
the average N1 Z,fil a®. This aggregate coefficient vector satisfies the same risk bound
(36) by convexity of the loss, while this approach in practice could alleviate some of the
bias induced by the choice of split for the data.

6. Simulations

In this section, we complement and support our theoretical findings with simulations, fo-
cusing on the prediction performance of candidate predictors under both the generic factor
regression model and the Essential Regression framework.

Candidate predictors: We consider the following list of predictors:

e PCR-s with s obtained from (21) with u, = 0.25(n + p);
e PCR-K: the principal component regression (PCR) predictor using the true K;

e PCR-ratio: PCR with k selected via the criterion proposed in Lam and Yao (2012);
Ahn and Horenstein (2013);

e GLS: the Generalized Least Squares predictor defined in (30);
e ER-A: the Essential Regression predictor with B=Ain (3);
e Lasso: implemented in glmnet with the tuning parameter chosen via cross-validation;

e Ridge: implemented in glmnet with the tuning parameter chosen via cross-validation;

4. We have also implemented the selection criterion suggested by Bai and Ng (2002), but it had inferior
performance, and is for this reason not included in our comparison here.
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e MS: the selected predictor from (35) in Section 5.

Both Lasso and Ridge are included for comparison. The Lasso is developed for predicting
Y from X when we expect that the best predictor of Y is well approximated by a sparse
linear combination of the components of X. Under our model specifications, the best linear
predictor of Y from X is given by

-1
XTa* = XT[Cov(X)] " 1Cov(X,Y) = XTS5t A |2t + ATS A B,

where the last step follows from the factor model (1) and an application of the Wood-
bury matrix identity. Although o* is not sparse in general, we observe that [|a*|3 <
BTS,' + ATS, P A]71B. Hence its fo-norm may be small if |Syy ||lopBT (AT A)~13 is small.
Our simulation design allows for these possibilities.

Data generating mechanism: We first describe how we generate Xz, Xy, and 5. To generate
Yz, we set diag(Xz) to a K-length sequence from 2.5 to 3 with equal increments. The off-
diagonal elements of ¥z are then chosen as [Yz];; = (—1)7)([Zz]u A [22]5;)(0.3)777] for
all i # j € [K]. Finally, ¥y is chosen as a diagonal matrix with diagonal elements sampled
from Unif(1, 3), and (3 is generated with entries sampled from Unif(0, 3).

Generating A depends on the modeling assumption. Under the factor regression model,
we sample each entry of A independently from N (0, 1/ VK ). Under the Essential Regression
setting, recall that A can be partitioned into A; and Aj which satisfy Assumption 1. To
generate Ay, we set |I;| = m for each k € [K] and choose A; = I'x ® 1,,, where ® denotes
the kronecker product. Each row A;. of A; is generated by first randomly selecting its
support with cardinality s; drawn from {2,3..., [ K/2]} and then by sampling its non-zero
entries from Unif(0,1/s;) with random signs. In the end, we rescale A; such that the ¢;
norm of each row is no greater than 1.

Finally, we generate the n x K matrix Z and the n X p noise matrix W whose rows
are i.i.d. from Ng(0,%7) and N,(0, Sy ), respectively. We then set X = ZAT + W and
Y = Z + & where the n components of € are i.i.d. N(0,1).

For each setting, we generating 100 repetitions of (X,Y") and record their corresponding
results. The performance metric is based on the new data prediction risk. To calculate it,
we independently generate a new data set (Xpew, Ynew) containing n i.i.d. samples drawn
according to our data generating mechanism. The prediction risk of the predictor }A"new is
calculated as || Yaew — ZnewB||?/n.

6.1 Prediction Under the Factor Regression Model

We compare the performance of PCR-s, PCR-K, PCR-ratio, GLS, Lasso, Ridge and MS
by varying p, K and the signal-to-noise ratio (SNR) & defined in (8), one at a time. The
MS predictor is based on (35) over all the aforementioned methods.

We first set n = 300, K = 5 and vary p from {100,300, 700, 1500, 3000,5000}, then
choose n = 300, p = 500 and vary K from {3,5,10, 15,20}. The prediction risks of different
predictors for these two settings are shown in Figure 1. Since both PCR-s and PCR-ratio
consistently select the true K, we only present the result for PCR-K.
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Figure 1: Prediction risks of different predictors under the factor regression model as p and
K vary separately

Results: Overall, it is clear that the MS predictor selects the best predictor in almost all
settings, corroborating Theorem 14. Meanwhile, PCR-K has the best performance in all
settings as it is tailored to the factor regression model.

From the first panel, all methods perform better as p increases (with exceptions given
to GLS and Ridge when p ~ n = 300). This contradicts the classical understanding that
having more features increases the degrees of freedom of the model, hence inducing larger
variance. By contrast, in our setting, increasing the number of features provides information
that can be used to predict A. This can be seen from the minimal excess risk in Lemma
2 by noting that A\ (AT A) increases as p increases. This phenomenon has been observed
in the classical factor (regression) model, see, for instance, Stock and Watson (2002); Bai
(2003); Bai and Ng (2008, 2006); Fan et al. (2013) and the references therein.

Perhaps more interestingly, when p is much larger than n, GLS and Ridge have per-
formance similar to PCR-K. This demonstrates our conclusions in Section 4.3 that GLS
and PCR-K are comparable when p > n. We also note from our simulation that Ridge
tends to select near-zero regularization parameter when p > n, whence Ridge essentially
reduces to GLS (Hastie et al., 2019). In contrast to GLS and Ridge, the performance of
Lasso stops improving after p > 2500. When p is moderately large (say p < 1000), GLS
and Ridge have larger errors than PCR-K and Lasso. In particular, if p is close to n, the
error of GLS diverges, a phenomenon observed in Hastie et al. (2019), for example, under
the linear model.

From the second panel, the prediction error for all methods deteriorates as K increases.
This indicates that prediction becomes more difficult for large K, supporting our results in
Sections 3 and 4. We also note that the performance of Ridge deteriorates faster than the
other methods when K grows.
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Figure 2: Prediction risks of different predictors under the factor regression model as SNR
varies

To further demonstrate how different predictors behave as the signal-to-noise ratio
(SNR) changes, we multiply A by a scalar a chosen within {0.1,0.13,0.16,---,0.37,0.40}.
We set n = 300, p = 500 and K = 5. For each «, we calculate the SNR and plot the
prediction risks of each predictor in Figure 2.

Results: As expected, all methods perform worse as the SNR decreases. MS has consistently
selected the (near) best predictor. When the SNR is small (less than 2), Ridge has the best
performance. As soon as the SNR exceeds 2, PCR-K and PCR-s start to outperform the
other methods. In terms of selecting K, when the SNR is larger than 2, PCR-s starts
estimating K consistently whereas PCR-ratio fails until the SNR is greater than 4. Both
PCR-s and PCR-ratio tend to under-estimate K in the presence of a small SNR. However,
PCR-s selects s closer to K than PCR-ratio, leading to better performance. Moreover, the
loss due to using s < K by PCR-s is not significant, in line with Corollary 9 and Remark 7.

6.2 Prediction Under the Essential Regression Model

We compare all the predictors when data is generated from an Essential Regression model.
To vary p and K individually, we first set n = 300, K = 5, m = 5 and choose p from
{100, 300, 500, 700,900}, then fix n = 300, p = 500, m = 5 and vary K in {3,5,10,15,20}.
The prediction risks of different predictors are shown in Figure 3. PCR-5 and PCR-ratio are
not included as they have almost the same performance as PCR-K. As it was demonstrated
under the factor regression setting that GLS is outperformed by the other predictors when
p is not large enough, we also excluded its performance from the plot.

Summary: We observe the same phenomenon as before, that is: (1) all predictors benefit
from large p; (2) as K increases, the performance of all predictors deteriorate. Furthermore,
the model-based ER predictor has similar performance as the model-free PCR predictor
when K is small. The advantage of ER over PCR enlarges as K grows. This is aligned with
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our theoretical findings in Section 4.3 that ER benefits from the sparsity of Az, because
our data generating mechanism ensures that the larger K is, the sparser A; becomes.
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Figure 3: Prediction risks of different predictors under the Essential Regression model as p
and K vary separately
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Appendix A. Organization of Appendices

We provide section-by-section proofs for the main results in Appendices B.1—B.4. Auxiliary
lemmas are collected in Appendix C. Appendix D contains the procedure of estimating A
under the Essential Regression framework while comparison with more existing literature
on factor models is stated in Appendix E.

Appendix B. Main proofs

We start by giving an elementary lemma that proves Yé = ijf,é for any B € RPX4. Re-
call that, for any matrix M, M™ denotes its Moore-Penrose inverse and Pj; denotes the
projection onto the column space of M.

Lemma 15 Let B € RPX4 pe any matriz. Then

B(XB)" = P3(XPs)*.

Proof Write the SVD of B as B = UDV T where U € RP*™0 and V € RI%70 are orthonormal
matrices with o = rank(B). We then have

~ ~ o~ [~ ~\ + ~
B(XB)" =B (BTXTXB> BTxT
+
e al (VDUTXTXUDVT) vDUTxT

YywTxTxutuTxT

“WorTwuTxTxvuT ) uuTX T

The result then follows by noting that Pz = UU . Step (i) uses the fact that
TyT ™" 1 (7T 5T T o1y T
(vouTx"xUupvT) —=vD~ (UTXTXU) D'V

which can be verified by the definition of Moore-Penrose inverse. Indeed, let M = U TXTXU,
N=VDMDVT and N =VD'M+D1VT. We need to verify

NNN=N, NNN=N.
Straightforwardly,
NNN =VDMM*TMDV' =VDMDV' =N

and similar arguments hold for NNN = N. Step (ii) uses step (i) with D = I, and V = U R
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B.1 Proofs for Section 2

B.1.1 PROOF OF LEMMA 2

Let ¥x = Cov(X), ¥xy = Cov(X,Y). Since Ly is invertible, \)(Xx) = A\ (AXZzAT +
Sw) > Ap(Zw) > 0 so X is invertible. Thus, letting o = S Syy,

R*—o? =E[(XTa* - Z"B)?. (37)

Using this expression, and the factor model structure X = AZ + W, Y = Z'f + ¢, the
proof of Lemma 4 in Bunea et al. (2020) uses the Woodbury matrix identity to simplify
(37), arriving at

R*—o? =81 (2, + ATt A)71B.

Letting H = le/ZATE;VlAElz/Q, we then have
R* — 0,2 _ ﬁTElz/z(IK + H)flzlz/zlg
_ BTElz/QH_l/2(IK + H—l)—1H—1/2212/25‘
To obtain the upper bound on R* we use

BTEIZ/2H_1212/2B
L+ Ag(HY)

R¥—g2 = 5T212/2H_1/2(IK+H_1)_1H_1/2212/25 < < ﬁT(ATE‘;}A)_IB,

where we used 212/2H—1212/2 = (ATS'A)7 ! in the last step.
To find the lower bound we first observe that

BTElz/QH_lElz/Zﬁ _ 5T(ATE)—(1A)—16
L+ [[H lop L+ A (H)

R¥—g2 = BTEZ/2H71/2(IK+H71)71H71/2212/2ﬁ >

Furthermore,
_ 1/2 4 Ty—1 4y1/2 T _
A (H) = A (E57A Xy AS77) 2 A (AS2A47)/[Zw llop = &,
so using this in the previous display,

2 BIATSIATE ¢

BHATE A8,
as claimed. W

B.1.2 PROOF OF THEOREM 3

~ Nt~ -
Define a5 = B (BTXTXB) BT XY and recall that V5 = XG5 from (3). Pick any
0 with K < (Cn/logn) A p such that (X,Y) follows FRM(#) where C = C(v,) is some
positive constant. By X, = AZ, 4+ W, and Y, = Z;rﬁ + &4, and the independence of Z,, &,
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and W,, one has

R(B) — 0® =E(z. w.) [(?5 - ZJB) 2]

-z (elaTag - 2ls) | wmw. (o) 9
= =7 (4785 - 8)| +|[=ivas]
< |2y (aTaz - 8)| + 1= wlop a5 (39)

We define an event £* in (40) below, on which we bound the risk. Invoking Lemmas 17, 18
and using 3T ATSy AT T3 < BT (AT A)18]|Zw|op, We find that the stated bound holds on
the event £*. Then, by Lemma 16, P(€*) > 1 — cn~!, which completes the proof. B

We state and prove three lemmas which are used in the proof of Theorem 3. Recall that

~ 1
Ferank(XPg),  ¥=—o}(XP5), 7=
n

Lemma 16 For any 0 with K < (Cn/logn) A p and some positive constant C = C(v;)
such that (X,Y) follows FRM(6), we have P(E*) > 1 — cn™! for some absolute constant
¢ > 0, where we define the event

EF = gzﬁgwﬂgﬁ/ﬂgMﬂgM/ﬂgzg. (40)

Here, for some constants c(y,) and c(vy) depending on v, and v, respectively,

1
Ez = {/\K <Ql/2nZTZQl/2> > c('yz)},

1 2 ~
€25 = {n |PepZB| <8287 A Sy A 5+ 2w5T<ATA)‘1B},
sw—{l\WTW géw},
n op
1 2
Ely = {n ‘ WA”ﬁH < 47%1,5TA+EWA+TB},
Enr = { TMe < 2420 [2”M\|Oplogn+tr }

Enpr = {ETM'E < 2% [2\|M'Hop logn + tr(M’)} } :
with Q = ¥ ,*, o defined in (12), and

= (XB)""BTB(XB)",
M = (XB)*"BTAY,A"B(XB)".
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Proof

By an application of Theorem 5.39 of Vershynin (2012) and K logn < C(v,)n, we find
P{E} S n~¢K_ From Lemma 22 with G = WZ;VI/Q, H = Yy, and 7 = 7y, we find
P{&G ) <e™™

We note that W AT 3 has independent ~,,\/8T ATSy A+ T3 sub-Gaussian entries, so
WATTBis a yu\/BT AT Sy ATT B sub-Gaussian random vector. Applying Lemma 21 with

E=WATT3 H=1,, 752 =287 ATy AT T3 and choosing t = logn yield

P{(Ey)} = P {711 HWA+T5H2 > 4735TA+2WA+T5} <nL (41)

We prove &y, NEz3 = Ewr in Lemma 19. By the independence of € and both X and E, the
matrix M is independent of €. Thus, by an application of Lemma 21 with £ = ¢, H = M,
ve = 07 and t = logn gives P{&S,|M} < n~1. Taking the expectation over M then gives
P{&5,;} < n~l. The same argument with H = M’ gives P{£5,,} <n~L.

Combining results, we find

P{E*} <P{E5} +P{Ew} + P {(Ew)} + P{ER} + P{ER} ST

Lemma 17 Under conditions of Theorem 3, on the event £* defined in (40),

7+ 1o 2
e logn)e? |
n

lag]* <o BT(ATA) B +7 ! (QZBT(ATA)*% + 5TA+2WA+T5) . (42)

Proof Starting with the identity
az=B(XB)'Y = B(XB)"(Z8 +e¢), (43)
with (XB)" := (BX T XB)*BT X", we have
lagl” < 2|BxByre| +2|BxB) 26|
To bound the first term, notice that
Hé(xé)%‘f _ T (XB)"TBTB(XB)te
=¢e'Me
< 2920 [2][M]|op log n + tr(M)]
where the last step holds on £* (in particular, on £y C £*). Observe that, on £*,
tr(M) = tr ((X§)+T§T§(X§)+)
< rank(X B) - | M]]op

= 7| M|op-
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Write the SVD of B as E = UDV'T where U € RP*™ and V' € R?7*™ are orthogonal
matrices with 79 = rank(B). Recalling that (XB)* = (B"X "X B)TBX, the following
holds, on the event £*,

IMllop = |[(XB)*TBTB(XB)*

op
i

—~~
=

]E(X§)+(X§)+T§T

op

B(B"X"XB)*BX"XB(B'X'XB)*B"

op

~ o~ ~\ + ~
- B(BTXTXB) BT

op

— |l (UTXTXU)+ uT

op
@
< 0.7 (XU)

& (i (44)

where we used ||FF T ||op = ||[F T F||op for any matrix F in (i), rank(XU) = rank(X Pg) =7
in (i7) and
2 T 2
G2(XU) = \(XUUTX) = \(XP2X) = 05(X Py)

in (4¢7). This concludes, on the event £*,

< —=—(7+2logn). (45)

2 9
5 H2 < 2o
nn

On the other hand, by ATATT = Iy and X = ZA" + W, observe that

B(XB)*Z = B(XB)tzA" AT
B(XB)"(X - W)AtT
B

(XB)TXPzA"" + B(XB)"XPFA™ — B(XB)*WA™T.  (46)

By Pg = BB* and the inequality (a + b+ ¢)? < 3a® + 3b? + 3¢2,

HE(XE)*ZBHZ <3 HE(XE)+X§§+A+T5H2 +3 HE(XLA?)JFXPéAJFTBHQ (47)

+3 (E(XEVWA“ﬁHZ

2 2 2 2

Py Py P 2 —~ ~
§3HB(XB)+XBB+ ‘A”ﬁ” +3HB(XB)+

op op op

~ ~ 2
+3 (B(XB)+ ‘WA*TBH .

2
op
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Recalling B=U DV'T, on the event £*, the following observation

HE(XE)*XBE+

+
- HU (UTXTXU) vTx T xuuT
op

op

<1
op

)

< H (UTXTXU)+ UTXTXU

together with (44), concludes
-~ -~ 2 —~
HB(XB)*ZBH <38T(ATA) 18+ 377! (WT(ATA)—% + 473BTA+EWA+T,B> . (48)

Collecting (45)—(48) concludes the proof. [ |

Lemma 18 Under conditions of Theorem 3, on the event £* defined in (40),
2 KAr+1
[ (a5 =) (15 ) (FA2500 4 5T 2wa )
) —~
+ [(1 + g) b+ 5W} BT(ATA)TB.
Proof Use identity (43) and the inequality (z + y)? < 222 + 2y to find
I (4725-)
7 (4785 -5
P 2 o~ 2
<2 HEIZ/Q[ATB(XB)JFZ - IK]BH +2 Hzlz/zATB(XB)+sH . (49)
For the first term, since Z € R™ X has rank(Z) = K on the event £*, we have

ATB(XB)t -zt =2*ZATB(XB)* - z* (by Z*Z = I on £¥)
=ZH(X -W)B(XB)" - z*
_ _z+pl W B(X Bt
= -Z*PL. - ZTWB(XB)*, (50)
which yields
~ ~ 2

Hzlz/Q[ATB(XBﬁZ - IK]ﬁH
1/2 1 2 1/2 5w B 2

<2zt pipzs|| 42|z WB(X Bz

1 2 1 ~ o~ 2
S |Pipzs|| + - |wB(xB)* 2 (51)

< 1 1 2 ~ ~ 2
NgHPXEZﬁH +6W~HB(XB) ZﬂH .
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We used |2Y2Z+ o = 0 (ZO~1/2 < 1/y/n on £* in the third line. The event £z3 and
Z p K B
(48) conclude

|sy2aTBxB) 2 - IK}BH2 (52)
< (1 + iV{) (BTATSwAYT B+ 8T (ATA)8) + 0w BT (ATA) 8.

For the second term in (49), we use that on £* (in particular, £y C £7),
PPN 2
Hzlz/QATB(XB)+sH < 29207 [2||M||op log n + tr(M')]
Since rank(Xz) = K and rank(Xﬁg) =T, we have
tr(M') < (K AT )M lop.

Moreover,

~ ~ 2
1M llop = || £/ *AT BX BY*

2
<2|}z" Py
op

1 PPN
< =+ 6w - HB(XB)*
n

2 ~ ~
+2 HElZ/QZ+WB(XB)+
op

2

op

op

by using (50) in the first line and £* in the second line. Invoking (44) concludes that, on
&,

S ot |2 (KAT+] 2 §
Hzlz/QATB(XB)+sH < KATH logn)o <1+ Y) . (53)
n n
Plugging (52) and (53) into (49) completes the proof. [ |
Lemma 19 Under conditions of Theorem 3, on the event Ey, from (40),
1 2 ~ _
= || Pepzs|| <8028 ATSw AT B+ 208T(ATA) 7B, (54)

Proof By X = ZA" + W, one has
i _ pl +T +T
PL-Z3 = PL- (XA —WA ) 3
= P WATT B+ PL-XATTH
— —PLWATT B4 PLX (A” — EG) 3
for any matrix G € R?*X. Choose

G=DBtATT = min HA” _ B¢

F
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to obtain
L _ pl +T i L A+T

Then by the basic inequality (a + b)? < 2a% + 2b%,

2 2 2
1 1 +T 1 1 A+T
HPxﬁz/BH <2|pL.wa 5H +2HPX§XP§A /3H (55)
2 2 2 2
I +T 1 4T
<2|Pgg| ‘WA BH +2HXP§ N ‘A 5”
2 —~
<2|watTs| + 2ndsT(4TA)8

where we invoked the definition of ¢ in the last line. Invoke Ew from (40) to finish the
proof. |

B.2 Proofs for Section 3
B.2.1 PrRoOF OF COROLLARY 5

The corollary is an application of Theorem 3 with B = Uy. Given any realization of (X,Y")
and (possibly random) k € {0,1,...,rank(X)}, we may write the SVD of X as

X=VDU' = Z Djj‘/.jU,—; =+ ZDij'.jU.-;
1<j<k >k
= ViDUy + Vi DUy

The diagonal matrix D contains the non-increasing singular values and U} contains the
corresponding k right-singular vectors. Consequently,

rank(XUy) = rank(Vy,Dy) = k,
2 L T
ot (xP5) = | XUk ULy

2 Tk ) ~

o HV(—k yD—ryU i, )Hop = 0jiy1 (X) = nAgq1,
o2 (X Py,) = o (kaU,j) = 02(X) = nkg.

Invoke Theorem 3 with B = U,, 7=k, 1//)\ = /)\\k+1 and 1) = & to conclude the proof.l

B.2.2 PROOF OF COROLLARY 6 & REMARK 7

We first prove Corollary 6. From Corollary 5, it suffices to show Py{s < K} > 1 — ¢/n,
which is guaranteed by proving

1
Py {nU%(_H(X) < Co(sw} >1- c/n.
By Weyl’s inequality,

ok 41(X) < ox1(ZAT) + 01 (W) = 01 (W),
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The result then follows by (11) and Cp > 1. B
To prove Remark 7, we will show

P {XK > A\ (ADZAT) - 5W} >1-n"°.
Note that Weyl’s inequality yields
k(X)) = op(ZAT) = 0 (W) > 05 (25, ) on(SY2AT) — o1 (W).
We obtain the desired result by invoking £z from Lemma 16 and (11). B

B.2.3 PROOF OF PROPOSITION 8

We work on the event
1
g;//V = {O‘%(W) < n5w} N {Cl tr(EW) < EHWH% < 01 tr(zw)}

with dy defined in (12) and some constants C; > ¢; > 0, depending on ~,,. We have on
the event &£/,

np np
2 W)y < 2
F F

<2(5W np

T tr(zw)
2c np

== + by (12
o (re(Ew) p> y (12)

2c /mVp
= (=2 +») by 7e(Sw) = ¢(n Ap)

by Ey

<

C1
< Co(’I’L +p) = Hn

by choosing any c¢o > 2¢(1 + 1/¢’)/¢1. From Theorem 6 and Proposition 7 of Bing and
Wegkamp (2019) with P = I,,, E = W and m = p, we deduce

s<K

on the event &},

To prove the lower bound ¢Z(X) > ndw, we notice that, on the event &y,

1X — X (3)l7 1X — X (i) lI%
. (37F>Mn ( )F.

2
(X)) > e~
o5(X) = np — ins np

(56)

The first inequality uses (2.7) in Bing and Wegkamp (2019), while the second inequality
uses K < K. Further invoking (3.8) in Proposition 7 of Bing and Wegkamp (2019) yields

1X — X (x)ll7 S HWH%_
np—pnK T np
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Next, on the event &}, choosing ¢y > 2¢(1 +1/c')/c1 in pn = co(n + p), we find

w2 tr(X
LA

n 4+
( > Py tr(Xw)
1 n+
>2c( (D) + 2052 <zw>uzwuop)
> 2 ( (n Ap)puzwnop) by re(Sw) > ¢(n A p)
> 20 tr(EW) + nHZWHOp)

Hence, combining all three previous displays, we derive

1X — X0 ll%
np
W% np — pn K

np np
np — pn K

np
now by K < K and (21).

U%(X) S

v

now

1
1+ k

Y

Next, we prove a%H(X) < 6w. By (2.7) in Bing and Wegkamp (2019) once again, we have

1X — X ll%
"np—pun(5+1)°

U%H(X) <

From (2.3) in Proposition 1 of Bing and Wegkamp (2019), this inequality is equivalent to

X — X“’)HF

U%—H(X)gﬂn P — lind
n

Since 5 < K on &y, we have

1X — X0l
W2
< pp—"P W by (3.8) of Proposition 7 in Bing and Wegkamp (2019)
np — pn K np
W%
< (1 pi I by (21
S ™ y (21)
tr(S
< (1+K)coCi(n+p) r(Zw) by Ew and pi, = co(n + p)
1
< L5, by t1(Sw) < PSw lop.
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It remains to prove 1 —P(£y;,) < 1/n. First note that
1 "1
-
Wk =) —W.Iw.;.
n —n

By invoking Lemma 24 for fixed j € [p] and some absolute constant ¢, the inequality

log p
< enSwliny =

holds with probability at least 1 —2(pVn)~2. Apply the union bound over 1 < j < p, invoke
log p < Cn for sufficiently large C, and conclude

1
—WW.; = Bl

P{cloa) 2w) < LIWIE < Cow) x(Bw) | 2 1= 260 vy

Finally, Lemma 22 shows that P{o?(W) < ndy} > 1 — e ", taking c in &y large enough.
[ |

B.3 Proofs for Section 4
B.3.1 Proor oF COROLLARY 10
By Theorem 5.39 of Vershynin (2012), o7 (XE;/Q) > n with probability at least 1 —cn™1,

where we use that X E)_(l/ ? has independent sub-Gaussian rows with sub-Gaussian constant
bounded by an absolute constant, which is implied by the sub-Gaussianity of Z and W,
and that plogn < n. Thus, with the same probability,

02(X) > \(Ex)a2(XEL) > A (Sw)o2 (X5 2 A\ (Ew)n.
Corollary 10 then follows from Theorem 3 with ¢ = 0, 7 > Ap(Zw), and 7 <p. B

B.3.2 PrROOF OoF COROLLARY 11

Under conditions of Corollary 11, Bunea et al. (2020) proves that
P{o2(X) > tr(Zw)} >1—enh.

We thus have 7 = n, ¢ = 0, and n 2 tr(Xw)/n. Further noting that

re (2 tr(X
5W — ”EWHOP <1 + (nW)> — ( W)7

n

such that dy /7 < 1, we conclude

2 S K+10gn0_2 4 n 0_2 + tr(zw)ﬁT(A—rA)_lﬁ
n re(Xw) n

< K—l—lognUQ n n Te(Xw)

~ n re(Xw) n

R¥(Ip) —o

02+

IZwllop BT (ATA)71B.
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B.3.3 PROOF OF THEOREM 12

Instead of directly applying Theorem 3, we slightly modify the proofs of Theorem 3 to
obtain a sharp result for R(A).
From the proof of Theorem 3, display (38) gives

R(A) - o* < |2}/ (4Ta; - B) H2 + 115w llop [a][*

We then point out the modifications of the proof of Lemmas 17 and 18. Recall A e RP¥K,
We work on the event £* defined in the proof of Theorem 3 intersected with the event that
K =K and

13— A1, < 1A - Al 5 1450 B2,
The last two events holds with probability at least 1 — ¢(p vV n)~! for some constant ¢ > 0
(Bing et al., 2020). In display (47) of Lemma 17 for bounding ||@ 3||*, we use
HE(XE)+ZﬁH2 <3 HE(XE)+X§§+A+T5H2 +3 HE(XE)*XP%A*TBHQ
+3 H§(X§)+WA+TBH2

~ ~ ~ o~ 2
<3 HB(XB)*XBB*

‘A*TBH +3 HB (XB)*

PLA+T5H

op

+3HB (XB)* A+TﬁH

We change the way to bound the second term on the right hand side. Specifically, set B=A
and use (a + b)? < 2a? + 2b% twice to obtain

HXP%A*TBHQ <9 HZAP§A+T5H2 42 HWP%A*TBW

2 ~ 2 o~ o~
<2 HZQW . 24— A)U%A”ﬁ” (by ATPL =0)
2 2
+4||watrTs|| + 4| wpgatTs| (by PL =1, - Py).

By £z, &y, and Lemma 20, after a bit algebra, we conclude
1 2 1 V
Lxprartsl s (10 B s ) AT 5 A A
log(pVn _
S (HAs10 B ) 67(AT ) 154 7 AP Ew A TB. (6T)

with probability at least 1—cn~!. In the last step, we used the fact that ||Syy||op is bounded
and [|Asl¢y/e, < [|Asllo. Together with the proofs of Lemma 17, one can deduce that

12 < (K +logn)o?
AT >

+B8T(ATA) B+ (@BT(ATA)*% + ﬁTA+2WA+T5) .
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where

n log(pVn
7S 15w lop + 1410 E L)

To bound HEIZ/Q(AT&\E — B)|I?, we modify two places in the proof of Lemma 18. Display
(51) is bounded by

1

Hzlz/Q[ATE(XﬁWZ . IK}BH2 < HP;XZBHQ + % HWfT(XE)JFZBHZ

S

S|I—=3

2 1 ~ o~ 2
1 2 n
|Peazs| + [wrall, | Acx Az
where we will invoke Lemma 20. For the first term of the right hand side, by (55), we have
HPLAZ,BH2 <2 HPL WA+T5H2 +2 HPL XPLA+T5H2
XB = XB XB B
2 2
ofwar o 2

which can be further bounded by using (57) and invoking the event £y,. Collecting all these
ingredients, we conclude

n

|=? (a7az-8) H2 S (1 + 5?) <K tlogn BTA+2WA+T/B>

+ Kl + 5”%"’) b+ 5W,J] BT(ATA)TB.

It then remains to lower bound 7 by bounding o (X P3) from below. By Weyl’s inequality,

-~

rank(A) = K, we have

- (XPEA(ATA)*W) > ok (XA(ATA)*W) - HXP%A(ATA)*I/z

op

> i (XANT2NY2AT A1) — || X PLAGAT A2

op

> i (XANT2) o (NV2(AT )12 — | X PEA(AT 4)71/2

op

by writing N = ATXA. To lower bound o (X ANV 2), using Weyl’s inequality again and
invoking Lemma 23 yield

¢ <N1/2AT1XTXAN1/2)
n

> Ak (N‘l/QATZAN_1/2> - HN—WAT <1XTX - 2) AN"1/?
n

> /KlogniKlogn>1
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with probability at least 1 — en~=¢. On the other hand, by X = ZAT + W,

HXP%A(ATA)_W

< HZATPf%A(ATA)_l/Q

Lt |wPtaaT a2

op

< HZ(A—E)T

i

Lt HWPXA(ATA)—W

op

<

o1(27) H(A A7

A\Hop'

+|[waaTa | 4w
op op

op

By £z and Lemmas 20 and 22, we have

WHop +

Ajllol Ajllol
%prfA(ATA)flﬂ < s+ [ Ao Zg(an) <iIs [[4.1lo Zg(an)

op

with probability at least 1 — cn~!. Provided that

Ayllolog(pVvn
)\K(AEZAT) > C <’EWHOp + || JHO ng(p )>

for sufficiently small constant C' > 0, we then conclude that
o2 (XPKA(ATA)_VQ) > A (ASZAT)

from noting % (NI/Q(ATA)_UQ) = Ax(AYzAT). This concludes 7j > Ag(AXzAT). The
result then follows by collecting terms. B

The following lemma provides upper bounds for the operator norm of W P;. Recall
that [[Aslle/e; = 2jes LA, 120}

Lemma 20 Under conditions of Theorem 12, with probability at least 1 — c¢(p V n)™!, one
has

1 A
LW PR, S I (14 1L ) gy,

Proof We work on the event K = K and A 1 = Ay which holds with probability at least
1—¢(pVn)~® (Bing et al., 2020). Then

[we,, = |[was

< HW,]A[zzﬁ'
op

+ HW.JA\J//I\+
op

op

gHW.IAI(A,UxI)—l/2 ‘(A?Al)lﬂﬂ

4,4

O

+[Wsllop
p

op op

Since
2

|cafan2as <1

= [[cAT an 2 AT A (A )2

op op

by noting ATA = A}—A 7+ A}r A 7, and similar arguments yield

<1

)

i

g |4,a 2 4]
op

_ H(A‘TA\)fl/ZA‘}A‘J(A\TAvfl/Z

op op
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invoking Lemma 22 to bound ||[W.;A7(A] A7)~Y2|lop and |[W. s|lop gives

1 _ 2 tr(Wv
Ylwparai a2 < pwl,, + S0,
n op n

1 tr(( 2wl
LWz,  ISwlosll, + SE) < gy

with probability at least 1 — 2e™", where
U= (/1}r1‘1[)_1/2/1}r [Ew]HA[(A}rA])_l/Q.

The result then follows by using || ¥ |lop < ||[[Ew]11llop, tr(Yrr) < K||¥rrllop < K||[Ew]r1llop
and Klogn < n. [ |

B.4 Proof of Theorem 14 in Section 5

For any o € RP, let

~ 2
R(a) = n Z[Yz —Xz‘TOé]Q
i€D

so that for all m € [M], by the definition of 7, S(@) < 5(@m). Also let

S() =2 1275 - x] o]

i€D
Finally, for any fixed or random « define
S(a) =Bz x.)(Z) B — X, ), R(a) = S(a) + o2,

where the expectation is over (Z,, X,) that are independent of «.
‘We have

S(@) = R(@) — o

= (1+a)[R(@) — % D e+ [R(@) - (1+a)R(@) — (0® — (1 + a)% > el
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Using ﬁ(&) < ﬁ(&m) in the first term of the above, we have for any m € [M],
~ 2
S(a) < (1 R(Qm) — = 2
(@) = @+ a)[R(am) -~ 'GZD €]
7 1

Fmax(R (@) — (14 R (@) — (02~ (14 0) 2 3 )

)

7,
— (4 @R (@) — - EL; 5
+ max[S(@n) — (1+a)S(@n) +2(1+ @% S° (X G — 27 B)]
7,
04 R — 3 4 mlS(En) — (04 515
+max(2(1 + a)% > <X dm — 27 B) ~ S5(@m)] (58)
7,

The first term in the above can be further re-written as

R(@n) -~ = ZD et = W+ S(@n) + Rlam) = L+ OS(an) = & 3l
= (1+a)S(@m) + [S(@m) — (1 +a)S(@m) + % EED: el Z] B— X am)]
< (1+ @)S(@n) +max((1+ 5)8(@n) — (1 + a)S(&im)]
+ mﬁx[% sz SIVALES S B
Using this result in (58), we ﬁndleth;t for any m € [M],
S(@) < (1+a)?S(@m)

+ (1+ @) max[(1+ 5)S (@) — (L +a)S(@n)

+ 1+ 3 (275 - X ) = 55(6n)

+ max($(@n) — (1 ; 5)5(@m)]

+ mn%x[Q(l + a)% Z 67;(Xi—ram - ZZTB) - %@(am)]

1€Dq
=: (1 +a)®S(@m) + (1 + a)T1 + (1 + a)T> + T3 + Tu. (59)
Below we prove that
2+a)? m S(Qm) log(nM
Py <(1 + a)T1 + T3 < Cl( —;a) . max S(Oén) Og(n )> >1- c'ln_l, (60)
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and

1 3,1 M
P, {(1 )Ty 4 Ty < LT 2108 )} >1— !, (61)
a n

where ¢; and co depend only on 7., 7y, 7. from Definition 1, and ¢1,co > 0 are absolute
constants. The final result follows from taking a minimum over m in (59) and combining
(60) and (61) with a union bound.

Bounding Ty and Ts: Since @y, ..., Qs are independent of {X; : i € Dy}, we will prove (60)
for the case when aq, ..., Qs are non-random without loss of generality.
We first consider T3. For all ¢,b > 0, the following holds:

~ ~ 1+

S-S<Vivs = S§(1+b)S—|—t%, (62)
where we write $ = S(d,) and S = S(@,,). To prove this, suppose the left hand side holds
true and consider the cases VS < 1T+b\/f, which implies S < S + tlTH’, and /S > 1T+b\/f,

which implies 5 < S + l%:bS and thus S < (1 +b)S. Thus,

Py (Ts e Z/C;/Q> < M maxP, (S(am) —(1+ g)s?(am) - Z/C;/Q>

< M maxPy 5(@m) —AS(am) >Vt (by (62))
m S(am)
2
< gy (|2 57 Blast)] - )] > VE | (63)
n €Dy
where we let g;(m) = (Z 8 — X" @n)?//S(@m) in the last step. Recalling that for any
random variable U, ||U2(y, = |U Hiz’ and using the assumption that a,, is a fixed vector,
we find

128 = X @)l
=12} 8- X anl?3,

<1z B -z ATanl, + W QmllZ, (since X; = AZ; + W;)

= (252 2)T (=218 — ATan) 13, + 1S W) T (23 7am)|12,

= 12728 — ATan) IPI(=522:) Tw)l3, (with [|u]l = [jv]| = 1)
+ 1S5 @2l (S W) T2,

<allBY28 = ATan)|? + cl| S aml)? (by Definition (1))

= ¢15(am),

where ¢1 = ¢1(72, 7). Thus,
[Egi(m) — gi(m) |, S llgi(m)|lyy < e1v/S(@m),
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so by Bernstein’s inequality (Vershynin, 2012),

t t
P (|2 3 lom) - aim| > Vi) <2000 <_n <cls<am>A mS@m)))' o

i€Dq
Choosing t = ¢ max,, S(ay,)log(nM)/n, and combining with (63), for log(M) < cn,

1 —;—/6;/2 e maXm S(az) log(nM)> < 2/n. (65)

We next consider T7. For t,b > 0, we have

S—S<VtVS = §§(1+1i>s+tl+b.

Py (Tg >

To prove this, suppose the left hand side holds and consider the cases v/S < 1%{(’\/7?, which
implies S<S+ ITH’t, and VS > ITH’\/E, which implies S < [1+0b/(1+ b)]S. Multiplying
the right hand inequality by (1 + b), and choosing b = a/2, we find

<1+g)§—(1+a)5>t(1—;72/2)2 = S§—85>VtVs (66)
Recalling y
T1 = mqu[(l + §)S(am) - (1 + a>S(am)]7

an application of (66) gives

(1+a/2)°

Po |11 >t—7F—
(1>

) < MmaxPy(S(@m) = S(@m) > VEVS)

< gy (|2 55 Blastn)] - )] > V2
€Dy

Choosing t = ¢1 max,, S(Qn, ) log(nM)/n and applying (64) with log(M) < cn, we conclude

a/2)? max am) log(n

Py <T1 >
Combining (65) and (67) with a union bound and some algebra proves (60).

Bounding Ty and Ty: For each i € Dy, define hi(m) = (Z] 8 — X, @) /[S(Gm)]/2. Using
the inequality 2|xy| < 22/c + cy? for ¢ > 0, we have that

4 (7T6_xTa )y _ %G~ \— 9154 11/22 o) 28
n Z gi(Z; B— X, aim) 2S(O‘m) = 2[S(am)] n Z gihi(m) 2S(O‘m)
€D 1€D1
. ) ~
<208@n))"2 = Y 5ihi(m)’ - %S(&m)
" €Dy
2(2 2
< ‘ Z sihz(m)
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Similarly,
2 N as, . 2(1+4a)?|2 2
214 0)2 Y e~ 27 5) - $8(@m) < 22 S )
i€Dy 1€Dy
Thus,
1+a)?|2 2
Ty + 1Ty S., mnelmx 7( a ) I Z Ezhz<m) )
€Dy

SO

1+ a)? 2
Pg (T2+T4Zt(+a)> SMmaxIP’g ’ E €Zh2(m)‘ Z\/?E
a " n i€Do

Since {¢; }iep, is independent of (Z;, X;)icp,, E[eihi(m)] = 0 for all ¢ € Dy. Furthermore,
ll€illy, S o and |hi(m)| is bounded by 1, so |e;hi(m)||y, < 0/ca, where ca = ca(7z). Thus
by Hoeffding’s inequality (Vershynin, 2012),

2
P—Eihi >V <2 —cotn/o?).
9 ‘nEDs (m)‘_\[ < 2exp(—cotn/o®)
i€Do

Choosing t = 02 log(nM)/(can) completes the proof of (61). W

Appendix C. Auxiliary Lemmas

The following lemma is used in our analysis. The tail inequality is for a quadratic form of
sub-Gaussian random vectors. It is a slightly simplified version of Lemma 30 in Hsu et al.
(2014).

Lemma 21 Let £ € R? be a Ve sub-Gaussian random vector. For all symmetric positive
semi-definite matrices H, and all t > 0,

2
P{€H£>ﬁ< u@0+wmﬂbg>}§e%

Proof From Lemma 8 in Hsu et al. (2014), one has

P{@im>w@(ugn+amkmﬂat+2wﬂbg)}ge%,

for all t > 0. The result then follows from tr(H?) < ||H ||optr(H). [ |

The following lemma provides an upper bound on the operator norm of GHG ' where
G € R™9is a random matrix and its rows are independent sub-Gaussian random vectors. It
differs from Bunea et al. (2020, Theorem 10) in the sense that independence across columns
of GG is not required.
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Lemma 22 Let G be n by d matrix whose rows are independent v sub-Gaussian random
vectors with identity covariance matriz. Then for all symmetric positive semi-definite ma-

trices H,
2
1 tr(H _
P EHGHGTHOPS’)/Q (V(n)‘i‘\/(s’HHop) >1—e"

Proof By definition and the property of the 1/2-net N,

IGHG ||op = sup v GHG u<2supu' GHG u.
ueSn—1 ueN

For fixed v € N, since GTu is a v sub-Gaussian random vector, an application of Lemma
21 with ¢ = G, ve = and H = H yields

2
P {UTGHGTU > 2 <\/tr(H) + w/2\|Huopt> } <e

Since |[N| < 5™, see Vershynin (2012, Lemma 5.2), choosing ¢ = 3n and taking a union
bound over u € N completes the proof. [ |

Another useful concentration inequality of the operator norm of the random matrices
with i.i.d. sub-Gaussian rows is stated in the following lemma. This is an immediate result
of Vershynin (2012, Remark 5.40).

Lemma 23 Let G be n by d matriz whose rows are i.i.d. v sub-Gaussian random vectors
—ct?

with covartance matrix Xy . Then for every t > 0, with probability at least 1 — 2e™%",
< max {4, 52} 12yl

‘ op

with § = Cy/d/n+t/v/n where ¢ = c(y) and C = C(7) are positive constants depending on
7.

lGTG — Yy
n

op’

The deviation inequalities of the inner product of two random vectors with independent
sub-Gaussian elements are well-known; we state the one in Bing et al. (2019) for complete-
ness.

Lemma 24 (Bing et al., 2019, Lemma 10) Let {X:}}—, and {Y;}}, be any two sequences,
each with zero mean independent v, sub-Gaussian and v, sub-Gaussian elements. Then,
for some absolute constant ¢ > 0, we have

P{l
n

In particular, when logp < n, one has

1
p{
n

where ¢ > 2 and C = C(vz, 7y, c) are some positive constants.

n

> (XY, — E[XYi))

< %'yyt} >1—2exp {—cmin (tz,t) n} .

n

zn: (X:Y: — E[X:Y3])
=1

SC log(p\/n)} 21—2(}7\/11)_0
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Appendix D. The LOVE Algorithm

For the reader’s convenience, we give the specifics of estimating A in the Essential Regression
model, as developed in Bing et al. (2020). The first step is estimation of the number of
latent factors, K, and the partition of pure variables, Z, which is achieved by Algorithm 1
below.

Algorithm 1 Estimate the partition of the pure variables Z by 7

1: procedure PUREVAR(S, §)

2 1+ o.

3 for all i € [p] do R R

4 I(Z) — {l S [p] \ {Z} P MaXjep]\{i} ’21]‘ < ‘211| + 25}
5: Pure(i) < True.

6 for all j € 1% do R

7 if HZU’ — maXge[p)\ {5} |Ejk|‘ > 26 then

8 Pure(i) + False,

9

: break
10: if Pure(i) then
11: IO 1O Ui}
12: 7 + Merce(1®), 7)
13: return Z and K as the number of sets in Z

14: function 1\/IER(}AE(IA(Z>7 7)

15: for all G €T do > 7 is a collection of sets
16: if GNT1% # & then

17: G<—Gr1f(i) DReplaceGefbyGﬂf(i)
18: return 7

19: IWel >add I in 7
20: return f

Given estimates K and T as outputs of Algorithm 1, we compute, for each a € [[A( | and
b e [K]\ {a},

~ 1 a a 1 VYRS
B2] = Y Sl 4] == Y AwdaSy (68)
o Ll 1), 5 @ Ll

to form the estimator f]z of Xz.

The submatrix A\IA is then constructed as follows. For each k € [K] and the estimated

pure variable set Ec,

Pick an element i € I at random, and set A; = ey (69)

For the remaining j € I, \ {i}, set 4;. = sign(3y;) - ex. (70)
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Letting J = [p] \f, to construct the remaining submatrix A 7> we use the Dantzig-type

estimator Ap proposed in Bing et al. (2020) given by
A; = argI%ijn{HﬂjHl |28 - AT ApaTsy,

L <uj (71)

for any j € j, with tuning parameter u = O(y/log(p V n)/n). The estimator A enjoys the
optimal convergence rate of max; e, [[A;. — Aj.||4 for any 1 < ¢ < co (Bing et al., 2020,
Theorem 5).

Appendix E. More Existing Literature on Factor Models

We discuss in this section some related work on factor models which might be used to
establish results of the excess risk of PCR.
By treating X and Y jointly from model 1 as an augmented factor model

> Y T €

e[ = [ e o]
the fit Y is constructed by regressing Y onto X Uy where Uy is the matrix of the first K
right singular vectors of X = (X ,,..., X,.)T. Bai (2003) shows that

thl/Q (f; _ ZtT,B) — N(0,1), forany 1 <t <n (72)

for a variance term V;. The uniform convergence rate of f’t' — ZtT, B over 1 <t <nis further
derived in Fan et al. (2013). These element-wise results for in-sample prediction could,
in principle, be extended to out-of-sample prediction, via additional arguments, but is not
treated in the aforementioned works.

We now comment on the main differences between our Corollary 6 and the aforemen-
tioned results. The existing results are all established under conditions including K = O(1),
18|12 = O(1), p — oo, and (29), The uniform consistency in Fan et al. (2013) additionally
requires n = o(p?). As a result, all previous results are asymptotic statements as n,p — co.

By contrast, our Corollaries 5, 6 and 9 are non-asymptotic statements which hold for
any finite K, n and p. Moreover, they only requires the sub-Gaussian tail assumptions
in Definition 1 and K logn < n. As detailed in Section 3.2, our conditions on the signal
A (AYZzAT) are much weaker than (29) to derive the risk of PCR-K.

Under condition (29), as assumed in the aforementioned literature, the prediction risk
in our Corollary 6 reduces to

2 =wlep | IEwllo
R(UK) - o? = O, <a+ [Zwlop , [Zw] >
n P n

This rate coincides with that of V;, introduced in (72). Under conditions in Fan et al.

(2013), their results (see, for instance, Corollary 3.1) imply

~ 2 1 1/2

Yi-2l8 =0, <<1ogn>2/“’ =P ”)
n

max
1<t<n

p

for some constant ro > 0, which is slower than our rate.
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