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Abstract

This work studies finite-sample properties of the risk of the minimum-norm interpolating
predictor in high-dimensional regression models. If the effective rank of the covariance
matrix ¥ of the p regression features is much larger than the sample size n, we show that
the min-norm interpolating predictor is not desirable, as its risk approaches the risk of
trivially predicting the response by 0. However, our detailed finite-sample analysis reveals,
surprisingly, that this behavior is not present when the regression response and the features
are jointly low-dimensional, following a widely used factor regression model. Within this
popular model class, and when the effective rank of ¥ is smaller than n, while still allowing
for p > n, both the bias and the variance terms of the excess risk can be controlled, and
the risk of the minimum-norm interpolating predictor approaches optimal benchmarks.
Moreover, through a detailed analysis of the bias term, we exhibit model classes under
which our upper bound on the excess risk approaches zero, while the corresponding upper
bound in the recent work Bartlett et al. (2020) diverges. Furthermore, we show that
the minimum-norm interpolating predictor analyzed under the factor regression model,
despite being model-agnostic and devoid of tuning parameters, can have similar risk to
predictors based on principal components regression and ridge regression, and can improve
over LASSO based predictors, in the high-dimensional regime.

Keywords: Interpolation, minimum-norm predictor, finite sample risk bounds, predic-
tion, factor models, high-dimensional regression

1. Introduction

Motivated by the widely observed phenomenon that interpolating deep neural networks
generalize well despite having zero training error, there has been a recent wave of literature
showing that this is a general behaviour that can occur for a variety of models and prediction
methods (Hastie et al., 2019; Feldman, 2019; Muthukumar et al., 2019; Mei and Montanari,
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2019; Belkin et al., 2019a, 2018b,a, 2019b, 2018c; Jun et al., 2019; Mitra, 2019; Ma et al.,
2017; Liang and Rakhlin, 2018; Xing et al., 2018; Bartlett et al., 2020).

One of the simplest settings is the prediction of a real-valued response y € R from
vector-valued features X € RP via generalized least squares (GLS). The GLS estimator
a = X Ty is based on the Moore-Penrose pseudo-inverse of the n x p data matrix X and
response vector y € R”, obtained from n i.i.d. copies (X;, ), @ € [n], of (X,y), with p > n.
It coincides with the minimum-norm estimator, which in the case that X has full rank,
interpolates the data. The interpolation property of @ means that Xa = y. We refer to the
corresponding predictor as the minimum-norm interpolating predictor.

This paper is devoted to the finite-sample statistical analysis of prediction via the gen-
eralized least squares estimator a. We first note that ideally, the prediction risk R(a@) :=
Ex,y [(XT@—y)?] of @ approaches the optimal risk infoerr Exy [(X o — y)?]. Unfortu-
nately, this often turns out not to be the case. Theorem 1, stated in Section 2, proves that
the ratio R(a)/R(0) approaches 1 in the regime re(Xx) > n. Clearly, this is undesirable as
R(0) is the non-optimal null risk of trivially predicting via the zero weight vector, ignoring
the data. The effective rank ro(Xx) of the p X p covariance matrix Xx of X is defined as
the ratio between the trace of X x and its operator norm, and is at most equal to its rank,
ro(Xx) < p. In particular, if ¥x is well-conditioned, with r.(Xx) =< p, then the prediction
risk R(@) of the minimum norm interpolator approaches the trivial risk R(0), whenever
p > n. This was previously observed, from a different perspective, in Hastie et al. (2019).

This opens the question as to whether, in the high-dimensional p > n setting, there
exist underlying distributions of the data that allow R(&) to be close to an optimal risk
benchmark. The recent work Bartlett et al. (2020) provides a positive answer to this
question, primarily focusing on sufficient conditions on the spectrum of ¥ x that can lead
to consistent prediction.

In this paper we show that the joint structure of (X, y), not just the marginal structure
of X as considered in Bartlett et al. (2020), is important to understanding the conditions
under which consistent prediction is possible with @. In particular, we provide a detailed
and novel finite-sample analysis of the prediction risk R(@) when the pair (X, y) follows a
linear factor regression model, y = Z' 3+ ¢, X = AZ + E, in the regime

p>n but 1.(Xx) <c-n,

for an absolute constant ¢ > 0. Here (X,y) € R x R are observable random features and
response, Z € R¥ is a vector of unobservable sub-Gaussian random latent factors with
K < p, A € RP*K ig a loading matrix relating Z to X, and F and ¢ are mean-zero sub-
Gaussian noise terms independent of Z and each other. Under this model, the observation
made in inequality (7) of Section 3.1 below shows that r.(Xx) is less than c¢-n as long as
K < c1 -n and the signal-to-noise ratio & := Ag(AXZzAT)/||ZE| = p/n > ¢ - 1e(XE)/n for
suitable absolute constants ci,co > 0. Here ¥z and X denote the covariance matrices of
Z and E respectively, and ¢ is the ratio between the Kth eigenvalue of AY. ;A" and the
operator norm of ¥p. Section 3 is dedicated to deriving population-level properties of the
factor regression model that are relevant to the performance of the GLS a.

Our primary contribution is the study of R(&@) under the factor regression model, and
in this regime. In Section 4 we present a detailed finite-sample study of the risk R(@) of the
model-agnostic interpolating predictor 7, = X ' & in factor regression models with p > n and
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K < n, but with K allowed to grow with n. Our main result is Theorem 16 in Section 4.2.
It provides a finite-sample bound on the excess risk R(Q) —o? of @ in the high-dimensional
setting p > n, relative to the natural risk benchmark E[e?] := o2 in the factor regression
model; the excess risk relative to the benchmark inf,crr Ex [(X Ta— y)2] is also derived in
this theorem. As a consequence, we obtain sufficient conditions under which the prediction
risk R(a) approaches the optimal risk, by adapting to the embedded dimension K. The
excess risk not only decreases beyond the interpolation boundary to a non-zero value as
observed in Hastie et al. (2019), but does indeed decrease to zero, as desired. We remark
that at least for Gaussian (X,y), Bartlett et al. (2020) provides an alternative bound to
Theorem 16. However, Theorem 16 provides an improved rate for typical factor regression
models, and in particular provides examples when the upper bound on the excess risk in
Bartlett et al. (2020) diverges, yet our results show that prediction is consistent; see Section
4.3 for a detailed comparison.

Table 1 below offers a snap-shot of our main results. The first row is a reminder that
all results are established for p > n, while the second row separates the regimes of r.(Xx)
larger or smaller than n. The third row specifies the assumptions on (X, y), namely sub-
Gaussianity or, in addition, the factor regression model. The last row gives finite-sample
bounds. The risk bounds in the bottom right panel are stated under the assumptions
that the operator norms [|Xz|| and ||[Xg|| are constant and r.(Xg) =< p. These simplifying
assumptions are made here for transparency of presentation and are not made in the body of
the paper. The bottom right panel shows that the variance term V decreases if p > nlogn

p>n
ro(Xx) >C-n re(¥x)<e-n, K<n
(X, y) sub-Gaussian
(X, y) sub-Gaussian y=pB"Z+e

X=AZ+F

i R(@) 02 S Bz +V
5 =1 S Va®x) | Bz =lIBIR - p/(n-€)
V ={(n/p) + (K/n)}logn

Table 1: Behavior of risk R(a). Here C' > 1,¢ > 0 are absolute constants with C' > ¢. (i)
R(a) approaches null risk R(0) for well-conditioned matrices ¥ x when p > n (left
panel); (ii) Variance term vanishes when p > nlogn and K logn < n; Bias term
vanishes for & := A\ (AXZzAT)/||SE| > ||8]*p/n (right panel).

and K logn < n and that the bias term By decreases provided that the signal-to-noise ratio
€= A\g(AXzAT) /|2 k|l is large enough. Specifically, we need that &€ > ||3>p/n, which for
18]|> £ K amounts to £ > p- K/n. For instance, as explained in Section 3.1, a common,
natural situation is £ < p and the bias is small for K < n. In clustering problems where
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the p coordinates of X can be clustered in K groups of approximately eqal size m ~ p/K
as discussed in Section 3.1, we find ¢ < p/K. In that case, Bz vanishes if n > K2

We emphasize that a condition on the effective rank of Xx alone is not enough to
guarantee that R(@) is close to the optimal risk o2. As argued in Section 3.4, if we assume
the model X = AZ + F, but instead of assuming that y is also a function of Z, as in this
work, we have a standard linear model y = X0 + 7, with # € RP, then the bias term
cannot be ignored, unless ||#|| — 0, which is typically not the case in high dimensions.
In Section 3.3 we show that the best linear predictor a* = Z}Z Xy, that minimizes the
risk Ex,, [(X Ta —y)?], does in fact satisfy [|a*|| — 0 under the factor regression model
y = Z "3+ ¢ and thus that this is a natural setting for studying when the GLS generalizes
well. From this perspective, this work illustrates the critical role played in the risk analysis
by a modeling assumption in which (X,y) are jointly low-dimensional.

Finally, we remark that prediction under factor regression models has been well studied,
starting with classical factor analysis that can be traced back to the 1940s (Joreskog, 1967,
1969, 1970, 1977; Lawley, 1940, 1941, 1943), including the pertinent work Anderson and
Rubin (1956). A number of works ranging from purely Bayesian (Aguilar and West, 2000;
Bhattacharya and Dunson, 2011; Hahn et al., 2013; Carvalho et al., 2008) to variational
Bayes (Blei et al., 2017) to frequentist (Bing et al., 2019; Fan et al., 2013a, 2011, 2013b,
2017; Izenman, 2008; Jolliffe, 1982; Stock and Watson, 2002a,b, 2012) show that this class
of models can be a useful framework for constructing and analyzing predictors of y from
high-dimensional and correlated data. The literature on finite-sample prediction bounds
under factor regression models is relatively limited, with instances provided by Bing et al.
(2019); Fan et al. (2013a, 2011, 2013b, 2017), and most existing results established for K
fixed. Relevant for the work presented here, the (non-Bayesian) prediction schemes that
have been studied in generic factor regression models are often variations of principal com-
ponent regression in K < n fixed dimensions, and therefore typically do not interpolate the
data. From this perspective, the results of this paper complement this existing literature,
by studying the behavior of interpolating predictors in factor regression. Furthermore, in
Section 4.4 we derive an upper bound on the excess risk of prediction based on principal
components, under the factor regression model, and find that it is comparable to the excess
risk bound of the interpolating predictor, in the regime p > n, provided that the covariance
matrix Y g of the noise is well conditioned. This provides further motivation for the use of
@ in the setting discussed here.

The rest of the paper is organized as follows.

Section 2 derives sufficient conditions on Xy and 05 = E[y?] under which R(Q) ap-
proaches the trivial risk R(0). This section motivates the remainder of the paper, in which
we study the risk behaviour when these conditions are violated.

Section 3 introduces the factor regression model (5) and derives population-level prop-
erties that are relevant to the performance of the GLS @. Bounds on the effective rank and
spectrum of ¥ x under (5) are given in Section 3.1, and reveal what key quantities to control
in order to obtain non-trivial prediction risk bounds associated with the GLS estimate a.
Target risk benchmarks then are introduced in Section 3.2.

Section 3.3 investigates at the population level the properties of the best linear pre-
dictor a* = E}E Xy, under the factor regression model. We demonstrate the interesting
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phenomenon that under model (5), ||a*|| — 0 and yet R(a*)/R(0) /4 1. We argue that this
is in contrast to the behaviour of the best linear predictor 6 in a standard linear regression
model in which E[y|X] = X "0 and typically ||0|| is fixed or growing with p. We give a com-
parison between factor regression and standard linear regression in Section 3.4, commenting
on assumptions on the operator norm of X x, and on implications for prediction with the
GLS.

The remainder of the paper, Section 4, contains our analysis of the GLS @ and its
prediction risk, under the factor regression model. Section 4.1 gives a preview of our main
findings. In the noiseless case ¥ = 0, we have that [|a| — 0 (just like ||a*| — 0), but
R(a) — R(a*) achieves the parametric rate K/n, up to a log(n) factor. In fact, we establish
XTa=2" E for the least squares estimate B based on observed (Z,y).

Section 4.2 contains our main results in the more realistic setting ¥p # 0. It estab-
lishes when @ interpolates, and shows that typically ||@| — 0, as in the noiseless case.
Furthermore, in agreement with the findings in Section 4.1, R(a)/R(0) does not approach
1. Instead, the finite-sample risk bound in Theorem 16 shows that under appropriate con-
ditions on re(Xg) and the signal-to-noise ratio £, the excess risk R(a) — R(«a*) converges to
Zero.

Section 4.3 presents a comparison with recent related work. In particular, we give
a detailed comparison with Bartlett et al. (2020), which provides risk bounds for y, =
X Ta, for sub-Gaussian data (X,%), and offers sufficient conditions on Xx for optimal risk
behavior, with emphasis on the optimality of the variance component of the risk. We present
simplified versions of the generic bias and variance bounds obtained in Bartlett et al. (2020)
under the factor regression model, which are derived in Appendix C.4. Table 2 of Section
4.3 summarizes our findings that the bound on the excess risk in Bartlett et al. (2020) is
often larger in order of magnitude than the bound given in Theorem 16 of Section 4.2. In
particular, we exhibit instances of the factor regression model class under which the excess
risk upper bound in Bartlett et al. (2020) diverges, yet our upper bound approaches zero.
We also compare our work to Mei and Montanari (2019), which gives an asymptotic analysis
of the ridge regression estimator with arbitrarily small (but non-zero) regularization for a
type of factor regression model.

Section 4.4 is devoted to a comparison with prediction via principal component regres-
sion and #; and /s penalized least squares, under the factor regression model.

All proofs and ancillary results are deferred to the Appendix. In particular, Theorem
30 in the Appendix complements Theorem 16 by showing the risk behavior of @ for n > ¢-p
for an absolute constant ¢ > 0, and is included for completeness.

1.1 Notation

Throughout the paper, for a vector v € R?, ||v| denotes the Euclidean norm of v.

For any matrix A € R™*™_ || A|| denotes the operator norm and A" the Moore-Penrose
pseudo-inverse. See Appendix E for a definition of the pseudo-inverse and a summary of its
properties used in this paper.

For a positive semi-definite matrix € RP*P, and vector v € RP, we define Hv||2Q =" Qu,
let \(Q) > X2(Q) > -+ > A\(Q) be its ordered eigenvalues, k(Q) = A\ (Q)/ p(Q) its
condition number, and re(Q) := tr(Q)/[|Q|| its effective rank.
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The identity matrix in dimension m is denoted I,.

The set {1,2,...,m} is denoted [m].

Letters ¢, ¢, c1, C, etc., are used to denote absolute constants, and may change from line
to line.

2. Interpolation and the Null Risk

Given i.i.d. observations (X1, 1), - .., (Xn, yn), distributed as (X, y) € RP xR, let X € R"*P
be the corresponding data matrix with rows X1,... X, and lety == (y1,...,y,)' € R". For
the rest of the paper, unless specified otherwise, we make the blanket assumption that p > n.

We are interested in studying the prediction risk associated with the minimum £-norm
estimator a defined as

Q= argmin{HozH DI Xa -y :mJnHXu—yH}. (1)
We define the prediction risk for any o € R? as
R(a) = Ex,y[(XTa—y)’]. (2)

The expectation is over the new data point (X, y), independent of the observed data (X,y).
In particular, since @ is independent of (X, y), we have R(a) = Ex [(XTA —y)?|X, y] =
Ex,y [(XT@—y)?]. If the data matrix X has full rank of n < p, then min,epr |[Xu—y|| = 0
and
a:=arg min |af. (3)
a: Xa=y

Regardless of the rank of X, Equation (1) always has the closed form solution @ = X*y,
where X1 is the Moore-Penrose pseudo-inverse of X; we prove this fact in section D.1 for
completeness. We begin our consideration of the minimum-norm estimator & = X"y by
showing that its risk R(a@) approaches the null risk R(0) whenever the effective rank re(Xx)
grows at a rate faster than n. Proofs for this section are contained in Appendix A. We
make the following distributional assumption.

Assumption 1. X = E%QX' and y = oy, where X € RP has independent entries, and
both X and y have zero mean, unit variance, and sub-Gaussian constants bounded by an
absolute constant.

Theorem 1. Suppose Assumption 1 holds and ro(Xx) > C - n for some absolute constant
C > 1 large enough. Then, with probability at least 1—ce=cn for absolute constants ¢, > 0,

re(Xx)

R(@)
OB W

As a consequence, @ is not a useful estimator in the regime r.(Xx) > n, as trivially
predicting with the null vector 0 € RP will give asymptotically equivalent results. This
occurs, for instance, when Y x is well conditioned and p/n — oo. Figure 2 in Hastie et al.
(2019) depicts an example of this behavior: it plots E[||a — «|?|X] as a function of the ratio
v = p/n, where (X,y) follows the linear model y = o' X + ¢ with Sy = I,.
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This motivates the study of R(a) when the condition re(Xx) > C - n of Theorem 1
fails. The recent work Bartlett et al. (2020) developed bounds for the excess risk R(a) —
inf,ere R(a) under the linearity assumption E[y|X] = X '@ (for some § € RP), and used
this to show that the excess risk goes to zero for a certain class of benign covariance matrices
that in particular satisfy ro(Xx)/n — 0 and ||Zx|| = 1.

In this work we are interested in obtaining risk bounds for R(a) under a different
model, the factor regression model (5) given below. In this model, while r(Xx)/n remains
bounded, || Xx || typically grows with p (see Lemma 4 below), in contrast to the assumption
|Xx]|| = 1 of the definition of benign matrices in Bartlett et al. (2020). Furthermore, the
results in Bartlett et al. (2020) only apply to model (5) when (X,y) are assumed to be
jointly Gaussian. In this case, their bound offers an alternative result, which we compare
to our main result in Section 4.3 below. We find that in this common regime, we obtain a
tighter bound.

3. Factor Regression Models

In this paper, we consider the factor regression model (FRM). This is a latent factor model
in which we single out one variable, y € R, to emphasize its role as the response relative to
input covariates X € RP, while both X and y are directly connected to a lower dimensional,
unobserved, random vector Z € RX, with mean zero and K < n. Specifically, the factor
regression model postulates that

X=AZ+E, y=ZfB+e, (5)

where 8 € RX is the latent variable regression vector, A € RP*K is a unknown loading
matrix, and € € R and F € RP are mean zero additive noise terms independent of one
another and of Z. We let X := Cov(E), Xz := Cov(Z) and ¢ := Var(e). For the remainder
of the paper we will assume that the data consist of n i.i.d. pairs (X;,y;) satisfying (5), in
that

X, =AZ; + E;, yi =27 B+e Vi € [n], (6)

where the latent factors Z1, ..., Z, € R¥ are i.i.d. copies of Z, and the error terms E; € RP
and eg; € Rfori=1,...,n arei.i.d. copies of F and ¢, respectively. We recall that X € R"*P
is the matrix with rows Xy,..., X, and y € R" is the vector with entries y1,...,y,. We
similarly let Z € R™*X be the matrix with rows Z1, ..., Z,.

The remainder of this section is dedicated to deriving population-level properties of the
factor regression model that are relevant to the performance of the GLS a. In particular,
we will (1) bound the effective rank of ¥x, (2) bound the eigenvalues of ¥x, (3) define
two natural risk benchmarks and show when they are asymptotically equivalent, (4) show
that the weight vector of the best linear predictor has vanishing norm, and (5) prove that,
nonetheless, the null risk R(0) is clearly sub-optimal. The first two properties reflect the
low-rank structure of the covariance matrix ¥ x and are presented in Section 3.1. The risk
benchmarks are introduced and analyzed in Section 3.2. Section 3.3 investigates the prop-
erties of the best linear predictor a* = E}Z xy at the population level, showing properties
(4) and (5). The fourth property in particular is a consequence of the joint low-dimensional
structure of (X, y) via the vector of covariances X x,. It is a distinct property of the factor
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regression model that sets it apart from the classical regression model where the response
y is linearly related to X via E[y|X] = 6" X. We present a comparison between factor
regression and classical linear regression in Section 3.4.

3.1 Effective Rank and Spectrum of X x in the FRM

Theorem 1 and its discussion above imply that in order for the generalized least squares

estimator @ to have asymptotically better prediction performance than the trivial estimator

0 € RP, the ratio ro(Xx)/n must remain bounded as n and p grow, as a first requirement.
Using that ©x = AXzA" + X under (5), we find

tr(EX)
(Dy) = HEx)
(0 = ]
tr(AYZAT) + tr(Zg) . .
= Sx| > [AS2A
= [AZ AT (since [[Zx| > [|AXZA"])
=K+ LEEL (since tr(AX,AT) < K||ASZAT||)
[AXZAT|
)3 tr(X
<r+—El U e A8, AT > Ax(AZ4T)

Ak (AXZAT)  [Zp]
where we use the convention that tr(Xg)/||XEg|| = re(Xg) = 1 if ¥ = 0. We thus have
re(Xx) K . 1re(Zg)

< )
n n & n

(7)

where

¢ = Ax(AZ2AT)/|ZE], (8)
can be viewed as a signal-to-noise ratio since Yy = AX AT +% 5, and we use the convention
that £ = co and re(Xg)/§ = 0 when ¥ = 0. In standard factor regression models (Anderson
and Rubin, 1956), ¥ = I,,, in which case r.(Xg) = p, but in our analysis we allow for a
general X, with possibly smaller ro(Xg). The following simple result follows directly from
(7).

Lemma 2. Under model (5), we have ro(Xx)/n < c3 whenever

K (2
—<ec¢1 and £> 021" ( E), 9)
n n

for positive absolute constants c1,ca,c3.

Remark 3. We remark on conditions under which (9) holds. Suppose that the eigenvalues
of ¥z and ¥ are constant, that is, c; < Ag(Xz) < ||Xz]| < C1 and ca < \p(XE) < ||ZEg| <
Cy, for some cy,ca,C1,Cy € (0,00), both standard assumptions in factor models. Then,

A (AXZAT)

= Ag(ATA), (10)
1Zel

re(¥p) <p, and §=
so the condition (9) reduces to K/n < ¢ and
Ak (ATA) > L (11)
n

We give a few examples of A that imply (11):
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1. For a well-conditioned matric A € RP*K with entries taking values in a bounded
interval, A\ (AT A) < p, and (11) holds.

2. Treating A as a realization of a random matriz with i.i.d. entries and p > K, then by
standard concentration arguments (see Vershynin (2019), for example) we once again
have A\ (AT A) = p, with high probability, and (11) holds.

3. In other situations, (11) is an assumption. It is a very natural, and mild, require-
ment in factor regression models, and if A is structured and sparse, (11) can be given
further interpretation. For instance, the model X = AZ + E has been used and an-
alyzed in Bunea et al. (2019) for clustering the p components of X around the latent
Z-coordinates, via an assignment matriz A € {0,1}P*X  and when Y is an approx-
imately diagonal matriz. Denoting the size of the smallest of the K mon-overlapping
clusters by m, for some integer 2 < m < p, it is immediate to see (Lemma 31 in
Appendiz D.4) that A\ (AT A) > m. Furthermore, when these K clusters are approz-
imately balanced, then m ~ p/K and (11) holds, provided K < n.

The positive repercussion of Lemma 2 is that under condition (9) and for small enough
constant c3, Theorem 1 no longer applies. This in turn opens up the possibility of showing
that, under the data generating model (5) with restrictions (9), the risk R(a) will approach
optimal risk benchmarks. We define the benchmark risks in terms of the best linear pre-
dictors of y from X and Z, respectively, in Section 3.2, and show that R(a) can indeed
approach these benchmarks in Sections 4.1 and 4.2.

For completeness, we offer the following result characterizing the spectrum of ¥ x under
the factor regression model. In particular, as announced in Section 2, we find that the
operator norm ||Xx|| diverges with p under mild conditions. The proof can be found in
Appendix B.1.

Lemma 4. Suppose that for some c1,c2,C1,Co € (0,00),
c1 < )\K(EZ) < ||Zz|| <Cy and co < /\p(EE) < ||ZEH < (5. (12)
The spectrum of X x can then be characterized as follows:

1. N\i(Xx) > c2 >0 for all i € [p], i.e., the entire spectrum of ¥x 1is bounded below;

2. Mk(Zx) > c1dx (AT A), so the first K eigenvalues of Lx diverge if Ag(ATA) — oo
as p — o0o;

3. co < Ni(Xx) <Oy fori> K, i.e., the last p— K eigenvalues of Xx are bounded above
and below.

After introducing the risk benchmarks below, we investigate the behaviour of the best
linear prediction vector a* = Z}Z xy of y from X under the factor regression model in
Section 3.3, and use this in Section 3.4 to clarify the importance of the factor regression
model, in which (X, y) jointly have a low-dimensional structure, in contrast to the classical
linear model y = X "0 + n with low-dimensional structure on X alone.
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3.2 Risk Benchmarks

We introduce here two natural benchmarks for R(@) under the factor regression model, and

characterize their relationship. Under model (5), if Z € R¥ were observed, the optimal risk

of a linear oracle with access to Z is
min E [(ZTU - y)g] = E[e?] = o2 (13)
veRK

which we henceforth refer to as the oracle risk. Another natural benchmark to compare

the risk R(@) to is the minimum risk possible for any linear predictor " X, namely R(a*),

where

o € arg (irel%R% R(a). (14)

Lemma 27 in Appendix D shows that for arbitrary zero-mean (X,y) with finite second
moments, a* = XYy, is a minimizer of R(«), where Xx, = E[Xy] € RP is the vector of
component-wise covariances.

We can characterize the difference between these two benchmarks, o2 and R(a*), as
follows. See Appendix B.2 for the proof of this result.

Lemma 5 (Comparison of risk benchmarks). Suppose model (5) holds and let & be the
signal-to-noise ratio defined in (8). We have

1. R(a*) — 02 > 0 with equality if g = 0.
2. Provided the matrices ¥z, X, and A are full rank,
A ATER A B < RGa®) — o < T (ATSE )
where )
BT(ATZE A8 < £ I8l
In particular, ||8]|%, /€ = 0 implies R(a*) — 02 = 0, as p — oo.

Although the optimal risk R(a*) is always greater than the oracle risk o2 (part 1 of
Lemma 5), the bound ||3][3;, /¢ on the difference R(a*) — o2 in part 2 of Lemma 5 is not
a leading term in the excess risk bound given in Theorem 16. From this perspective, we
can view these benchmarks as asymptotically equivalent, but with different interpretations.
Interestingly, the condition lim, . ||3 H%Z /& = 0 forces ||a*|| — 0, see Corollary 9 in the
next section. This is an important feature of the FRM, and its repercussions are discussed
in Section 3.4.

3.3 Best Linear Prediction in Factor Regression Models (Population Level)

In this section we investigate the properties of the population-level predictor a*, defined in
(14), under the factor regression model (5). In particular, we prove that ||a*|| — 0 and yet
R(0) — R(c*) > 0 under the conditions

. 2 T ..
Jim [|Bllz,/Ak(AZzA7) =0 and liminf |5, > 0. (15)

10
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The property ||a*|| — 0 in particular is a consequence of the joint low-dimensional structure
of (X,y) via the covariance Xx, = AXzfB, which the vector a* = ¥ ¥y, depends on.
Proofs for this section can be found in Appendix B.3. We first characterize the norms ||a*||
and ||a*||s,; the latter norm is of interest via the identity

R(0) — R(a”) = [|a” % (16)

It is instructive to first consider the simple case of noiseless features, X = AZ, with

E = 0. In this case, the best linear predictor of y from X is o' X = (ATa*)"Z. The

following lemma states that o* = A* T3, which by the identity AT ATT = I'x when A is full
rank gives

o TX =ATATT T Zz=8"2, (17)

showing that the best linear predictor from X reduces to the best linear predictor from Z.
The lemma then uses this to derive explicit expressions for the norms of o*.

Lemma 6. Suppose model (5) holds, that ¥ = 0, and that Xz and A are full rank. Then,
a* =ATTB, and

lo*|%, = 1BII%,  and [la*|* =BT (ATA)7'5.

We next find that in the more realistic case, when X g # 0, even though identity (17)
no longer holds, we can recover the same identities for ||o*|s, and ||a*||, up to constants,
when the noise matrix X g is well-conditioned.

Lemma 7. Suppose model (5) holds and that A, ¥, X are all full rank. Then, when
£ =Ag(AXZAN)/|IZE] > ¢ > 1 and k(ZE) < C < oo,

lo* %, =< 1813, and [o*|* = BT(ATA) '8,
Remark 8. We illustrate our findings in Lemmas 6 and 7 with the following example

(that we will use in our simulations in Section 4.4), where X7z = O'%IK, Yp = U%Ip, and
AT A = a’Ig. It can be verified that in this case,

2

* JZ
@ U%—l-aQU% p (18)
2 2
a‘o
Io'1? = G o I91%, (19)
2 2
) a oy 2
= —————— . 20
o1 = 5 o 1918, (20)

Since A\ (AL zA") = a?0% and ¢ = a%0% /0%, it confirms that HﬂH%Z//\K(AEZAT) -0
forces ||a*|| — 0, while at the same time ||a*”22X = HBH%Z when & is bounded below (in fact,
||a*H2EX/HﬁHQEZ — 1 when £ — oo in this example).

We note that while ||a*|| — 0, there is no reason to assume o* to be sparse. In this
example, we can see from the explicit formula (18) that of = 0 <= AIﬁ = 0, whence
row-sparsity of the matriz A induces sparsity of the vector o. For a more general A, this
1sn’t the case and o isn’t necessarily sparse or even approzimately sparse. This observation
18 corroborated in our simulations in Section 4./.

11
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Identity (16), Lemma 6 and Lemma 7 imply the following conclusion.

Corollary 9. Suppose model (5) holds with A, ¥z, X all full rank, let € = A\ (ASZzAT) /|2 >
¢ > 1, and suppose K(Xp) < C < oo. Alternatively, suppose that under model (5), ¥g =0
and A, ¥z are full rank. Then, in either case, condition (15) implies

. * . N * N 2
plggo ||| =0, while hpnilor.}f {R(0) — R(a™)} Z hprgggf 185, > 0.

This result shows that while the norm of a* converges to zero in the factor regression
model, its risk is separated from the risk of the null predictor 0 by a constant times HBH%Z
In fact, as 3 is an arbitrary vector in R, the gap R(0) — R(a*) will typically grow as K
increases.

The behaviour ||o*|| — 0 is a feature of the factor regression model that arises from the
joint low-dimensional structure of the model, as encoded in the covariance X x,. This is
in stark contrast to the behaviour of the best linear prediction vector € in a linear model
y = X "0+, as we do not expect ||0|| to vanish as p grows. We discuss the important roles
played by these quantities in the risk bound analysis in the next section.

3.4 Prediction Under Linear Regression with Conditions on the Design Versus
Prediction Under Latent Factor Regression

The model (5) can be said to have joint low-dimensional structure, in that both the features
X and response y are (noisy) functions of the low-dimensional latent vector Z. We would
like to argue that this structure plays an important role in the behaviour of the GLS a,
which we will study in the next section. In particular, to understand the implications of
this joint-low dimensional structure, we could compare model (5) to a model in which X
continues to follow a factor model, but y is connected to X via a linear model:

X=AZ+E, y=X"0+n, (21)

where 6 € RP is a generic p-dimensional regression vector, and 7 is zero-mean noise inde-
pendent of X. Model (21) captures the setting in which there is low-dimensional structure
in the features alone.

When (X,y) € RP x R are jointly Gaussian, Lemma 29 in Appendix D.2 shows the
simple fact that if the factor regression model (5) holds, then (21) holds, with regression
coefficients # = o* and error n = y — X o, independent of X. Here o* is the best
linear predictor under the factor regression model (5), which we studied the properties of
in Section 3.3 above.

We can thus compare model (5) and (21) directly in the Gaussian case. We stress that
we do not assume Gaussianity elsewhere in our paper, but use it here to facilitate this
comparison.

In Section 3.3 we found that [[a*|| — 0, provided (15) holds. Thus, when the factor
regression model (5) is viewed as a particular case of (21), we have ||o*|| = ||0|| — 0. This
behavior is in sharp contrast with the typical behavior of a generic linear model y = X "0+n
as in (21), in which [|@]] is usually fixed or growing with p. We argue that this difference
has important implications for the performance of the GLS predictor a.

12
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One way this can be seen is by considering the bound from the recent work Bartlett et al.
(2020) on the excess risk R(@)— R(f), proved under model E(y|X) = X7 for sub-Gaussian
(X,y). In particular, the bound of Bartlett et al. (2020) contains a bias term given by

1021 max{ e(Zx) Te(Zx) } (22)

n n

We examine this bound assuming further that model (21) holds. Since

1] max{ fe(Ex) re@X)} = max{ [Sx]r(Ex) mm}  tr(Ex)

n n n n

and -
tI‘(EX) _ tr(EE) n tr(AEZA ) oo
n n n
under model (21) with mild assumptions on either ¥ (e.g., ¥ =< I,) or A (see Remark
3), the bias term (22) will only converge to zero if ||0]| — 0.

As noted above, ||f|| — 0 is rather unnatural in a generic model (21). However, we also
noted that when (X,y) are Gaussian and the factor regression model (5) holds, then (21)
holds with [|0]| = ||a*|| — 0, which means that the bias term (22) can converge to zero when
the data is generated by model (5). We take this as indication that the bias in prediction
with & can be significantly lower in the factor regression model (5) compared to a generic
model (21) as a result of the joint low-dimensional structure of model (5).

We note that this discussion is only based on an upper bound (22) on the bias term
of the prediction risk. It nevertheless motivates a full investigation of an alternative upper
bound to (22), directly derived under model (5). This is the subject of Section 4 below,
with our main result presented in Theorem 16.

Remark 10. The authors of Bartlett et al. (2020) take a different route, complementary to
ours, in their analysis of the bound (22). Although they derived it with no assumptions on
IXx||, the desired convergence to zero is established under the assumption that Xx belongs
to what is called in Bartlett et al. (2020) a class of benign covariance matrices, that in
particular satisfy | Xx|| = 1.

This assumption allows the authors to avoid making the unpleasant assumption that a
generic 6 would have ly-norm converging to zero with p. To see why, note that when ||Xx||
is bounded, working in the regime ro(Xx)/n — 0 immediately implies

I=x| max{ re(zX), re(zX)} 0,

n n

which in turn means that under the assumption || x|| = 1, their bias term (22) can converge
to zero even when ||0|| /4 0, for a generic 6.

However, as we have shown in Lemma /4 above, this class does not cover covariance
matrices Xx associated with a random vector that obeys a factor model X = AZ + E, as
|IXx]|| — oo with p in this case. Since in factor regression we argued that ||0]] = ||a*|| — 0,
one can still expect that (22) will vanish, in the regime ro(Xx)/n — 0, even though || Xx|| —
oo. The results of Section 4 can thus be viewed as complementary to those in Bartlett et al.
(2020).

13



BUNEA, STRIMAS-MACKEY, AND WEGKAMP

4. Minimum />-norm Prediction in Factor Regression

In this section we analyze the GLS @, and present our main contribution, namely, novel
finite-sample bounds on the prediction risk R(a@) relative to the benchmarks laid out in
Section 3.2.

4.1 Exact Adaptation in Factor Regression Models with Noiseless Features

We begin our analysis by considering an extreme case of model (5), in which £ = 0 almost
surely, and thus Y x is degenerate, with r.(Xx) < rank(Xx) = K.

Proofs for this section are contained in Appendix C.1. We make the following assump-
tions.

Assumption 2. The p x K matric A and K x K matriz Xz both have full rank equal to
K.

Assumption 3. F = 21/2E where E € RP has independent entries with zero mean, unit

variance, and sub- Gaussmn constants bounded by an absolute constant.

Furthermore, Z = EIZ/2Z and € = 0., where Z € RX and £ € R have zero mean and
sub-Gaussian constants bounded by an absolute constant.

We first analyze the norm of @. In Lemma 6 above, we showed that [|o*||? = g7 (AT A)~!3

when X = 0, and as a result, Corollary 9 states that ||a*|| — 0, provided HﬁH%Z/)\K(AEZAT) —

0 as p — co. We now show that & mimics this behavior under the additional condition that
(02logn) /A (AXZzAT) =0 asn — oo.

Lemma 11. Under model (5) with X = 0, suppose that Assumptions 2 and 3 hold, and
that n > C - K for some large enough absolute constant C > 0. Then, with probability at
least 1 — ¢/n for some absolute constant ¢ > 0,

1 Klogn
1Al % 5oy (1818 + o2, (24)

The fact that & vanishes does not imply that R(a)/R(0) — 1, just like R(a™)/R(0) /4 1
in Corollary 9. We will now show that in fact the risk R(a) approaches the optimal risk
R( *) by _adapting to the low-dimensional structure of the factor regression model. Let
Y. = ZTﬁ be the predictor based on the least-squares regression coefficients B = Z%y of
y onto Z; this is the classical least-squares prediction of y under model (5) that an oracle
would use if it had access to the unobserved data matrix Z, and the new, but unobservable,
data point Z. In contrast, let 3, = X ' & be the least-squares predictor of y from X based on
(X,y) only. Theorem 12.1 below shows that the realizable prediction ¥, equals the oracle
prediction 7,. The second part of the theorem gives lower and upper bounds on the risk
that hold with high probability over the training data.

Theorem 12 (Factor regression with noiseless features). Under model (5) with ¥ = 0,
suppose that Assumption 2 holds.

1. Then, on the event that the matriz Z has full rank K, we have, Y = Y» and R(Q) =
Exyl(XTa -y =Ezyl(Z75-y)%.
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2. Suppose that Assumption 3 also holds and that n > C - K for some large enough
absolute constant C > 0. Then, with probability at least 1 — ¢/n for some absolute
constant ¢ > 0, Z has full rank K and

K

K1 -
2250 and E[R@)] - 0?2 02 (25)

R(@) -0l 5o

The risk bounds (25) are the same as the standard risk bounds for prediction in linear
regression in K dimensions with observable design, despite A not being known under model
(5). We note that, since rank(X) = K < n, y may not lie in the range of X and so & may
not interpolate. Nonetheless, under model (5), with £ # 0 and in the interpolating regime,
we expect that the prediction performance of 7, will still approximately mimic that of 7, as
long as the signal, as measured by A\ (AT¥zA), is strong relative to the noise, as measured
by ||2£||. The next section is devoted to the detailed study of this fact.

Finally, another explanation of the perhaps surprisingly good performance of the GLS is
that it coincides with Principal Component Regression (PCR), see, e.g., Stock and Watson
(2002a), in the case when Xp = 0. Indeed, this is a natural and practical prediction
method when the covariance matrix X x has an approximately low rank. If X5 = 0, then
Yx = AY AT has rank of at most K and so is exactly low rank. In PCR, the response y is
regressed onto the first K principal components of the data matrix X to estimate a vector
of coefficients (XﬁK)+y. Here Ux € RP*K has columns equal to the first K eigenvectors
of the sample covariance matrix X "X /n. A new response y is then predicted by &ECRX ,
where apcr = U K(Xﬁ k)Ty and X is the new feature vector. The following lemma states
that the PCR and GLS predictors coincide when g = 0.

Lemma 13. Define apcr = Ux(XUk)ty. On the event {rank(X) = K}, @ = apcr.
In particular, when X = 0, K > C - n, and Assumptions 2 & 3 hold, & = apcr with
probability at least 1 — ¢/n for some absolute constant ¢ > 0.

Thus, the prediction &ECRX of 3 based on PCR is exactly equal to the prediction &' X
based on the GLS, in the case when X = 0. Given that PCR is a natural and widely used
prediction method in this setting, this further explains the performance of the GLS, at least
when X = 0.

4.2 Approximate Adaptation of Interpolating Predictors in Factor Regression

In this section we present our main results on the excess risk of prediction with @, relative
to the two benchmarks in Section 3.2 above, under the factor regression model (5) with
E #0.

Our main result, Theorem 16 below, shows that despite the fact that @ interpolates, in
that Xa =y (Proposition 14), and that ||a@|| — 0 (Lemma 15), the excess risks can vanish as
a result of approximate adaptation to the embedded low-dimensional structure of (5). The
estimator a is guaranteed to interpolate the data whenever rank(X) = n, or equivalently,
the smallest singular value o,,(X) > 0. The next proposition shows that the following set of
conditions in terms of n, K and re(Xg) guarantee this. Proofs for this section are contained
in Appendix C.2.
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Proposition 14. Under model (5), suppose that Assumptions 2 and 3 hold, and that
re(Xg) > C - n for some C > 0 large enough. Then, with probability at least 1 — ¢/n,
for some ¢ > 0,

02(X) 2 tr(Sp) > 0,

and thus, in particular, & interpolates: Xa =y.

General existing bounds of the type ¢,(X) 2 (/P — /1) are by now well established in
random matrix theory (Rudelson and Vershynin, 2009). When p > C - n for some C > 1
and the entries of X are i.i.d. sub-Gaussian with zero mean and unit variance, Theorem
1.1 in Rudelson and Vershynin (2009) implies that ¢2(X) > p with high probability. By
comparison, Proposition 14 holds for X with i.i.d. sub-Gaussian rows with covariance matrix
Yx = AEZAT + X5

The following result shows that as in the noiseless case ¥y = 0 of Lemma 11, ||al| — 0,
mimicking the behavior of the best linear predictor a*. We proved in Lemma 7 and Corollary
9 that |[a*|| — 0 when Mg (AXZAT) grows faster than ||’8||2Ez as p — 0o; we will need here
the additional assumption that nlogn/re(Xg) — 0 to guarantee ||a| — 0 as n — oco. The
proof uses Proposition 14, which requires that the effective rank re(Xg) is larger than a
constant times n.

Lemma 15. Under model (5), suppose that Assumptions 2 and 8 hold and n > C - K and
re(Xg) > C - n hold, for some C > 0. Then, with probability exceeding 1 — ¢/n, for some

c>0,
1 nlogn
~12 < 2 2
HOJH HBHEZ +O-Ere(EE)

~ Ak (AXZAT)

Despite the fact that ||@|| — 0 under the conditions stated, we now show that & can
outperform the null predictor 0. If Ax(AXzAT) grows faster than tr(Xg)/n and K/n —
0, then Lemma 2 states that r.(Xx)/n remains bounded, and Theorem 1 allows for the
possibility that @ has asymptotically lower risk than 0. Theorem 12 above showed that
R(@) — 02 can in fact approach 0 under certain conditions when E = 0. The following
result demonstrates that this can continue to hold even when E # 0.

. (26)

Theorem 16 (Main result: Risk bound for factor regression). Under model (5), suppose
that Assumptions 2 and 3 hold and n > C - K and ro(Xg) > C -n hold, for some C > 0.
Then, with probability exceeding 1 — ¢/n, for some ¢ > 0,

”/BHQEZ re(Xp) onlogn n o Klogn

a) — R(a* a) —o?
R@) - Rla’) < R@)-o? 5 100z MOy ol

(27)

Recall € == A\ (AZZAT) /|| is the signal-to-noise ratio.

Remark 17. Supposen > 02K logn and ro(Xg) > o2nlogn. We then find that & interpo-
lates by Proposition 14, and the behavior of & is determined by the eigenvalue A\c(AX 7 AT)
or, equivalently, the signal-to-noise ratio € = A\ (AZZAT))/||ZE].

(a) If A\ (A ZAT) > tr(Xg)/n, then Lemma 2 implies that R(Q) need no longer approach
the trivial null risk R(0).
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(b) If \g(AXZAT) > 1811%,, then Lemma 15 implies ||all — 0.

(c) If \g(AXZZAT) > HﬂH%Ztr(ZE)/n, then R(Q) — 02 — 0. Indeed, this assumption,
together with n > 02K logn and ro(Xg) > o2nlogn, ensures that the right-hand side
of the inequality (27) in Theorem 16 is asymptotically negligible.

The first inequality in (27) is an immediate consequence of the first part of Lemma 5
above. We now discuss the three terms appearing in the upper bound (27) of Theorem 16.
A comparison with the risk bound in Theorem 12 above, where the feature noise E is equal
to zero, reveals that the term o2 K log(n)/n in (27) is equal to the risk of the oracle predictor
7> up to the multiplicative logn factor, and is small when K < n. The first two terms can
be viewed as bias and variance components, respectively, that capture the impact of non-
zero Y. The first term (bias) is proportional to the effective rank ro(Xf), while the second
term (variance) is inversely proportional to re(Xg). As such, the variance term is implicitly
regularized by the feature noise F, while for the bias to be small, we need the signal-to-noise
ratio £ to be sufficiently large. For example, suppose that the eigenvalues of ¥z and X g
are constant, that is, ¢; < Ag(Xz) < [|Xz]| < Cy and ¢z < \p(Xg) < ||XEg| < C2, for some
c1,c2,C1,Co € (0,00), both standard assumptions in factor models. Then,

Ak (ADZAT)
1Zell ™

Provided § has uniformly bounded entries |5;| < C, Hﬁ”%z < C1-0?- K, and the bias term
in (27) can be bounded as

ro(Xp) =p, and &= A (ATA). (28)

BB, r(Se) . Kp

B ; 29
7 ¢ n "~ n-Ag(ATA) (29)
it thus approaches zero whenever
K
A (ATA) > — (30)

We mention that the examples of A in Remark 3 of Section 3.1 all imply (30), provided
K < n in cases 1 and 2 (since there A\ (AT A) > p), and K? < n in case 3 (since there
A(ATA) 2 p/K).

We summarize this discussion in Corollary 18 below.

Corollary 18. Under the same conditions as in Theorem 16, suppose, in particular, that
Ak (2z) and ||XEg|| are constant, ro(Xg) < p, and HBHZEZ < K. Then, with probability at
least 1 — ¢/n, for some absolute constant ¢ > 0,

~ " - K P n K

In particular, if \g(ATA) > p/K, and with probability at least 1 — ¢/n, for some absolute
constant ¢ > 0,

K2 K
R(@) - R(a") < R(@) — 0% § — + (Z + n) log 7. (32)
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Figure 1: Excess prediction risk R(a) — o2 of the minimum-norm predictor under the factor regres-
sion model as a function of v = p/n. Here K increases linearly from 16 to 64, n = | K13 ]
and thus increases from 64 to 512, and p increases from 33 to 4066. Further, ¥ = I,
Yz=1Ix,B8=(1,...,1)7, and A = /P - Vi, where Vi is generated by taking the first
K rows of a randomly generated p x p orthogonal matrix V.

Figure 1 illustrates the risk behavior proved in Theorem 16. Note the descent towards
zero in the regime v := p/n > 1. For completeness, we also provide a bound on the risk
R(a) for the low-dimensional case p < n, under model (5), in Appendix D.3.

4.3 Comparison to Existing Results

The recent paper Bartlett et al. (2020) gives a bias-variance type bound on the excess
prediction risk of the minimum-norm predictor §y = X '@ considered in this work. In
contrast to our study, Bartlett et al. (2020) does not consider model (5), and in fact assumes
E[y|X] = X "8 for some § € RP, which is typically not satisfied under (5) when (X,y) are
sub-Gaussian, but not Gaussian.
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. . Bias in Theorem 4 of .
Regime Bias in Theorem 16 Bartlett et al. (2020) Common variance

p>n-§ 1B11%, - p/(n- &) 1BI%, - p/(n-€)
p<Ln-§& I181%,, - p/(n-€) I18I%, - v/p/(n-€)

o2logn{(n/p) + (K/n)}

E=p, |Bl3, = K K/n K/yn
E~p, 16l3, ~ K, _
Kzsffz/‘* n—1/4 nl/4

Table 2: Comparison of risk bounds for Gaussian data.

When the data are jointly Gaussian this assumption is, however, satisfied under model
(5). For this common case, Table 2 compares the respective bounds on the bias and variance
terms corresponding to our Theorem 16 and Theorem 4 of Bartlett et al. (2020), respectively.
Again, we emphasize that the results from Bartlett et al. (2020) do not hold in general for
our modeling setup, but can be used to obtain the bounds in Table 2 in the Gaussian case.
The entries in the second column of Table 2 correspond to the bias in Bartlett et al. (2020)
under model (5), simplified in this table for ease of comparison.!

In the setting of this comparison, the variance terms in our Theorem 16 and the bound
in Bartlett et al. (2020) have the same rate, which we display in the third column of Table
2. From the first row of Table 2 we see that when p > n - £, the bias terms match as well.
However, this is not an interesting regime, as p << n - £ is a necessary condition for either
bound to converge to zero (assuming || H%Z is bounded below). In this case, the second row

of Table 2 shows that the bias in Bartlett et al. (2020) becomes [|[%,,v/p/(n - €), which is

larger than our bias bound in Theorem 16 by a factor of /n -£/p. From the second row
we see that indeed, the upper bound on the excess risk in Bartlett et al. (2020) can diverge
while our bound in Theorem 16 vanishes. For instance, if 3 is a non-sparse vector in R¥
with ||8 H%Z ~ K, this phenomenon occurs if the signal-to-noise ratio ¢ lies in the range
Kp/n < ¢ < K%p/n. This illustrates that the general bound provided in Bartlett et al.
(2020) is not always tight.

The third row of Table 2 compares the bias rates in the simplified case when ||3 H%Z ~ K
and £ ~ p. The fourth row gives the rates under the further assumption that K = n3/4,
a concrete example of when our rate converges and that of Bartlett et al. (2020) diverges.
Further details and discussion on the comparison of these two results are deferred to Ap-
pendix C.4.

A latent factor regression model similar to (5) has also been studied in Section 7 of
Mei and Montanari (2019) for the ridge regression estimator that minimizes the fit ||y —

1. For simplicity, we assume for this comparison that the matrices ¥x and X are invertible and that the
condition numbers k(Xg) and k(AL zAT) are bounded above by an absolute constant. Consequently,
the effective rank r.(Xg) satisfies ¢+ p < re(Xg) < p, for some c € (0, 1).
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Xal|? + Allal|? for any A > 0 (strict). Their model is a particular case of our model (5),
with $p = 021, ¥z = 021k, up to an offset on X so that in their case, |E[X]| > 0.
Clearly, our estimator & can be viewed as the limiting case A = 0 of ridge regression. Our
results are difficult to compare directly since the analysis in Mei and Montanari (2019) is
asymptotic with p/K — 1 and n/K — 1y for two absolute constants 1,19 € (0,00).
Nevertheless, Theorem 7 and Figure 9 of Mei and Montanari (2019) also show that the
excess risk R(Q) — o2 is small in the large 11 /12 (corresponding to a large p/n) regime, in
line with our assessment.

4.4 Comparison to Other Predictors

In Lemma 13 of Section 4.1 above we showed that in the case of noiseless features, when
Y g = 0, the regression vector apcr obtained by PCR is exactly equal to the GLS regression
vector @ on the event {rank(Z) = K}, which holds with probability at least 1 —c/n for some
universal constant ¢ > 0. In this section we show that when Xp # 0, the minimum-norm
estimator @& is competitive even with the stylized version apcr = Ug(XUg)Ty of PCR
under the factor regression model setting (5) and in the high-dimensional regime p > n.
This is a toy estimator as it uses the unknown dimension K and unknown matrix Uk,
composed of the first K eigenvectors of the population covariance matrix Xx, in place of
estimates K and U 72> respectively. We provide a simple proof, found in Appendix C.3, of
the following risk bound for R(apcr). For a detailed comparison of PCR and the GLS, see
Bing et al. (2020), which analyzes the PCR predictor with the empirical matrix U 7 for a

new, data adaptive, estimator K of K.

Theorem 19. Under model (5), suppose that (X,y) are jointly Gaussian and that Assump-
tion 2 holds. Then, if n > C'- Klogn for some C > 0 large enough, with probability at least
1—¢/n,

_ K1
R(@ven) — o2 < [Zel] - a* 22 + Rat) K20 (33)

In particular, if Xy = 0, we obtain

K1
R(apen) — o? < 02125 3)
while, if A\py(XEg) > 0,
- H5H2 Klogn

R(Gpcr) — 02 < H(EE)%g +o? ng : (35)

where K(Xg) := M (XEg)/ \p(XE) is the condition number of the matriz Xf.

Provided x(Xg) is bounded above by an absolute constant, the upper bounds for the
minimum-norm and PCR predictors are comparable. Indeed, when k(Xg) < C < oo, the
risk bound of Theorem 16 for the GLS & takes the form

2
K
S Hﬁizz Py o2logn ( + n) . (36)
n n o p
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Excess Risk
10
1

Figure 2: Excess prediction risk of GLS, PCR, LASSO, Ridge regression, and the null predictor as
a function of 4 = p/n. Here K increases linearly from 12 to 69, n = | K'-®| and thus
increases from 41 to 573, and p increases from 16 to 7215. Further, ¥ = I, ¥z = Ik,
B=(1,...,1)7, and A is generated by sampling each entry iid from N(0,1/vK).

The additional term o?nlogn/p in this bound is absent in the PCR. prediction bound (35)
above, but in the regime p > n it can become negligible. It is perhaps surprising that under
the factor regression model, the interpolator & can not only provide consistent prediction,
but can in fact have excess risk comparable to a genuine K-dimensional predictor widely
used in practice and tailored to the problem setting. This is despite the fact that the GLS
interpolates the data (when rank(X) = n) and requires no tuning parameters or knowledge
of the underlying dimension K. We emphasize that we do not claim that the GLS is
necessarily a superior predictor to PCR. in this setting. Rather, we observe the perhaps
surprising fact that these two methods are comparable under the conditions stated.

Figure 2 plots the excess prediction risk of the GLS and PCR. predictors. We also
include the excess prediction risks of the LASSO, Ridge regression, and the null estimator 0
in this figure for comparison. The tuning parameters for LASSO and Ridge regression were
chosen by cross-validation. We see that the peak in the GLS risk at v+ = p/n = 1 is not
present in the PCR, LASSO and Ridge risks. This is due to the fact that these methods
are regularized at this point, and in particular do not interpolate the training data. As
v increases, and thus p > n, the GLS risk approaches the PCR risk, as indicated by the
discussion above. The plot shows how the Ridge risk also approaches the common value
of the PCR and GLS risks. Recalling that GLS is a limiting case of Ridge regression with
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Figure 3: A scatter plot of the components of «*, from the point in the simulation of Figure 2 with
the largest value of v. Here p = 7215, K = 69, ¥ = I, ¥z = Ix, and A is generated
by sampling each entry iid from N(0,1/vVK).

regularization parameter A\ — 0, this suggests that for p > n, in our setting, the optimal
choice of regularization parameter for ridge regression approaches zero Mei and Montanari
(2019); Hastie et al. (2019).

We plot the coefficients of o* in Figure 3 for the case p = 7215 and K = 69. We can
see that o is clearly non-sparse, which explains the inferior performance of the LASSO in
this setting.

For completeness, we contrast the above simulation setting in which a* is non-sparse
with special case in which a* is in fact K-sparse. In this case, we take the matrix A with
columns equal to the canonical basis vectors e1, ..., ex € RP, multiplied by ,/p, and we set
B=(1,....,1)T, ¥y = Ix and ¥ = I,. Then ATA = pl) and o* is K-sparse since, by
(18) of Remark 8,

«  Jvp/p+1) fori=1,... K
fori =K +1,

Figure 4 plots the excess risk of the GLS and other predictors for these model settings.
We see that in this sparse setting the LASSO performs well, as expected, with its excess
risk approximately equal to that of PCR for p > n, both of which do slightly better than
GLS and Ridge. While LASSO and PCR outperform GLS in this case, we note that the
excess risk of the GLS still decreases towards zero, and performs perhaps surprisingly well
relative to the LASSO, given that the LASSO is specifically tailored to this exactly sparse
setting. Moreover, we emphasize that for more generic choices of model parameters, a* will
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Excess Risk
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Figure 4: Excess prediction risk of GLS, PCR, LASSO, Ridge regression, and the null predictor
as a function of v+ = p/n. Null risk is not visible on plot since it is larger than the
maximum plotted value. Here K increases linearly from 12 to 69, n = |K1®°| and thus
increases from 41 to 573, and p increases from 16 to 7215. Further, ¥ =1, ¥ = Ik,
B=(1,...,1)7, and A has columns equal to the canonical basis vectors e1,...,ex € RP,

multiplied by ,/p.

not necessarily be sparse or even approximately sparse, and we should expect the GLS to
outperform the LASSO (see Remark 8 for further comment).

The take-home message is that for v = p/n large enough, the GLS is a surprisingly
competitive predictor, given its interpolating property, and in fact performs as well in the
generic setting of Figure 2 as the PCR predictor chosen with the unknown, optimal number
of components K, in addition to Ridge regression with tuning parameter chosen by cross-
validation. Even when the model parameters are carefully chosen so that the best linear
predictor a* is K-sparse, the GLS performs not much worse than the LASSO, which is
tailored to this setting, provided that p is very large.
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Appendix A. Proofs for Section 2
A.1 Proof of Theorem 1
We work on the event
= {02(X) Z r(x), |lyl* S nol}. (37)
On this event, recalling @ = X+y and 1nvok1ng identity (137) in Appendix E,

IyI? _ o »
o2(X) ~ Yir(Xy)

lal® < IX*IPlyl* =
By Lemma 20 below,

R(6) IE: IR 012 6|2
R(0) = R(0) R(0) R(0) R(0)

for any vector # € RP. Combining this with (38) and recalling that af, = E[y?] = R(0), we
find that on IC,

+ 24 /1%

R0) 7 nmo TV ey

Setting €’ = max(C, 1), when ro(Xx) > C'n > n, so n/ro(Xx) > 1, we find

O \/reéX) : 2\/(;)()

n
‘R(O) ' ~Vre(Ex)
All that remains is to bound the probability of K. To this end, note that since we suppose
Assumption 1 holds, we have X = XEl/ 2 , and thus

02(X) = )\n(XXT) = A\ (XZx X),

n

R(@) ‘ n n

Thus, on /C,

where X has i.i.d. entries that have zero mean, unit variance, and sub-Gaussian constants
bounded by an absolute constant. Theorem 21 below thus implies that if ro(Xx) > C - n
for C > 0 large enough, then with probability at least 1 — 2"

02(X) > tr(Bx)/2 — co||Bx|ln = tr(Ex) - [1/2 — con/re(Ex)].
Using that n/re(Xx) < 1/C and choosing C' large enough,
P(o2(X) 2 tr(Xx)) > 1 —2e” ™. (39)

By Assumption 1, y = o,y. Since ¥1,...,%, have zero mean and sub-Gaussian con-
stants bounded by an absolute constant, Bernstein’s inequality (Corollary 2.8.3 of Vershynin

(2019)) implies that
P(Iy]* 2 n) ( ) 27",

P(lyl* 2 oyn) = P(oyll5]* 2 oyn) = P(I3]* 2 n) < 2¢7%".

Combining this with (39) establishes that P(K) > 1 — ce=", thus completing the proof. W

Thus,
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A.2 Lemma 20 and Theorem 21

The proof of Theorem 1 above made crucial use of the following lemma and theorem.

Lemma 20. For any vector 0 € RP,

10113
< 7ol A RO

‘R(H) - ‘ _ 1o1E, (410)

R(0)

Proof We first show that ¥ xa* = Xx,, where ¥x, = E[Xy] and o* = Z}ny. To this
end, observe that

Cov((I - BxT})X) = (I, - SxTHEX X T|(I, - £x3%)
I

P EXE})EXUP - ZBL(ZX)

=

= (

where we use that SxX 4 Xy = Sy (see Appendix E). Thus (I, — SxX%)X =0 a.s., so
Yxat =XxYiYx, = E[Ex31 Xy = E[Xy] = Sx,. (41)

Fixing # € RP, we have

R(0) - R(0) = E[(X "0 - y)?] - E[y*]
=0"E[XX "] — 20" E[Xy]
= 0], —20"Sx,
= 10]%;, — 20" £xa® (by (41)),

so by the Cauchy-Schwarz inequality,

[R(0) = R(0)] < [|0]% + 2/l l|o” |- (42)
Next observe that

R(0) =E[y’] =E(y - X "a" + X "a")? = R(a") + [[o"|[%, = [a* |3,
where we use that by (41),
E(XTa") (X a* —y) =a" Bxa* —a* Sy, = 0.

Thus, [la*|[%, < R(0), s0 by (42)

[R(6) — R(0)] < [|6]1% +2(6ls: /R(0). (43)

Dividing both sides by R(0) gives the final result. [ |
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Theorem 21. Suppose W is an n X r random matriz with independent subgaussian entries
that have zero mean and unit variance. Then for any positive semi-definite matriz 3 € R™*"
and some ¢ > 0 large enough, with probability at least 1 — 2e~",

tr(X)/2—¢ (M2 + MY ||Z]n < AMp(WEWT) < N\ (WEW ') < 3tr(2) /24 (M2 + MY ||12||n,
where M = max; ; [|Wijl|p,->

A similar result for diagonal ¥ has been derived in Lemma 9 of Bartlett et al. (2020).
We make use of the Hanson-Wright inequality in our proof to deal with non-diagonal X.
Theorem 4.6.1 in Vershynin (2019) provides similar two-sided bounds for the smallest and
largest eigenvalue of WEW T, when ¥ = 1,..

Proof We will prove that for some ¢’ > 1,

IWEW T — tr(2)1,|| < ¢(M?+ MY|2||n + tr(X)/2 (44)
with probability at least 1 —2e~“". Equation (44) implies that for any v € R™ with ||v|| = 1,
W WEW Ty — tr(2)] < (M? + MY)|Z]n + tr(X) /2,
and so
tr(2)/2 — (M? + MY)||Z||n < vT WEW "o < 3tr(2)/2 + ¢ (M? + M*)||2]||n.
Taking the minimum and maximum over v € S"~! then gives the desired result.

We now prove (44). Let A" be a 1/4-net of S~ with |A/| < 97, which exists by Corollary
4.2.13 of Vershynin (2019). Then by Exercise 4.4.3 of Vershynin (2019),

IWEW T —tr(2),)| = sup [0 WEW "o — tr(X)| < 2sup [v WEW "o — tr(X)], (45)
vesn—1 veN

where we use that WXW T — tr(X)7,, is symmetric in the first step.

Now fix v € S”~! and define B = W v € R". Observe that B has mean zero entries that
are independent because the columns of W are independent. Furthermore, by Proposition
2.6.1 of Vershynin (2019),

IBill}, = 11> Wiy, <O IWiillf,of < max Wi [, > vi=CM?,
i i i

where we used ||v||? = 1 in the last step. Thus, by the Hanson-Wright inequality (Theorem
6.2.1 in Vershynin (2019)),

P (yBTzB ~EB"SB| > clM%) < 2exp {—comin (/2] 2/I51%)},  (46)

where we can choose ¢; > 0 large enough such that co > 12.

2. We define the sub-Gaussian norm of any real-valued random variable U by ||U||y, = inf{t > 0 :
Eexp(U?/t) < 2}. We say U is sub-Gaussian when [|U]|y, < 0.
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Note that

EB'SB =Y EuWySWiu, =Y vi5EWS = [of*tr(S) = tx(2),  (47)
1,7k, ij

where in the second step we use that W has independent mean zero entries, in the third
step we use that EW?J. =1 for all 7, 7, and in the final step we use that ||v]| = 1.

Choosing t = ||X||n/2 + 1/n[|X]|%/2 in (46) and using that c; > 12, we observe that
cat/||Z]] = ean/2 + ca /|| S)I%/ QIE]) = e2n/2 > 3n,

and
et?/|213 = ez [nlSII/ QI F) + Va/2)? > ean/4 > 3n.

Thus,
P <\BTZB —tr(2)| > et M?||S||n/2 + c1 M? n\EH%/?) < 2e73", (48)

where we used (47). Finally, using
IZ[1F = te(2?) < [IZ]|t (),

and the inequality 2ab < a® + b2,

aM?\/n|Z]%/2 < cr M2/ (e1 M2n||2]) (tr(8) /e1 M2) /2 < A M*n||S]| /4 + tr(X) /4.
Thus, by (48), and for ¢’ > 0 large enough,
P (yBTZB —tr(D)] > ¢ (M2 + MY)||Z|n + tr(E)/4> < 2¢73n, (49)

Denoting ¢/ (M? + M*)||S||n + tr(X)/4 by L, we thus have

P (HWEWT (D)) > 2L> <P (2 sup [0 TWEW T — ()] > 2L> (by (45))
veN
< Z P (]vTWEWTv —tr(X)] > L) (union bound)
veN
<2x9te (by (49))

_ 2€n10g(9)—3n < 2e~n

Y

where we define ¢ = 3 —1log(9) > 0 in the last step. This shows (44) and completes the
proof. [ ]
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Appendix B. Proofs for Section 3

B.1 Proof of Lemma 4 from Section 3.1

We will use ¥y = AX ;A" + ¥ and the min-max formula for eigenvalues,

Ai(Xx) = min max ' Yy, (50)
S:dim(S)=i z€S:||z||=1

where the minimum is taken over all linear subspaces S C RP with dimension 7. We prove
the three points one by one.

1. Since for any z € R?, 2T AX A T2 > 0, we have
;UTZXx > $T2E$,
so by (50), for any i € [p],

/\Z(Ex) > )\Z(EE) > )\p(EE) > C9.

2. For any x € RP,
2 Yxr =0 A ATz + 2 Spx

> a:TAZZATx

> \g(Sz)zTAAT

> -xl AA .

Plugging this into (50) with i = K, we find A\ (Xx) > c1 A (AT A) as claimed.
3. For any x € RP, 2" Yz < ||Sg||. Using this in (50), we find for any i > K,
Mi(Zx) < IZel +Xi(A82AT) = [|Zg]| < Ca,

where in the second step we use that rank(AXzAT) < K, so \j(AXzAT) = 0 for
i > K. Combining this with \;(Xx) > ¢z from part 1 above completes the proof.

|
B.2 Proof of Lemma 5 from Section 3.2
Using y = Z ' + € and the fact that ¢ is independent of X and Z,
R(e*) =E[(a"TX —y)? =E[(@*TX = ZTB)]* + 0% > o2,
which proves the first claim. Using X = AZ + E, we further find
Ra*) =2 =E[(a""X —Z"B)? =" TSxa" + BT8,8 — 22" A% 5. (51)

Now suppose Y and Xz are invertible as in the second claim. Then in particular,

A(Ex) > Mp(ZE) >0,
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so By is invertible and thus £} = 33!, Also, Yx, = E[Xy] = AX 28, so
o =Sh Yy, = 5 AY 8.
Defining A = A21Z/2 and 8 = 212/25, we have o* = Z)_(lf_l,@. Plugging this into (51) and
simplifying, we find
R(a*) — o2 =FT I — ATZ}U_X] 3. (52)
By the Woodbury matrix identity,
S =(AAT +5p) =2 - S ATk + ATS A T AT
so letting G == I + ATZ;A,
AT FA=ATS A AT TAG AT A
Now using ATZ;A =G — Iy, we find
AT A= (G~ Ig) — (G- Ig)G G — Ik)
=G —Ix - (Ix — G H(G - Ir)
=G —Ix—[G—Ix—Ix+G1
=Ix -G
Using this to simplify (52), we find
R(@*) —a2=3"G7'3=3"(Ix + Ax,'A)7'3. (53)
Letting H = flEElfl, we find
R(a*) — o2 =BTH V(I + H™Y)1H /23 (54)
For the lower bound, first observe that
BTHT'G _ BT(ASL'A)'S
HIH e H)

R(Oé*) o 0_2 _ IBTH—I/Q(IK 4 H—l)—IH—l/QB Z :
Furthermore, B B
A (H) = A (ATSEMA) > A (AS2A7) /|25 = €, (55)
so using this in the previous display,
BrATS, A8 €
14¢1 C14¢

To obtain the upper bound on R(a*) we use

R(a™) — O'g > BT(ATEE}A)_IB.

T rr—173
R(a*)_ag — BTH71/2(IK+H71)71H71/2/B < ﬁ H ﬁ

AT gg—1p _ pT -1 4\—1
< Tneq o <P =8T(ASg A,

where in the last step we use 21Z/2H_121Z/2 = (AX;'A)~!. Finally,
BUASG A 8= BTH B < |Bl%,/ Ak (H) < IBI%, /€,

where we use (55) in the last step.
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B.3 Proofs for Section 3.3
B.3.1 PROOF OF LEMMA 6
Let A = AElz/z and 3 = 212/25. Using ©x = AX ;AT = AAT, we find

o =N{AB = (AAT)TAB = AT, (56)
where we use Lemma 32 in the last step. Using this formula, we obtain
la* 1, = BTAY(AANATTB = BT5 =BI2,,

where we use that A is full rank since A and ¥ are full rank, and thus ATA = Ix by
Lemma 32.
Next, by identity (131) in Lemma 32, and the fact that AT A = I and X is invertible,

AT = (AS))t =5, 2At,
Using this in (56) we find that o = A*T 3, and thus
lo*|[* = BTATAT g = gT(ATA)TATAT g,

where we use AT = (ATA)"'AT by Lemma 32. Thus, again using AtTA = ATAYT = I,
we find
la||* = BT (AT A",

as claimed. [

B.3.2 PrROOF OF LEMMA 7

Defining A = A21Z/2 and f = 212/2& we have o = E)_(lle. Now recall that since A and
Yz are full rank, so is A and thus ATA = ATATT = I (see Appendix E). Thus,

of = E;(lf_lﬁ
=2 AATATT
=X (Ex —Zp)AT' 3 (since Xy = AA" + Xp)

= (I, - 2'2p)ATT 5.
By the Woodbury matrix identity applied to E)_(l = (AAT +¥p)7
I, - S¢S =3 AGTAT,
where G == I + ATE;JIA. Using this in the previous display,
of =S AGTTATATT B = R PAGTB, (57)
where we again use ATA = ATATT = I'x in the second step.
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Bounds on [|o*||3 - By (57), we find
la*[3, = BTGATSF (AAT + Sp)TE AGA
— BTG ATSS ARG B+ BTG ATS A
=BG NG - Ig) G B+ BT GHG - Ig)GT'B.
Expanding the above and simplifying, we find
lor 3, =BTk =GB =B]3, - BTG'B.
Recalling that R(a*) — o2 = BTG~'3 from (53) above, Lemma 5 implies that
0< BTGB <8I, /¢
Combining this with (58) yields
A= 1B1%, < lle*l3, <181,
Thus, when £ > ¢ > 1, Ha*HQEX = Hﬂ||%z, as claimed.
Bounds on ||a*||?: Using (57), we find

la*|2 = BTG ATS2AG B,

Thus,
oI € {8 AT AG
“ 6O G
- g e ATE )
<5’ ¢ 8
We also have
o | > BTG AT AG
o U
e85
> 1 G 1= 1/A(G)
> BTG - 1/
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where in the final step we used
M (G) =1+ Ag(ATS P A) > A (AT A) /|2 = €.

Combining (60) and (62),

5—1> 1 3TG-13 )12 1 lemy:
(557 a6 B <l < 5 70 B

Recalling that R(a*) — 02 = BT G~1f3 from (53) above, Lemma 5 implies

(5‘1) L ATATS A B < 0| < — BT (ATS A8 (63)

§+1) |3k oY)
As shown at the end of this proof using the singular value decomposition of A, we have that
M(Ep) - BHATA)TIB < BTATSE A8 < 1Sg]| - 8T (ATA) !B,

Combining this with (63) proves that

(él 1) | méE) BHATA) B < [l0*[* < n(Sp) - BT(ATA) B, (64)

Thus, when € > ¢ > 1 and k(3g) < C, ||[a*||? < BT(ATA)~18, as claimed.

Proof of (64): Write the singular value decomposition A = Uy S AVAT , where U4 is an p x K
matrix with satisfying UXUA = Ik, V4 is a K x K orthogonal matrix, and S4 is a K x K
diagonal matrix with positive entries (since we assume rank(A) = K). Then,

(AT A) T = (VASAUL S UASAVL ) = VaS N UL S UA) TS VY (65)
Thus,
BHUATSE A T8 =BTVAST (UsSE Ua) TS5V B
1
> BVASVA B ——
AT uisg Al
So using
IUAZE Uall < 1251 = 1/2(Zp),
we find

BUATSPA) I8 > N\ (SE) - BT VaS, 2V B. (66)
We next observe that since UXU 4= Ik
(ATA) ™ = (VASAULUASAVL ) = VuS 2V, (67)

and thus, by (66),
BUATSEA)TIB > A(Bp) - BT (ATA) T,

32



INTERPOLATING PREDICTORS IN HIGH-DIMENSIONAL FACTOR REGRESSION

which proves the lower bound in (64). To prove the upper bound, we use that by (65),

BIATSE A B =BT VaS (UASE Ua) 'SV B
1
M (ULS5'UA)

< BTV4S2VA B -

Thus, since
A (UASEUA) > A (UAUA)N(S5") = 1125,
we have

BHATS AT B < |1Sp]- BTVASPVL B = Skl - BT (ATA) '8,

where in the last step we use (67). This establishes the upper bound of (64), completing
the proof.
[

B.3.3 ProoOF OoF COROLLARY 9

Under the conditions stated, by either Lemma 6 or Lemma 7, |[a*||> < 8T (AT A)~13. Thus,
using that ¥z is invertible,

lo*|? S BT(ATA) 5 = 5T/ (S2ATAS ) ' *8 < |1BI%, Ak (ASZAT),  (68)

so ||a*|| — 0 when H6||222//\K(AEZAT) — 0.
For the second claim, we have

R(0) — R(a”) = [la"[[% (by (16))
> 1811%,- (by either Lemma 6 or Lemma 7)

The claim follows by taking the limit inferior as p — oo on both sides of the inequality and
using condition (15). [ |

Appendix C. Proofs for Section 4
C.1 Proofs for Section 4.1

In the proofs of Lemma 11 and Theorem 12, we will use the event
A= {Hz+g||2 <log(n)tr(ZTTZY), ein < 0%(Z) < ||Z)* < ch}, (69)

which occurs with probability at least 1 — ¢/n, as shown in Lemma 22 below, where Z =
2212/2 and € = 0.€ by Assumption 3.

C.1.1 Proor or LEMMA 11

On the event A defined in (69), and using A\x(3z) > 0 by Assumption 2,

03 (Z) =\ (ZZ") = Ak (ZX 227 ) > M\ (B2) - 02(Z) 2 M\ (22) -n > 0, (70)
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so rank(Z) = K and thus Z*Z = Ik by Lemma 32 in Appendix E. Similarly, since A is of
dimension p x K and rank(A4) = K by Assumption 2,

ATATT = (AT AT = Ik,
Using these two results together with (131) of Lemma 32, we find
Xt =(ZANYT = (ZTZA)YT(ZATATT)F = At Tzt (71)

Thus, on the event A,

a=Xty=A""7Z"y, (72)
SO
@) = AT Tz y|?
= |ATTZZp + AT Z e (by y =Zp3 +¢)
<2||ATTB|12 4 2| AT T Z e (since ZTZ = I on A)

= 2| AT 5| + 2 (AS*) T Z e,
where in the last step we used that by Lemma 32,
ATTZ = ATT(ZS)?) T = AT e P72t = (AxY?) Tzt
Continuing, and using
ATAFT = (ATA) AT AT = (AT A)L,
we find

lal? < BT(ATA) 1B+ |(ASYD) T2 - 02 - | 2742

<BT(ATA) B+ /\(A;JAT)UE log(n)tx(Z+TZ) (on A)
K 7Z

< 87 (ATA) 1B + o2 (K| 27

_nT T —1 2 1

= AT 8 4§yt s

<SAT(ATA) B+ AK(A;ZMUS loa(n) (on A)

1 9 9 K
< A (AS,AT) <H5H2Z +o; log(n)n> . (by (68))

Under the assumptions of this Lemma, the event A holds with probability at least 1 — ¢/n
by Lemma 22, so the proof is complete. |
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C.1.2 PROOF OF THEOREM 12

Part 1: By (72), @ = ATTZ%y on the event A defined in (69). Thus, using X = AZ and
ATATT = Iy since A is full rank by Assumption 2,

=X a=2"ATAt 2ty =2"2ty=2"3=71.. (73)

Part 2: Using the independence of € and Z together with (73), the excess risk can be written

R(@) - o2 =E[(X @~ Z"8)| =E[(Z"5 - 278)*] = |15 - B3, (74)

By (70), rank(Z) = K and Z"Z = Ik on the event A defined in (69). Thus,
B=12Zty =273+ Z7e =+ Z'e,

so by (74),
—~ 1/2
R@)— o2 = |Z*e|2, = [|I=)°Z"¢|?. (75)

By (131) of Lemma 32,

w2zt = 22zt = szt ey Nz et = 2P Pt = 2, (76)

where we used that Z+Z = I since rank(Z) = K on A. Thus by (75), we find that on A,
R(@) — o2 = ||Z7¢e||* = o2||Z"&|* < o2 log(n)tr(ZF " Z7). (77)

We then use that rank(Z*) = K and that ||Zt| = 1/0x(Z) from Lemma 32 in Appendix
E below to find that on A,

tr(ZV'ZY) < K2V 21| = K||ZY)* =

Plugging this into (77) completes the proof of the upper bound.
For the lower bound, first observe that on A,

EcR(Q) — 02 =B ||ZTe|> = 6%tr(ZTTZT) > 0?2 KAk (Z1TZY) = 02K o2 (Z7),

so using ox (Z1) = 1/||Z| by Lemma 32 again,

E.R(Q) — 02 > o2

Lemma 22. Suppose that Assumptions 2 € 3 hold and that n > C - K for some large
enough absolute constant C' > 0. Then there exists ¢ > 0 such that

]P’{||Z+é||2 <log(n)tr(ZTTZY), ein < 0%(Z) < |Z|% < an} >1—¢/n.
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Proof Since Z has independent rows with entries that are zero mean, unit variance, and
have sub-Gaussian constants bounded by an absolute constant, Theorem 4.6.1 of Vershynin
(2019) gives that with probability at least 1 — 2/n,

Vn—d"(WK + \logn) < 0,(Z) < |Z|| < v/n+ ' (VK + \/logn).

and thus

Vi [L—c"(VE/n+ log(n)/n)] < 0n(Z) < |IZ|| < V- [L = ¢"(VE/n+ \/log(n) /n)]

Using that n > C'K we can choose C' large enough such that

(VK /n+ /log(n)/n) < ¢y <1,

and thus } .
P (C3n < o2(Z) < |ZI? < C4n) >1-2/n. (78)

The bound . o
P (Hz+g|y2 < 1og(n)tr[z+Tz+]) >1 e

follows from Lemma 23, which we state below. Combining this with (78) proves that .4
occurs with probability at least 1 — ¢/n. |

The following result is a slightly adapted version of Lemma 19 from Bartlett et al. (2020)
and the discussion that follows.

Lemma 23. Suppose € € R" has independent entries with sub-Gaussian constants bounded
by an absolute constant, and suppose M € R™™™ is a positive semidefinite matriz indepen-
dent of €. Then, with probability at least 1 — e~ ",

e Mé <log(n) - tr(M).

C.1.3 PrROOF OF LEMMA 13

Suppose rank( ) = K. We can _then write the singular value decomposition of X as
X = VKDUK, where VK € RK, UK e RP*K and D € REXK are full rank, and V[IVK =
UKUK = Ig. Thus,

(XUg)" = (Vg DU Uk)" = (Vg D).
By Lemma 32 of Appendix E, we thus have

= 13+17§ (since Vi and D full rank)
= DH(V{Vi) " Vil
=DtV (by Vi Vic = Ix)

We thus find R R A
apcr = Uk(XUg) "y = UxkDTV/0y =Xy =@,
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where we recognize U KIA)JF‘A/[I as the pseudoinverse of X in the third step.
Now suppose that Assumptions 2 & 3 hold and K > C' - n. Then by Lemma 22 above,
P{o%(Z) Z n} > 1 —c¢/n. Thus, using

0k(2) = 05 (25/°) = Ak (S2)0(Z)
and that A\ (Xz) > 0 by Assumption 2,
P{rank(X) = K} > P{o%(Z) 2 n} > P{ok(Z) 2 n} > 1 —¢/n,
which completes the proof. |

C.2 Proofs for Section 4.2

In this section we begin with the proof of Lemma 15 and our main result, Theorem 16,
which rely on Proposition 14, proved subsequently. The proofs of Lemma 15 and Theorem
16 use the event

E=&ENENE;, (79)

where for positive absolute constants ¢; to cg,

£1:= {03(X) > e1te(Sp), [BIP < este(Sp), esn < ok(Z) < | ZI” < ean}.

= {éTX”z Y XTE < e 1og(n)tr(X+TzXX+)} :

& = {éTX+TX+é <o log(n)tr(X+TX+)} .

We will show in Lemma 24 below that £ occurs with probability at least 1 — ¢/n for an
absolute constant ¢ > 0.

C.2.1 PROOF OF THEOREM 15

Using @ = Xy, y = ZS + €, and that A is full rank by Assumption 2, we find

a=X'y
=X"ZB+X"e
=XTZATATT B+ X e (AT A = Iy since rank(A) = K)
=X"(X-E)AT'3+XTe (using X = ZA" + E)

=XtXATTB - XTEATTB + Xte.
Thus, using (a + b+ ¢)? < 3(a® + b + ¢?),

lal? < 3||XFtXATTB)? + 3| XTEATT8]12 4 3| X T¢|?
E[?
o (X)

< ATTBIP + [|ATT I + o2 log(n)tr(XTTXTF),

SIXFX? AT B + JAYTB|? + 026 TXTTX e
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where in the last step holds on the event &, and uses that [|XTX] < 1 since X*tX is a
projection matrix. Recalling that by (68),

1ATT8]? = BT(ATA) T8 < 18]}, / Ak (AXzAT),
and using that rank(X) < n, we find that on &,

N 1
(IR m“ﬂ”%z + 02log(n) - n - | X|?
B 1 9 onlogn
1 nlogn
< 2 2
~ )\K(AEZAT) HBHEZ + O¢ tI‘(EE) :
By Lemma 24, £ holds with probability at least 1 — ¢/n, so the proof is complete. [ |

C.2.2 PrROOF OF THEOREM 16
Using that Z, E and e are independent of one another and of &, we have
R(@) =E[(X"a —y)?

—E[(ZTATa—-Z"p -+ ETa)

= o2 + |[2y%al? + |2/ *(4Ta - B)IP.
Since @ = XTy = XTZ3 + X ¢,

|28l < 2|2 *XTZBI? + 2|5 *X e = 2B1 + 2V4.
Similarly,
I2/%(4Ta - B)I? < 2B (ATXVZ — 1) BI* + 2|2/ *ATX e|? = 2B, + 2V,

We thus have R(Q) — 02 < B + V, where we view B := Bj + By as a bound on the bias
component of the risk and V' := V5 + V5 as a bound on the variance component. In what
follows, we bound the four terms

By = ||z *X* 23|

By = |S/*(ATXYZ — Ix)B)?
Vi = |2’ XFe|?

V, = |2/?ATX e|2.

Bounding the bias component: On the event £ defined in (79), 0,(X) > 0 and by As-
sumption 2 and (70) above, 02(Z) > Ak (Xz)n > 0. Thus X and Z are of rank n and K
respectively, so by Lemma 32 of Appendix E, XX+ = I, and ZTZ = I. It follows that

Zt - ATXT =ZPXXt - ATX T (since XX = 1I,,)
= (Z*X - ATH)X*
= (Z*[ZAT +E] - AT)X* (since X = ZAT + E)
= ZTEXT, (since ZTZ = If) (80)
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and thus again using ZTZ = I
1/2 1/2 1/2
By = |£/*(ATX Z — I)B|” = |=/*(ATX" - 2")Z8|” = |=)/*Z  EX 25"
By (76) above and the fact that Z is full rank on &, 212/2Z+ = 7%, sooné&,

= E|? tr(Sg) || XTZ)?
By = ”Z+EX+ZBH2 < H2 HN ||X+ZBH2 < (Zg)|l Bl 7
o5 (Z) n

where we also used that ||Z*||? = 1/0%(Z). Since By = ||ZJIE/2X+ZBH2 < |IZe|lIXTZ3]?,

and IZ gl tr(Xg) tr(Xg)
E r(Xg n r(Xg
Ye| =tr(2 = . <
%] r( E)tr(EE) n re(Xg) ™~ n

where we used the assumption r(Xg) > c¢1n in the last step, we also have that on &,

tr(3p) | X 25|
n

B=Bi+By < (81)

To bound || X*+Zp||?, we first use ATATT = I and ZA" = X — E to find
IX*ZB|* = [|XFTZATATTB|? < 2| X+ XATTB|1° + 2| XTEATT 5%,
The second term can be bounded, on the event £, by

1Bl A*T 8]

< A+T 2.

On the other hand, the first term can be bounded as ||[XTXA*T 3|2 < ||A*T3||? using the
fact that XX is a projection matrix, so we find that on &,

IX*Zs|* < AT 5% (82)
Finally, we have
JATTBIE = BT A8 = TSy AT AR Y < e (s
A (AXZAT)
Combining this with (82) and plugging into (81), we find that on the event &,
pe BB, uGe) _ RIS @) _ B nEe) g

“Ak(ASZAT) 0 Ak(ASZAT) |Sgln € n
Bounding the variance component: First note that

V=Vi+Vh=|S2XTe|?+ |2/2ATX e|? = e 'XTTExXte = 026X TTEx X TE,
so on the event &,

V < o log(n)tr(XTTEx X ) = 02 log(n) {tr(x+TzEx+) + tr(X+TAzZATx+)} . (85)
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where we use ¥x = AYX A" +35 in the second step. The first term in (85) can by bounded
as

tr(XHTEEXT) < |26 - 2| XTTXY| = I98] e < —2
(XTEEX") < Sl nl XX = S 5t S
where in the first step we used that rank(X™) = rank(X) = n and in the last step that

02(X) 2 tr(Xg) on &.
For the second term in (85),

(86)

tr(XTTAD,ATXT) < K!]leZ/QATX+|]2 (since rank(AX,AT) = K)
= K|S)*(Z" — ZTEX")|? (by (80) above)

< 2K||ZH|? + 2K |1 Z° | 7Bl X,

where we use that Elz/ °Z+ = Z7T from (76) in the final step. Continuing, we find

where we use the bounds defining &; in the last inequality. Combining (87) and (86) with
(85), we conclude that on &,

onlogn 9 Klogn
o .
‘re(Xg) ¢ n

V<o

Combining this with the bias bound (84) gives the bound in the statement of the theorem.
By Lemma 24 below, P(£) > 1 — ¢/n, so the proof is complete. [ |

Lemma 24. Under model (5), suppose that Assumptions 2 and 3 hold and n > C - K and
ro(Xg) > C - n hold, for some C > 0. Then P(£) > 1 —¢/n, where £ =& NENE; and

&= {O’TQL(X) > e1tr(Sp), ||E|? < eotr(Zg), esn < o%(Z) < ||Z|?* < C4n},

& = {ETXTTEAXTE < eslog(m)tr(XTTExXT) |,

Ey = {éTX'H—X"'é < g log(n)tr(X+TX+)} ,
for positive constants ¢y to cg.

Proof We have P(£¢) < P(&f) + P(&5) + P(ES). The bounds P(E5) < e~ and P(&5) <
e~ " follow immediately from Lemma 23 in Appendix C.1 above, using the fact that €
has independent entries with sub-Gaussian constants bounded by an absolute constant.
Considering P(Ef), we have

P(&f) < P{op(X) < e1tr(Sp)} + P{|E|* > cotr(Sp)} + P{esn < 0k (Z) < || Z|* < ean}

The three terms above can be bounded as follows. Recall that we assume n > CK and
re(Xg) > Cn for some C > 1 large enough.
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1. Since re(Xg) > Cn, Proposition 14 can be applied to conclude
P{c%(X) < c1tr(Zg)} < 2e7.
2. By Assumption 3, E = ExY 2, where E has independent entries with zero mean, unit
variance, and sub-Gaussian constants bounded by an absolute constant. Thus,
T By Tl
|IE|* = |EE"| = [EXE']],

and by applying Theorem 21 with E and Xz we find that with probability at least
1—2e™",

IEI* < t:(Sp) + ¢ |Zeln = tr(ZE) - (1 + n/re(Se)) < tr(ZE),
where the last inequality holds since n/r.(Xg) < 1/C. Thus for ¢3 > 0,

P{|E|]? > cstr(Z5)} < 2"

3. By (78) we have that with probability at least 1 — 2/n,

esn < 0% (Z) < || Z]]? < ean.

Combining the previous three steps shows that P(£f) < ¢/n. [ |

C.2.3 PROOF OF PROPOSITION 14

We will work on the event
F = A{0n(BUg41)p) > catr(Tp), |Z]]* < esn},

where U 1),y € RP*(P=K) has columns equal to the orthonormal eigenvectors of Yy cor-
responding to the smallest p — K eigenvalues.
Bounding P(F): By Assumption 3, E = }NEE}E/Q, where E has independent sub-Gaussian
entries with zero mean, unit variance, sub-Gaussian constants bounded by an absolute
constant. Thus, letting

Q= U(K+1):pU(IK+1);p7

we have ) .
02 (EU(+1)p) = M(EQET) = A (Ex Q% *ET).

We can now apply Theorem 21, stated and proved above in Section A, with E and Z}E/zQE}E/Z.
Noting that M = max;; || E||y, is bounded by an absolute constant by Assumption 3, this
implies that with probability at least 1 — 2e=",

o2 (BU (k1)) 2 1S Q8K %)/2 — =2 Q8| In. (88)
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Since @ is a projection matrix, HE}E/QQE}E/ZH < |IZellQ| = ||IX£||- Furthermore,
tr(S2QEY?) = tr(2eQ)
=tr(Xp) —tr(Zp(l — Q))
>tr(Xg) - K[|[Ze(I — Q)| (since rank(I — Q) = K)
> tr(Xp) — K|2e( - Q|
= tr(Xp) - K3 (since |[I - Q[ =1)
>tr(Xg) —nl|Xg]. (since n > K)

Plugging these two results into (88), we find that with probability at least 1 — 2e~",

O2(EU 1)) = t1(25) /2= (1/2+)nl| Sl = tx(Ep)-[1/2— (1/2+)n/re(E6)] 2 r(Si),
(89)
where in the last inequality we use that n/r.(Xg) < 1/C and choose C large enough.
Also, since Z has independent rows with entries that have zero mean, unit variance, and
sub-Gaussian constants bounded by an absolute constant, we have that by Theorem 4.6.1
of Vershynin (2019),
I1Z]]* < ean,

with probability at least 1 — e~m, Combining this with 89 we conclude that
P(F) >1—ce ™.
Bounding 0,(X) on F: We now show that 02(X) > tr(Xg) holds on the event F. Let
Yx = UDU' with U € RP*P orthogonal and D = diag(A1(Xx),...,\p(Xx)). Define
Uk € RP*K to be the sub-matrix of U containing the first K columns, and define Uk +1)p
to be composed of the last p — K columns of U. Then
I, =UU" = UxUx + Urc1ypU 41y
SO
An(XXT) = Ay (XURURX " 4+ XUk11):pU 1) X ) = A(XUrc41)pU 141X ),

where we use the min-max formula for eigenvalues in the last step. This implies

on(X) = on(XU(x 41)p)- (90)
By Weyl’s inequality for singular values, and using X = ZA'" + E,

lon (XU +1):p) = on(BU (1)) | < ||ZATU(K+1):pH7

so by (90),

on(X) > 0n(XUrc 1)) = 0n(BU(rc41)p) = 1ZA Uiyl 2 V12(SE) = 1IZATUger)pll,
(91)
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where the last inequality holds on the event F. We show below that HZATU( K+l S
/n||XE| on F, which implies that

on(X) 2 Vr(SE) — ev/nl|Sell = Vir(Se) - (1 - ev/n/re(Zp)) 2 Vir(Sp),

where in the last inequality we use that n/r.(Xg) < 1/C and choose C large enough.

Upper bound of ||ZATU(K+1)ZPH: On the event F,

= 1/2 1/2
| S NZIPISY AT Uiyl S mlB 2 AT Uiy
(92)
Furthermore, using ¥y = AY ;A" + Xg, and that U&(+1):pZXU(K+1):p = D(K+1);p Where
we define D(g 1y, = diag(Ax+1(Xx), -, Ap(Ex)),

5 1/2
||ZATU(K+1):pH2 = HZEZ/ ATU(K+1)1P|

1=/ 2 AT U117 = U415 ASZAT Uyl
= HU(TK+1):pEXU(K+1):p - U(TK+1):pZEU(K+1)ZPH
= HD(K+1):p - U(TK+1):pZEU(K+1):p”
< Ak1+1(2x) + 1041y ZBU 41
< Ak+1(Xx) + HZEHHU(TKJrl):pU(K+1)5PH
= Ak+1(Ex) + [[Zgl,

where we use U(TK+1)'p

Ac1(Ex) = Ax41(Ex) — Ax11(ASZAT) < |Sg)|

by Weyl’s inequality and the fact that Mg, 1(AXzAT) =0, we find

Uk +1):p = Ip—k in the last step. Thus, using that

122 AT Uticsay I < 202l
Combining this with (92), we find that on F,

1ZATUre 11yl S VIS

C.3 Proof of Theorem 19 from Section 4.4

Let Dy = U;;EXUK = diag(A1(Xx),..., Ak (Xx)) and note that since A and ¥y are rank
K by Assumption 2,

)\K(EX) > )\K(AZZAT) > )\K(Ez))\K(AAT) > 0,

and thus Dy is invertible. Furthermore, define n = y — X "o* with variance O'% = E[n?],
and the sample version n =y — Xa*. We work on the event D := D N Do, where

D, = {a%((XUKD;(W) >n, X257 S p} :

43



BUNEA, STRIMAS-MACKEY, AND WEGKAMP

and
Dy = {|(XUk D *Ynll* £ log(n) - o - rl(XUk Dy 2T (XUR D)1}

As the last step of this proof, we will show that P(D) > 1 — ¢/ /n.
Letting n .=y — X "a*, we have

E[X7 =E[Xy] -EXX]a* = ¥x, - ZxX}Sx, =0, (93)
where we used (41) in the last step. Thus,

R(apcr) = [(XT&PCR - y)Q}

E
E [(XT&PCR ~XTa* — 77)2]
E

=E [(XTapcn — X Ta")?] + B[] (by 93)
= |lapcr — a*[%, + R(a). (94)
Defining the projection matrix P = UKU;, and writing
y =Xa" +n=XPa" +X(I, — P)a" +n,
we find

apcr = Ux (XUg) "y
= Uk (XUg)"XPa* + Ux(XUg)"X(I, — P)a* + U (XUg) 1.

From the fact that XUy is an n x K matrix with K < n and rank(XUg) = K on the
event Dy, we have (XUg)TXUg = Ik by Lemma 32 of Appendix E below. Thus, using
P = UgU}J we have (XUg)*XP = Uj. Applying this in the previous display, we find

apcr = Pa™ + UK(XUK)+X(IP — P)Oé* + UK(XUK)JF’I’].
It thus follows from the decomposition (94) that

R(apcr) — R(a®) = ||lapcr — o ||%,
Sy — P)at |3, + Uk (XUk) X (I, — P)a* |3, + IUk(XUk) 0|3,

~

= By + By + V. (95)

Bounding By: We find
B, = IRY2(1, — PYa* |2 < |=Y2(1, — P)|2la*||2 = (I — P)Sx (I — P)||le*]I2. (96
1= 127, = P)a||* < |11, — P)|IF[le[|* = II( )Ex( lle(|%. (96)

Since I — P is a projection onto the span of the last p— K eigenvectors of ¥ x with eigenvalues
A+1(2x)s -, Ap(Ex), we have [[(I — P)Xx (I — P)|| = Ax+1(Xx). By Weyl’s inequality,

Ac+1(8x) = Ax41(Ex) — Ax41(ASzAT) < |2l
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where we used that Mgy 1(AXzAT) = 0 in the first step since rank(AXzA") = K. Thus
1228, - P)I? < S5l
and combining this with (96) we find
B < [|IZg]|la*]. (97)
Bounding Bs: Recalling Dy; = U S xUg,
By =a* ' (I, — P)X" (XU UL Sx Uk (XUg)*X(I — P)a*
= IDA(XUK) "X (I, = P)o*|% (98)
Observe that by Lemma 32 of Appendix E,
(XUk D) * = [(XUR)H (XU D) - (XU DM D1 = D (XU)*, (99)

where we used that XU is a full rank n x K matrix with K < n so (XUk)"(XUk) = Ik.
Using this in (98) yields

B, = ||(XUx D) *X(I, — P)a*||?
_IX(1, = P)or?

- —1/2
U%{(XUKDK/)
X2 12 .
< X IS~ P)at|?
UK(XUKDK )

P 1/2 *
< IS~ Pla|?,

where the last step holds on D. Recalling that HE;M(IP — P)a*||? = By and using (97), we

find that P
By S 2kl - HOé*HQE- (100)

Bounding V: We have on D,

V =n" (XU ULSx Uk (XUk)

=n' (XUg)" " Dg(XUg)™n
= | D (XUk) |1

~1/2
= I OXUDy )l (o (99)
< 0727 -log(n) -tr[(XUKDfl/Q)JFT(XUKD*1/2)+] (on Ds)
S 0'727 . IOg(n) K- ||(XUKD*1/2)+”2 (Since rank(XUKDfl/Q) _ K)
— 52 Klogn
" g2 (XUgD1/2)
5‘7727' Klzgn. (on Dy).
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Recalling n =y — X "a* so 0727 = R(a"),

Klogn

V < R(a*) - (101)

n

Combining this with (97) and (100) proves (33).

In the case ¥ = 0, the bound (34) follows immediately from (33). When \,(Xg) > 0,
Lemma 5 of Section 3.2 implies

||5||2
R
(") <oz + 7
When A\, (Xg) > 0, we also have that
* (12 T T 1 ||/B”22Z
o[ < K(Sg)8T(ATA) 15 < s SO

Plugging the last two displays into (33) gives

A . 18115 P 181%, K logn Klogn
Rpcr(B) — R(a") S k(Xp)— % ¢ . oty ¢ z - +0? .
2
K1
S H(EE) HBHZZ . B + 0'3 Ogn’
13 n n

where in the second step we use that
Klogn <c-n<Sp<k(Xgp)p.

This proves (35). All that remains is to bound the probability of the event D.

Bounding P(D): We first bound the probability P(D1). Note that the matrix XUg D 1/2

has independent Gaussian rows Dl;l/ 2

U;Xi, with covariance
Dol T /27  =1/2,,T —1/2  —1/2 -1/2
E[Dy UKXX UkDy 7| =D ""Ug¥SxUgDy'" =Dy ' "DgD, '~ = I,

and so XUxDy"/? iid. N(0,1) entries. Thus, by Theorem 4.6.1 of Vershynin (2019), with
probability at least 1 — 2/n,

aK(XUKDI_(l/Q) > Vn—c(VK ++/logn) = v/n-[1 —c/K/n—c\/log(n)/n] > /n, (102)

where in the last step we use the assumption that n > CK > C and choose C' large enough.

Similarly, XE;/ isanx p matrix with i.i.d. N(0, 1) entries, so again by by Theorem
4.6.1 of Vershynin (2019), with probability at least 1 —2e™",

X232 < Vit /B 4+ Vi) £ VB (103)
Using a union bound to combine this with (102), we find

P(Dy) > 1 - /n,

46



INTERPOLATING PREDICTORS IN HIGH-DIMENSIONAL FACTOR REGRESSION

for some ¢’ > 0.

To bound P(Ds), first note that by (93) and the assumption that (X,y) are Gaussian,
X and n are independent. Furthermore, = 7/, has independent N (0, 1) entries. We
can thus apply Lemma 23 from Appendix C.1 above with

M = (XU D)t T (XU D)

cn

to conclude that with probability at least 1 — e™“",
|(XUK D) > = 0" Mn = o3 "My < o7 - log(n) - tr(M),
and so P(D§) < e~ “". [ ]

C.4 Detailed Comparison of the Bias and Variance Terms in Section 4.3

In this sections we give a detailed comparison between our Theorem 16 and Theorem 4 in
Bartlett et al. (2020). We assume throughout this section that the matrices Xy and Xp
are invertible and the condition number k(Xg) of the matrix ¥ g is bounded above by an
absolute constant c¢;.

First define the effective ranks

> isk Ni(Ex)

(Ciak Mi(Ex))°
Aiv1(Ex) '

Zi>k: /\zZ(EX)

The bound of Bartlett et al. (2020) is stated to hold for probability at least 1 — ¢ for a
general § < 1 such that log(1/8) > n/c for an absolute constant ¢ > 1. Taking § = =™
(for an appropriate ¢’) to ease comparison with our results, the bound then states that with
when model (5) holds, (X,y) are jointly Gaussian, rank(Xyx) > n, and n is large enough,

—c'n

with probability at least 1 —e ,

Tk(zx> = Rk(zx> =

R(a) = R(e) S B+V,

where
" ro(X ro(X
Bi=a ||2\EXHmaX{ oltx) “(nX),l}, (104)
and
n K*
V=021 —_—+ — 105
o2 log(n) <RK*(EX) + n) (105)

are bounds on the bias and variance respectively, and
K* =min{k > 0:r,(Xx)/n > b}, (106)

where b > 1 is an absolute constant.

We now compare these two terms to the corresponding terms in our bound in Theorem
16.
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C.4.1 COMPARISON OF VARIANCE TERMS

We first compare the variance term V to corresponding variance term in our Theorem 16,
display (27). Note that as long as the SNR

¢ = Ag(ASzAT)/| g

grows fast enough, K* = K for large enough n, where K is the dimension of the latent
variables Z € R¥ in the factor regression model.

Lemma 25. If K/n = o(1), 1¢(Xg)/n — oo, and & — oo, such that £ 'r.(Xg)/n = o(1),
then K* = K for all n large enough.

Thus, under the conditions stated in Lemma 25 and for n large enough,

V = 02 log(n) (RKZLEX) + f) .

Using the convexity of o +— 22, we can bound Ry (X x) above via

( fK-s-l)"(EX))Q < (p—K) i= K+1>‘2( X)

Rk (¥x) = < <p.
g1 A (Ex) 1 A (Ex)
Thus,
n K
V > o2log(n) (p + n) . (107)

When £(Xg) < ¢1, p S1e(XEg) < p, and so the variance term in the bound of our Theorem

16 is
2 n K 2 n K
oZlog(n + < oflog(n < + > :

Thus, comparing with (107), we see that under the stated conditions our variance bound is
the same as that of Bartlett et al. (2020), up to absolute constants.

Proof [Proof of Lemma 25] We will prove that

re(Ex) < §(1+£—1)+1M7 for 0 <¢< K —1 (108)
n n § n
and that
re(Ex) | re(Ep) K (109)
n n n

Together with the definition of K* in (106), these two bounds imply Lemma 25.
First note that for 0 < /¢ < K|

p
D Ai(Ex) = tr(Sx) Z)\ (Tx)
i=0+1
J4
= tr(Sp) + tr(ASzA7) = > Ni(Ex)
=1

K ¢
=tr(Zp) + > AN(ATzAT) + ) (M(ATZAT) — Xi(Ex)), (110)
i=0+1 i=1
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where the sums from ¢ + 1 to K and from 1 to ¢ are defined to be zero when ¢ = K and
£ = 0, respectively.
Proof of (108): By Weyl’s inequality,

IN(ASZAT) = X(Ex)| < |6, (111)
so by (110),

p
D A(Ex) S tr(Sp) + (K — OMy1 (ASzAT) + £ S|
i=0+1

<tr(Sp) + KA1 (ASZAT) + K| Sgl. (112)
From the min-max formula for eigenvalues we have

Ar1(Ex) = min max @ Ly,
S:dim(S)=(+1 zeS:||z||=1

where the minimum is taken over all linear subspaces S C RP with dimension ¢ + 1. Since
' Sxx>al AY ATz for any x € RP, this implies

Aer1(Ex) > A1 (ASZAT). (113)
Combining (112) and (113), we find

Z?:@H Ai(Ex)

r(Xx) =
el2x) Aet1(Ex)
Rl ) tr(Xp)
<K|[1+ +
( )\g+1(AZZAT> )\@+1(AZZAT)
1Xe]l tr(Xp)
<K|1
B ( * )\K(AzzAT) )\K(AzzAT)
=K1+ +& (),
which completes the proof of (108).
Proof of (109): Equation (110) for £ = K is
P K
> X(ESx) =t(SE) + Y _(M(ATZAT) - Ai(Sx)).
i=K+1 i=1
Again using (111),
P
S A(Ex) > 0(Ss) - K|S, (114)
i=K+1

Since

)\K+1(ZX) = )\KJrl(EX) — )\K+1(A22AT) (since )\K+1(AZZ14T) == 0)
Ik (Weyl’s inequality). (115)

IN
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Combining (114) and (115), we find

Z?:KH )‘i(ZX)
Aet1(Zx)

rr(Xx) = >1.(XEg) — K,

which proves (109).

C.4.2 COMPARISON OF Bi1As TERMS

A more interesting comparison arises between the bias term B and the corresponding bias
term in Theorem 16, display (27). Here we will see how the approach we take in this
paper, explicitly taking advantage of the structure of the factor regression model, leads to
a stronger bound under certain conditions

Lemma 26. Suppose & == A\ (ASZzAN)/||ZE|l > 1 and A, ¥z, g are all full rank. Then

£-1 1 2 ro(Xx) 10(Xx)
b= (5—1— 1> k(ZE) 18], max ( n ' n ) ’ (116)
where .
ro(Xx) _ 1rg(AXzA") 1 1re(XE)
n = 2 n * 2k(ASZAT)E n (117)

In particular, if € > c1 > 1 and k(Xg) < c2, K(AXZAT) < ca for absolute constants cy, ca,

1p 1
B2 613, max (12,12, 11s)

Compared to our bias bound || ﬁHQEZp/ (n - ¢) in Theorem 16, there is an additional
quantity ro(AXzA")/n of order O(K/n). Ignoring this quantity, provided both x(¥x) and
k(AXzAT) are uniformly bounded, we obtain the lower bound (118). When p/(n - £) < 1,
this rate is worse by a factor \/p/(n - £), compared to the bias term [|3[|%, p/(n - &) in The-
orem 16.

Proof [Proof of Lemma 26] Using that A, ¥, ¥ are all full rank, by (64) above,

qrs (1) L gratayigs (E21). LBl
> (53) w70 (55) emmas A

Thus, using ||Sx || = [ASzAT + Sp|| > |ALZAT],

-1y 1
1) PR

ISP > (
which implies (116).
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To prove (117), we first recall that ro(Xx) = tr(¥x)/||Zx]|| and £x = AL ZzAT + X,
which implies that
’r‘o(zx) . tI‘(AzzAT) tl"(EE)
n nSxll o nlExl
Observing that [|Sx| < [|[ASzAT|| + |ZE| < 2||AXzAT||, where we use that |Sg| <
|AXZAT|| by the assumption & > 1, we find

To(zx) > ET()(AZZAT) 1 tr(EE)
n 2 n 2n||ALZAT||
_ 1rg(AXzAT) N 1Mk (AXzAT)  |IZ6] tr(Zg)
2 n 2 |ASZAT|| Ag(ASZAT) n||Zg|
_ 1rg(ATZAT) 1 11.(2g)

2 n + 2k(AXZATYE n
which proves (117). [ |

Appendix D. Supplementary Results

D.1 Closed Form Solutions of Min-Norm Estimator and Minimizer of R(«)

Lemma 27. For zero mean random variables X € RP and y € R, suppose Xx = E[XXT]
and o} = E[y?] are finite, and let ¥x,, = E[Xy]. Then o* = Y1 xy is a minimizer of
R(a):

R(a) = min R(w).

acRp
Proof We have
Ra)=E[(X'a-y)}=a'Sya+ JZ —2a'Yx,,
so since R(«) is convex, « is a minimizer if and only if

VQR(OZ) = 22){0& — QEXy = 0.

By (41), ¥xa* = X xy, so the claim is proved.

For X € R™P and y € R", let
a = arg min{HaH [ Xa — | = min [ Xu - yu} .
We then have the following result.

Lemma 28. a = X™Ty.

Proof We establish the proof in two steps.
Step 1: Existence and uniqueness of a. Since

V| Xu — y[|? = 2X " Xu — 2X Ty,
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and || Xu — y||? is convex in u, u is a minimizer of u ~ || Xu — y||? if and only if
X 'Xu=X"y. (119)
By the properties of the pseudo-inverse, X XX+ = X T, so
X'X(Xty) =Xy,

and thus X*y is a minimizer of | Xu —y||. The set of vectors u satisfying X Xu = X Ty is
also convex, so @ is a minimizer of a strictly convex function || - || over a non-empty convex
set. Such a minimizer exists and is unique, so & exists and is unique.

Step 2: formula for a. Since @ is a minimizer of ||Xu — y||, it must satisfy 119, i.e.

X'Xa=X"y. (120)

We can write
a=X"Xa+ (I -X"X)a,

and using XXTX = X as well as the fact that XTX is symmetric (see Appendix E), a
quick calculation gives

a]1? = X Xal* + [|(F — X X)alf.
Thus || X*Xa| < ||@||?, and also
X'X(X*tXa)=X"Xa=X"y,

where we used XXX = X in the first step and 120 in the second step. Thus X*Xa is a
minimizer of || - || among minimizers of || Xu — y||. Since by Step 1 above & is the unique
such minimizer, X*Xa& = @. Thus,

a=X"Xa
= (X"X)*X"Xa (since Xt = (XTX)"XT)
= (X'X)"XTy (by 120)
=X'y. (since Xt = (XTX)*XT)

D.2 Proof that (5) is a Special Case of (21) in the Gaussian Case

Lemma 29. Suppose that (X,y) follows model (5) with mean zero and is furthermore jointly
Gaussian. Then model (21) holds with = o* and and error n =y — X " o*, independent
of X, where o* = Z}ny is the best linear predictor under model (5).

Proof We first compute

EXn] =EX(y — X a")?] =E[XX ]a* - E[Xy] = Zxa* — Xx,,
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where we use that X and y are mean zero in the final step. Using the fact that Y xa* = X x,
from (41) above, we find E[X7n] = 0 so X and n are uncorrelated, where we again use that
(X,y) are mean zero, so 1 is mean zero. Since X and y are jointly normal, it follows that
X and 7 are jointly normal. Thus, X and 7 are independent and so model (21) holds as
claimed. |

D.3 Risk of @ Under the Factor Regression Model for p < n

For completeness, we provide a risk bound for the minimum-norm estimator & under the
factor regression model in the low-dimensional regime p < n.

Theorem 30. Under model 5, suppose that Assumptions 1, 2 € 8 hold. Then ifn > C -p
for some C > 0 large enough and p > K, with probability at least 1 — ¢/n,

18115,
§

R(@) — 02 < #(Sp) +L6210gm,
n

where k(Xg) = M(XE)/ \p(XE) is the condition number of ¥f.
Proof As in the proof of Theorem 16 found in section C.2.2 above,
R(@) < 2(B1 + Ba) +2(Vi + Va),

where

By = |[£4°X 25

By = |2 *(ATXVZ — Ix) B

Vi = |2 X e

vy = |37 ATX |2
We will bound these four terms on the event B = B; N By, where

By = {|E|]> < e1n, 0%(Z) > con, ag(X) > c3n}

and
By = {éTX+TEXX+§ < ¢5log(n) - tr(X+T2XX+)} .

As the last step of the proof, we will show that P(B) > 1 — ¢/n.
Bounding the bias component: First observe that since K < n, when Z is full rank, ZTZ =
Ir and so
ATXT =72772ATXT = Z2H(X - B)Xt = 2" XXt - ZTEX™.
Thus,
By = |[(ATX*Z — I)B?
= |(ZTXX'Z - Ix)B — Z"EXTZB|3,
< 2(ZTXXFZ — Ix)BI3, + 20|ZTEXTZAS,. (121)
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Note that since p > K, by Assumption 2, rank(A) = K so by Lemma 32 of Appendix E,
ATATT = Iy, (122)
We thus have
+ + 2 + + + 2
(Z"XX"Z - Ix)Bls, = (Z"XX"Z - Z7Z)[|s,
= |ZF(XX* ~ 1,)Z8|

_ XXt~ 1,)Z5)?

- 05 (Z)
< XX - 1,)Z8)? (on B)
_ %||(Xx+ — L)ZAT AT |2 (by (122))

1 .
= ;II(XX+ ~ L)X -E)ATTB|? (since X = ZA" + E)

1
= —[(XX" — I, EAT T g? (since XXX = X)
n

1
< XX - |- [BATT B

1

< —|EATT B
n
n|Sell  IBIE
< z db
n AR(AS,AT) (on B and by (83))
1813,
_ WP, 123
. (123)
where in the penultimate step we used
|ATTB)? < s, (124)
- )\K(AzzAT)
from (83). We can bound the second term in 121 as follows:
IZ*EX*Z6|3, = |IZVEX 25|
2
< P x g2
o (Z)
S IZel - I1X* 28] (on B)
= [Zs] - 1XFZATAT T B|I? (since ATATT = Iy)
=||Zp| - | XT(X - E)A+T5Hz (since X = ZAT + E)
< 2||Spl| - [ XFXATTB|? + 2 2g| - [XTEATT 5|2
E
< IS lIA*T I + [l o 4+ g2 (since [ XX < 1)
o5 (X)
S IZell - w(ZR)ATT B
18113,
< K(Zp) e (by (124))
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Using this and (123) in (121), and using the fact that x(Xg) > 1, we find that on the event
B,

(125)

Bounding the variance component: We have
Vi+Va=e XTTEyX"e
=o' Xt oy Xte (by Assumption 3)
< o2 log(n)tr(XT T oy XH) (on B3)
< o2log(n) - p||XT T x X (since rank(X ™) = p)
1/2
= o2 log(n) - pl| =Y X H2. (126)

From Assumption 1, X = 5(2;/2, and from Lemma 32 of Appendix E below,
S 1/2 S ool/2\ 4 oel/20—1/2 —1/2
(XoYHt = XXV RSV e = Xt
Using this in (126), we find

Vi + Va < 02 log(n) - p| X2 = 02 log(n) — .
02(X)

Proof that P(B) > 1 — ¢/n: The bounds P(B;1) > 1 — ¢/n and P(B2) > 1 — e~ " follow re-
spectively from Theorem 4.6.1 of Vershynin (2019) and Lemma 23 in Appendix C.1 above,
by similar reasoning as in the proof of Theorem 16, for example. |

D.4 Signal to Noise Ratio Bound for Clustered Variables

We present here a lower bound on the signal-to-noise ratio &€ = Ax(AXzAT)/||ZE| in terms
of the number |I,| of features related to cluster a only, for 1 < a < K. We recall the
definition

I, = {ie [p] |Aia|:1,Aib:Of0rb7$a}.

Lemma 31. £ > ming |1,| - A\x(22)/||12E]-
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Proof For any v € RE with |v|| =1,

p /K 2
vl AT Av = || Av|? = (Z Amva>

i=1 \a=1
K 2
> Z (Z Aia“a)
i€l \a=1
K
= ZZA?W%
b=1icl,
K
= |Ib‘1}g (|Azb’ =1forie Ib)
b=1
K
. 2 . " .
> min |1, - bz;vb = min |1q|. (since [jv|| = 1).

Thus, LlSiIlg )\K(AzzAT) > )\K(Ez))\K(ATA),

¢ = Ak (AZzAT)/|Zel 2 Ak (AT Ak (S2)/ ] > min [T Ak (S2)/ 2],

which completes the proof. |

Appendix E. Properties of the Moore-Penrose Pseudo-Inverse

We state the definition and some properties of the pseudo-inverse in this section for com-
pleteness. The material here can be found in Petersen and Pedersen (2012), along with
proofs of some of the statements. For a matrix B € R™ ™ there exists a unique matrix
BT, which we define as the pseudo-inverse of B, satisfying the following four conditions:

BBTB =B (127)
B"BBT = BT (128)
BB is symmetric (129)
BT B is symmetric (130)
We will use the following properties of the pseudo-inverse in this paper.
Lemma 32. For any B € R™™ and C € R™*¢,
(BC)t = (BTBO)"(BCCT)™. (131)
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Furthermore, for any matrizc B € R™™ with r = rank(B) and smallest non-zero singular
value o,(B),

B"BBT =BT (132)
B"(BB")* =B* (133)
(B'B)™B" = B (134)
BTB=1,ifr=m (135)
BBY =1I,ifr=n (136)
|B*| =1/0:(B) (137)
rank(B") = rank(B) = r. (138)
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