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Abstract 

Understanding abstract relations, and reasoning about various 
instantiations of the same relation, is an important marker in 
human cognition. Here we focus on development of 

understanding for the concept of antonymy. We examined 
whether four- and five-year-olds (N= 67) are able to complete 
an analogy task involving antonyms, whether language cues 
facilitate children’s ability to reason about the antonym 
relation, and how their performance compares with that of two 
vector-based computational models. We found that explicit 
relation labels in the form of a relation phrase (“opposites”) 
improved performance on the task for five-year-olds but not 

four-year-olds. Five-year-old (but not four-year-old) children 
were more accurate for adjective and verb antonyms than for 
noun antonyms. Two computational models showed 
substantial variability in performance across different lexical 
classes, and in some cases fell short of children’s accuracy 
levels. These results suggest that young children acquire a solid 
understanding of the abstract relation of opposites, and can 
generalize it to various instantiations across different lexical 

classes. These developmental results challenge relation models 
based on vector semantics, and highlight the importance of 
examining performance across different parts of speech.   

Keywords: analogy; relational learning; cognitive 
development; computational modeling. 

Introduction 

Understanding abstract semantic relations between concepts 

expressed as words (e.g., synonym, antonym, category 

membership), and using them to reason by analogy, is a 
fundamental component of typical lexical and conceptual 

development. Antonyms are a unique semantic relation: they 

involve pairs of closely associated words yet differ 

maximally, typically on a single bipolar dimension (e.g., hot: 

cold, long : short, rich : poor, love : hate). Children are 

typically taught the antonym relation as a formal concept in 

elementary school, although some evidence suggests that 

they begin to form an understanding of antonyms much 

earlier (Phillips & Pexman, 2015). Because the acquisition of 

the antonym relation seems to reflect an important milestone 

in semantic development, investigating its origins and 

development trajectory can help elucidate how humans learn 
and represent abstract semantic relations.  

 Empirical research assessing children’s understanding of 

the concept of opposite reflects two general methodological 

approaches: discourse studies and metalinguistic studies. 

Discourse studies largely center on spontaneous usage of 

antonyms by children as young as age two (Tribushinina et 

al., 2013). There is evidence that young children’s production 

of explicit contrasts, indicative of opposites (e.g., “this car is 

big and that one is small”), is strongly associated with 

parents’ production of explicit contrasts. Reasoning about 

contrasts may facilitate attention to the various dimensions 

on which antonyms can be evaluated. 

 Metalinguistic studies have evaluated children’s ability to 

understand and use metalinguistic vocabulary related to the 

concept of opposition. Paradigms primarily involve verbal 

games in which children respond to questions such as, “What 
is the opposite of X?” Other studies of this type have used 

free association tasks. Such studies have found that prior to 

five years of age, children tend to respond with a word that is 

closely associated with the stimulus word (e.g., dark-night), 

whereas older children tend to respond with a word that is 

semantically opposite to the stimulus (e.g., dark-light) 

(Entwistle, Forsyth, & Muuss, 1964). 

 The verbal emphasis in metalinguistic studies might 

explain why the findings suggest that the antonym relation 

becomes salient to children only around five years of age. 

More recent studies that have reduced the verbal component 
in antonym relation tasks have found that children have an 

understanding of the opposite relation somewhat earlier, 

around four years of age. For example, using a non-verbal 

task, Phillips and Pexman (2015) found that labeling the 

objects shown, as well as providing a label for the opposite 

relation, helped four- and five-year-old children identify the 

antonym match of various adjectives. 

Language as a facilitator of relational reasoning 

Past research suggests that providing relational labels (e.g., 

“in front of”) helps children notice and manipulate relational 

similarities, comparable to how labels help children learn 
categories (Rattermann & Gentner, 1998). For example, in a 

mapping task in which children were shown the hidden 

location of an object in one situation and then had to find the 

hidden location of a second object in another nearly identical 

situation, only children who were provided with a label 

(language condition) were successful in finding the object 

(Loewenstein & Gentner, 1998). It seems likely that language 

could also facilitate children’s ability to reason about the 

antonym relation, perhaps by making the relation more 

salient. 

 It therefore seems plausible that providing a label and using 

relational language might support children’s understanding 
of semantic relations. For example, although four-to-five-

year-olds might not have learned the words “opposite” or 
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“antonym,” providing a label to represent the relation may 

make it easier for children to identify it.  

Variability across parts of speech 

When considering the acquisition of antonym understanding, 

it is important to examine possible variability across different 
lexical classes. Most studies on antonym relation learning 

have focused on adjective pairs (e.g., big : small); however, 

nouns dominate children’s early lexicons compared to verbs 

and adjectives (Gentner, 1978, Nelson, 1973, Sandhofer & 

Smith, 2007; Phillips & Pexman, 2015). These findings raise 

the possibility of similar variability in how children are able 

to reason about antonyms based on different parts of speech. 

For example, perhaps children may show earlier success with 

noun pairs instantiating antonym relation (e.g., king : queen). 

However, though nouns are learned earlier than adjectives, 

nouns are semantically richer because they can hold multiple 
meanings and share more than one relation with other words, 

which could make it more difficult for young children to 

evaluate nouns as compared to adjectives. For example, to 

generate the opposite of “short” (“tall”), one evaluates the 

concepts on a single dimension of length (height); however, 

to generate the opposite of “king,” one could produce 

“queen” if evaluating based on gender, or “peasant” if 

evaluating based on economic status. 

It is therefore possible that reasoning about antonyms 

across various parts of speech may not follow the same 

developmental pattern as acquisition of individual words. 

Studies assessing performance of computational models of 
verbal analogy (e.g., Mikolov et al., 2013; Lu, Wu, & 

Holyoak, 2019) have compared different semantic relations, 

but not performance across different lexical classes within a 

single semantic relation of interest. Accordingly, one of the 

goals of the current study is to examine differences in both 

human and model performance across three parts of speech: 

adjectives, nouns, and verbs.  

Although there is evidence that young children are able to 

identify pairs of words that fit the antonym relation, we do 

not yet know at what age they are able to solve analogy 

problems using pairs of antonyms. Solving analogies 
involves evaluating pairs of antonymous words based on 

different dimensions; therefore, examining whether young 

children can solve such problems can help assess their ability 

to reason about different instantiations of the same abstract 

relation.  

 The current work focuses on addressing the gaps in 

previous research on antonym learning in children, while also 

using two computational methods to further investigate how 

reasoning with antonyms varies across parts of speech. The 

first part of the current study focuses on children aged four-

five years. This age range is particularly important, as 

previous research has demonstrated that children as young as 
age three can begin to solve analogies using complex 

relations (Shao & Gentner, 2018), as well as successfully 

transfer what they learn in one situation to analogous 

problems (Brown, Kane, & Long, 1989; Holyoak, Junn, & 

Billman, 1984). 

 Because substantial development in language occurs 

during the age range we examine, the first part of the current 

study is intended to increase understanding of children’s 

knowledge of the words being used, their meanings, and the 

semantic relations that they share. In order to reason about 
abstract relations, one must first learn the meaning of the 

words being related and the nature of that relationship. 

Comprehending the antonym relation involves having an 

understanding of the concept of “opposite,” which makes it 

possible to identify an indefinite number of instantiations of 

the same abstract relation. For instance, we can understand 

that “love” and “hate” are related to each other in the same 

way that “rich” and “poor” are, even though we evaluate 

these pairs of words on different dimensions (in this case, 

emotion vs. economic status). Such variations in the 

dimensions relevant to antonyms may also be a source of 

difficulty for computational models of verbal analogy. For 
example, both Word2vec (Mikolov et al., 2013) and Bayesian 

Analogy with Relational Transformations (BART; Lu, Wu, 

& Holyoak, 2019) seem to perform less well on analogy 

problems based on antonyms than on problems involving 

other abstract semantic relations, such as category 

membership. 

The second part of the present study focuses on how two 

vector-based computational models, Word2vec and BART, 

perform on the same dataset as that used with children. These 

models are intended to model adult-level performance on 

analogy tasks involving semantic relations; however, 
deviations from children’s performance (particularly if 

children surpass the accuracy levels of the models) may 

potentially reveal limitations of the models. Examining 

possible differences across parts of speech might elucidate 

whether these models exhibit the same patterns of difficulty 

as young children who are just beginning to learn this abstract 

relation.  

Children’s Performance on an 

Antonym Analogy Task 

In order to eliminate the constraints of a verbal task, we used 

a pictorial analogy task intended to measure children’s ability 

to solve analogy problems between pairs of antonyms. 

Methods 

Participants 30 four-year-old (M = 4.28, SD = .82) and 37 

five-year-old (M = 5.51, SD = .26) children were recruited 
through the Language and Cognitive Development Lab at the 

University of California, Los Angeles (UCLA) either online 

or through the university child database. Only children whose 

parents granted formal consent participated, in accordance 

with the UCLA Institutional Review Board. Data collection 

was completed entirely online using Zoom.  

Measures Parents completed a language survey in which 

they were instructed to identify the words that their children 

produce. This survey included words that were used in the 

analogy task (e.g., “opposite”) in order to determine whether 

the children had prior knowledge of the words used in the 









in reasoning about the antonym relation do not coincide with 

children’s lexical development, given that children tend to 

acquire nouns earlier than adjectives and verbs (Nelson, 

1973; Sandhofer & Smith, 2007). A possible explanation is 

that nouns can be compared on a wider range of dimensions 
than either adjectives or verbs, making it more difficult to 

determine the basis for an antonymy relation for nouns. A 

future step to address this issue would be to examine 

variability in how both children and adults generate antonym 

pairs across different lexical classes. Perhaps responses will 

be especially variable for antonyms based on nouns.  

 We also compared children's performance to that of two 

vector-based models of verbal analogy, Word2vec (Mikolov 

et al., 2013) and BART (Lu et al., 2019), using the same set 

of problems. These models are based on embeddings derived 

from training on corpora of adult language; however, both 

models fell short of children’s level of accuracy, particularly 
for solutions to problems based on verb antonyms by five-

year-olds. In addition, neither model is sensitive to the 

provision of verbal labels for the antonym relations. 

Additional computational work will be required to address 

these apparent shortcomings of current models. Finally, the 

present study sets the stage to study the development 

trajectory of other semantic relations, such as cause-effect 

and category-membership, in analogical reasoning. 
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