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Stationary solutions and local equations for
interacting diffusions on regular trees”
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Abstract

We study the invariant measures of infinite systems of stochastic differential equa-
tions (SDEs) indexed by the vertices of a regular tree. These invariant measures
correspond to Gibbs measures associated with certain continuous specifications, and
we focus specifically on those measures which are homogeneous Markov random
fields. We characterize the joint law at any two adjacent vertices in terms of a new
two-dimensional SDE system, called the “local equation”, which exhibits an unusual
dependence on a conditional law. Exploiting an alternative characterization in terms
of an eigenfunction-type fixed point problem, we derive existence and uniqueness
results for invariant measures of the local equation and infinite SDE system. This
machinery is put to use in two examples. First, we give a detailed analysis of the
surprisingly subtle case of linear coefficients, which yields a new way to derive the
famous Kesten-McKay law for the spectral measure of the regular tree. Second, we
construct solutions of tree-indexed SDE systems with nearest-neighbor repulsion
effects, similar to Dyson’s Brownian motion.
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1 Introduction

In this paper we propose new characterizations for stationary solutions of infinite
systems of stochastic differential equation indexed by the m-regular (Cayley) tree T,,.
For an integer m > 2, T,, is the infinite tree in which each vertex has exactly m
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Stationary local equations on regular trees

neighbors. For a vertex v € T,,, let N(v) denote the set of adjacent vertices (neighbors).
For functions U, K : R — R, to be specified later, we consider X := (X"),eT,, satisfying
the stochastic differential equation (SDE)

dXy = —(U’(Xt“) + > K(Xp - X;‘)) dt +V2aWy¢,  veT,,  (1.1)
ueN (v)

where W := (W"),er,, are independent Brownian motions.

The same SDE (1.1) can be defined on any finite (or countable, locally finite) graph
G in place of T,,, and we refer naturally to the SDE system set on (G. Our study
of this SDE systems builds on a recent line of literature on scaling limits of SDEs
with nearest-neighbor interactions on large, finite graphs. For dense Erdds-Rényi
graphs, the large-n behavior is nearly identical to the mean field (complete graph) case
[BBW19, DGL16, CDG20, OR19]. More generally, SDE systems set on dense graphs
which converge in the graphon sense still exhibit certain mean field behaviors such
as asymptotic independence [Med14, FCN20, BCW20]. On the other hand, the case of
sparse graphs is not as well understood. The recent results of [ORS20, LRW19] show
that the SDE system set on T,, arises as a suitable local limit of finite systems: If the
graph T,, is replaced by a sequence of finite graphs converging in the local weak (a.k.a.
Benjamini-Schramm) sense to T,,, such as the uniformly random m-regular graph on
n vertices as n — oo, then the corresponding SDE solutions converge in a certain local
sense to (1.1), under suitable assumptions on the coefficients and initial conditions. The
paper [LRW20] goes a step further by characterizing the marginal dynamics of any
neighborhood in T,,, in terms of what they call the local equation, described in detail in
Section 1.5.1 below.

The results of [ORS20, LRW19], as well as most of the others discussed in the
previous paragraph, pertain to dynamics (out of equilibrium), and the goal of the present
paper is to carry out an analysis of stationary solutions (invariant measures). Our main
results will characterize the marginal law of adjacent vertex pairs in stationary solutions
of (1.1) in terms of a local equation, which is analogous to the dynamic local equation of
[LRW20] but much more tractable, as we will see. Understanding invariant measures is
a natural problem in its own right, and it is also requisite first step toward an analysis
of long-time behavior and metastability phenomena, which we do not carry out in this
work. Let us mention also that when m = 2 or when the graph T,, is replaced by an
integer lattice Z%, SDEs of the form (1.1) arise in the study of the Ginzburg-Landau V¢
interface models; see [Fun05] for an overview.

If the SDE system (1.1) is set on a general finite graph G = (V, E), then, under
modest assumptions on (U, K), the unique invariant measure (defined on RY) is given by

pe(de) = %exp ( - Z U(z?) — Z K(z¥ — x“)) dz, Z >0, (1.2)

veV {u,v}eE

the summation being over undirected edges. On an infinite graph, there is no explicit
density like (1.2) to work with, and analogous measures may be studied using the
formalism of Gibbs measures [Geoll, RAS15]. Section 3 will explain how the Gibbs
measure formalism relates to the invariant measures of (1.1).

There are two useful immediate properties of p, for a finite graph G. First, it is
a Markov random field, which follows quickly from the factorized form of the density:
If Xo := (X8)vev ~ pa, and if A, B, S C V are disjoint sets with the property that
every path from A to B has at least one vertex in S, then X' := (X¢),c4 and XF are
conditionally independent given X;. The second useful property is homogeneity or

automorphism invariance: For any automorphism ¢ of G, we have (X(‘f(v))vev 4 (XY)vev-
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Stationary local equations on regular trees

Our main interest in this paper is in the invariant measures of (1.1) possessing a form of
these Markov and homogeneity properties.

1.1 Main results

In the following, we write * = (2%),er, for a generic element of R™~, and X =

m

(X?)yer,, for the stochastic process of interest. We write also ° = (z¥),¢s and X =

(X?)yes for the restrictions to coordinates in a set S C T,,. We make the following
assumptions throughout the paper:

Standing assumptions. We are given an integer m > 2 and a.e. finite functions U, K :
R — R U {co} such that K is even and eV, e ¥ : R — [0, 00) are locally absolutely
continuous. In particular, U and K are a.e. differentiable.

Definition 1.1. A stationary solution of the infinite SDE is a weak solution X :=

(X"Y)yver,, of (1.1) which satisfies the time-stationarity property X; 4 Xy forallt >0, as
well as

E[|U"(X5)] + [K'(X§ — X§)[] < oo, (1.3)

for every edge (v,u). A stationary homogeneous Markov (SHM) solution of the infinite
SDE is a stationary solution which satisfies two additional properties:

- Homogeneity: (XZ"),ev £ (X)yev for each automorphism ¢ of T,,.
e Markov property: Let A, B, S C T,, be finite sets such that every path from A to B
passes through S. Then Xé“ and X are conditionally independent given X@g.

Note that the condition (1.3) ensures that the SDE (1.1) makes sense. We will
characterize SHM solutions of the infinite SDE in terms of a new two-dimensional SDE
system which describes the behavior of a single edge. We call it the local equation, in
analogy with the recent work [LRW20] in the non-stationary regime, discussed further
in Section 1.5.

Definition 1.2. A stationary symmetric solution of the local equation is a weak solution
(X,Y) of the SDE system

dXy = —(U'(Xy) + K'(Xy = ;) + (m — DE[K' (X, — Y;) | X,])dt + V2dW,

(1.4)
dY; = —(U'(Yy) + K'(Y; = X¢) + (m — DE[K'(Y; — X,) | Y])dt + V2dB,

where W and B are independent Brownian motions, which is stationary in the sense

that (X,Y;) 4 (Xo,Yy) for all t > 0, and symmetric in the sense that (Xy, Yp) 4 (Yo, Xo).
We implicitly require in this definition that

E[|U"(Xo)| + |K'(Xo — Yo)|] < o0 (1.5)

The SDE (1.4) is nonlinear in the sense of McKean (cf. [Szn91]), as the drift depends
on the joint law of the solution (X;,Y;). The particular dependence on the conditional
law, which is not weakly continuous as a functional of the joint law, places (1.4) outside
the scope of standard theory. Section 1.5.2 discusses some SDEs with similar conditional
expectation terms that arise in different contexts.

The main message of the paper is that there is essentially a one-to-one correspondence
between SHM solutions of the infinite SDE and stationary symmetric solutions of the
local equation. Before we state precise results, we introduce a third formulation, which
is again essentially equivalent to the above two. It will be useful in the proofs as well as
some of the examples to follow.
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Definition 1.3. A solution of the fixed point problem is a measurable function F : R — R
such that there exists C' € R satisfying

F(z)=C— log/ e VW —Ke=y)=(m=DFW)qy  qe. 2 € R, and (1.6)
R
/ e U@ =mF() 40 « 0. (1.7)
R

Note that the integral in (1.6) always exists in (0, 00|, and it must in fact be finite in order
to have a solution of the fixed point problem.

The fixed point problem can be interpreted as determining the invariant measures for
a T,,-indexed Markov chain. In the m = 2 case, letting ¢ = e~ ', we see that F solves the
fixed point problem if and only if ¢ is a (positive) eigenfunction of the integral operator

o() = [ge(y)exp(=Uly) — K(- —y))dy.
Our three main theorems relate the above notions. First, moving from the infinite
SDE to the local equation requires no additional assumptions:

Theorem 1.4. Let (X"),e,, be a SHM solution of the infinite SDE. Then there exists a

stationary symmetric solution (X,Y") of the local equation such that (X, Yy) 4 (X§, X%
for each edge (v, u) in T,,.

The converse, constructing an SHM solution from a solution of the local equation, is
more involved and requires some additional assumptions of a technical nature. Our proof
uses the fixed point problem along the way, so we split this direction into two theorems.

Theorem 1.5. Let (X,Y) be a stationary symmetric solution of the local equation. Define
f(CC) = E[K/(XQ — Yvo) |X0 = ZL’]

Suppose U’, K’, and f belong to LL (R) for some q > 2. Then F(x) := f; fy)dy is a

loc

solution of the fixed point problem. Moreover, the law of (X, Yy) admits the density
pla,y) =Z texp (= U(x) = U(y) = K(z —y) — (m = 1)F(z) = (m = 1)F(y)), (1.8)

where 0 < Z < o is defined by
7Z = /1112 exp ( —Ulx)-Uly)— Kx—y)—(m—-1)F(z) — (m— 1)F(y)) dzdy. (1.9)
Theorem 1.6. Let I' be a solution of the fixed point problem satisfying
/ (JU" ()P + |K' (2 — y)|p)e—U(r)—U(y)—K(r—y)—(m—l)F(r)—(m—l)F(y) dzdy < co, (1.10)
R2

for some p > 1. Then Z defined by (1.9) is finite, and there exists a SHM solution
(X")yer,, of the infinite SDE such that, for each edge (u,v), the law of (X¥, X{) is given
by the density function (1.8). If it holds also that

1/m
/ (/ |K’(x—y)|me_U(y)_mK(x_y)dy) dz < oo (1.11)
A \Jr

for every compact set A C R, then F is locally absolutely continuous with F'(z) =
E[K'(X§ — X¥) | X§ = z| for a.e. x € R, for any edge (v, u).

Remark 1.7. The constraint p > 1 in the assumption (1.10) is used only to justify an
application of the superposition principle in R*>° due to [Trel4]; see also [Die22, Reh20]
for related superposition principles in infinite dimension. In the finite dimensional case,
it is known that p = 1 is sufficient, as seen in [Trel6, BRS21]. It is natural to suspect that
p = 1 is sufficient in infinite dimension as well, but this appears to be an open problem.
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The proofs are given in Section 2. Theorem 1.4 comes from applying the so-called
mimicking theorem [Gy0686, BS13], recalled in Theorem 2.1 below, and using the Markov
property and homogeneity to simplify. Theorem 1.5 is a consequence of direct calcu-
lations involving the explicit form of the density. The local integrability assumption
therein ensures that the probability density (1.8) is the unique solution of an associated
stationary Fokker-Planck equation, using results from [BKRS15]. It seems plausible that
the local integrability assumption could be worked around on a case-by-case basis.

Theorem 1.6 is the most difficult. It is straightforward to argue that the law of a
homogeneous Markov random field on T,,, can always be reconstructed from the joint
law at two adjacent vertices; in the m = 2 case, this is just the construction of the
law of a two-sided reversible Markov chain (Z;);cz from the law of (Zy, Z1). To prove
Theorem 1.6, we apply this construction starting from the joint density (1.8), and the
main difficulty is to show that the resulting random field on T,,, agrees in law with a SHM
solution. This exploits a related but distinct boundary law representation for Markov
chains on trees [Geol1, Chapter 12], discussed in Section 3.1.

Remark 1.8. Suppose that for some p > 1 it holds that
/ (U ()™ + |K'(z — y)|"P)e V@ -VW=mEE=Y) 4z dy < . (1.12)
IR2

Then (1.10) is automatically satisfied by any solution of the fixed point problem. Indeed,
by Holder’s inequality, the left-hand side of (1.10) is bounded by a constant times

1

m

([ 0@ + 5 = e @-vomicen gz )
R2

</ e—U(x)—U(y)—mF(x)—mF(y)dxdy)
]RQ

The first term is finite because of (1.12), and the second because of (1.7).

m—1
m

1.2 Well-posedness

The above theorems allow us to transfer existence and uniqueness results between
the infinite SDE, local equation, and fixed point problem. Our next results, proven in
Section 4, provide some existence and uniqueness theorems by focusing on the fixed
point problem, which is the most amenable to well-posedness analysis. For m = 2 (i.e.,
Ty = Z), existence and uniqueness hold under no additional assumptions, which is not
surprising given that Gibbs measures on Z are typically unique [Geol1, Chapter 10].

Theorem 1.9. Suppose m = 2.

e If (1.11) holds (with m = 2), then there is at most one solution of the fixed point
problem up to additive shifts. If also U', K’ € L (R) for some q > 2, then there is

loc
at most one stationary symmetric solution or the local equation (resp. SHM solution

of the infinite SDE) among those satisfying f € L (R), where

loc

() = BIK'(Xo = Yp)| Xo = =], (1.13)
(resp. f(z) = E[K'(X{ — X{)|Xo = z] for some edge (v, u)). (1.14)
o If
/ / e~ V@=UW)=2KE=v) qzdy < oo, (1.15)
RJ/R

then there exists a solution of the fixed point problem. If also (1.12) holds with
m = 2 for some p > 1, then there exist a stationary symmetric solution of the local
equation and an SHM solution of the infinite SDE.

EJP 28 (2023), paper 4. https://www.imstat.org/ejp
Page 5/37


https://doi.org/10.1214/22-EJP889
https://imstat.org/journals-and-publications/electronic-journal-of-probability/

Stationary local equations on regular trees

For m > 2, well-posedness is more delicate and cannot be expected to hold in general,
as phase transitions are more prevalent for Gibbs measures on T,,.

Theorem 1.10. Suppose m > 2. Assume U and K are even functions and that U’ and
K’ are absolutely continuous, with K" € L*°(R) and

essinf U"(z) > m(||K"||oc — essinf K" (z)). (1.16)

Then there exists a unique solution of the fixed point problem up to additive shifts.
Uniqueness holds for the stationary symmetric solution of the local equation (resp. SHM
solution of the infinite SDE) among the class of solutions satisfying f € L] (R) for some
q > 2, where f is given as in (1.13) (resp. (1.14)). If also there exist 0 < p < 2 and
c1,¢o > 0 such that |U’(z)| < c1e®®l”, then there exist a stationary symmetric solution of

the local equation and a SHM solution of the infinite SDE.

The assumption (1.16) in Theorem 1.10 requires the convexity of the confinement
potential to be strong relative to the interaction potential. Note that the right-hand
side of (1.16) is nonnegative, so U is necessarily convex, but K need not be convex.
When K is quadratic, the assumption (1.16) is simply the uniform convexity of U. A
sufficient condition for (1.16) is that U” > 2m| K" ||. pointwise, where we note that
| K" ||l is the Lipschitz constant of K’. Convexity is well known to play an important
role in the uniqueness on invariant measures (ground states) for mean field models
[McC97, CMV03], and a natural open question is if mere uniform convexity of U and K
would suffice for uniqueness in the setting of Theorem 1.10. Smallness conditions on the
interaction potential, similar to (1.16), are also known ensure uniqueness in mean field
models when the interaction is not required to be convex [GLWZ22, Lac22].

1.3 Examples

After proving the above general theorems, the rest of the paper is devoted to two
noteworthy examples, which we summarize here.

1.3.1 Linear coefficients and the resolvent of T,

In Section 5, we study the case of linear coefficients. Specifically, consider U(z) =
(z —m)x?/2 and K(r) = 22/2, for some fixed z € R. Then the SDE system (1.1) can be
written in terms of X; = (X/)ver,, as

dX, = —(2I — A) X, dt +V2dW,,

where A is the adjacency operator of the tree, and I is the identity operator; see Section 5
for precise definitions. Formally, the invariant measure should be an infinite-dimensional
centered Gaussian with covariance operator (zI — A)~!, which is the resolvent of A,
assuming the inverse exists, say in the Hilbert space ¢»(T,,). Letting (e”),cr,, denote the
standard basis of ¢5(T,,), a formal computation shows that (e’ (zI — A)~'e’) = Var(X}).
For z > m, we then show how to explicitly compute this variance by solving the local
equation, which gives an expression for Var(X}) in terms of z. This yields a formula for
the resolvent z — (e’ (zI — A)~'e”), which is exactly the Cauchy-Stieltjes transform of
the spectral measure of A. This recovers, by a new method, the famous Kesten-McKay
law [Kes59, McK81] for the m-regular tree T,,.

There is an interesting additional regime where 2/m — 1 < z < m. In this case, there
are in fact two Gaussian SHM solutions. One is distinguished by its lower edge-wise
correlations and good summability properties, which allows it to again be connected to
the resolvent as above; essentially, it can be viewed as a Gaussian process on ¢5(T,,).
The second solution has higher correlations, and it cannot be viewed as a process on

l5(T,,).
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1.3.2 Particle systems with repulsion

Lastly, in Section 6, we study a model inspired by the S-ensembles of random matrix
theory. Specifically, consider K (z) = —flog |z|, for § > 0. The resulting SDE system has
a repulsive drift as in the SDE for Dyson’s Brownian motion:

B

t t

u€N (v)

dt ++v2dBY, veT,,. (1.17)

In the case where 8 = 2 and U is even, we use the fixed point problem to construct an
SHM solution of (1.17) with an explicit joint density for any pair of adjacent particles.
The solution of the fixed point problem is unique, but we do not know if the SHM solution
is, because the singularity of K’ prevents an application Theorem 1.5. We restrict to
B = 2 to enable exact calculations which are unavailable for general 3, which is natural
in analogy with the special tractability of the f = 2 (GUE) ensemble in random matrix
theory. A surprise in our setting is that explicit solutions are still available for general,
non-quadratic potentials U.

On a finite graph G = (V, E) in place of T,,, the invariant measure of (1.17) corre-
sponds to what one might call a S-ensemble on G, given by the probability measure

1 v
_ w o v|fB —-U(z") v
pe(dx) = = I | |z — V| I | e dzx®.

{uv}eE veV

In two extreme cases, this corresponds to a random matrix model: When G is a complete
graph, and when U (z) = —fx2/4, this is precisely the well-known (-ensemble of random
matrix theory. For instance, in the case 5 = 1 (resp. 8 = 2), the measure ug becomes the
(symmetrized) joint law of the eigenvalues of a GOE (resp. GUE) random matrix [AGZ10,
Section 2.5]. On the other extreme, if the graph is the trivial one (no edges), then the
particles are i.i.d. and we can think of them as the eigenvalues of a random diagonal
matrix with i.i.d. entries. For other graphs G between these extremes, it is not clear
but natural to wonder if ug corresponds similarly to the eigenvalue distribution of any
natural random matrix model.

1.4 On the dynamic case

It is worth explaining why we solely consider time-stationary solutions of the SDEs (1.1)
and (1.4) in this paper. The Markov property is essential in deducing the local equa-
tion (1.4) from the infinite SDE (1.1). For stationary solutions, it is natural to expect
that the Markov property holds, as it does when the model is restricted to finite graphs
as discussed around (1.2). In a non-stationary context, however, one cannot expect
that the solution of (1.1) to define a Markov random field at each time ¢, even on a
finite graph. One reason is because of the phenomenon of Gibbs-non-Gibbs transitions
[VKOR10, vR0O9]. More recently, it was shown in [LRW21] that the natural conditional in-
dependence structure in the non-stationary setting is that the trajectories ((X?)s<¢)ver,,
form a second-order Markov random field (assuming the same for the initial conditions).
In short, the non-stationary version of (1.1) will rarely if ever have the property that
(X})ver,, is a Markov random field for each ¢ > 0, even if it is initialized as such, and
this breaks the connection with the local equation (1.4).

1.5 Related literature

1.5.1 Local equations

The SDE system (1.4) is the stationary analogue of the local equation introduced recently
in the dynamic setting in [LRW20], as part of a program to understand scaling limits of
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interacting diffusions on large (locally convergent) sparse graphs [LRW19]. The main
the result of [LRW20] applies more generally to unimodular Galton-Watson trees, but
in the case of a non-random tree it takes the following form. Suppose that an i.i.d.
initial distribution (X{§),er,, is prescribed, and that U’ and K’ are globally Lipschitz, so
that the SDE system is well-posed for all time. For a distinguished root vertex denoted
0 € T, and its neighborhood {1,...,m}, it is shown in [LRW20, Section 3.2.1] that

(XHm, 4 (V)™ ,, where (Y*)™, is the unique in law solution of the local equation

m

a0 = — (U0 + 3 KV = ¥ )t + V2 WY,
v=1

avy = —(U(V) 4 K5 = Y2) + (m = D(Y*,Y0))dt 4 VEAWY, v =1,...m
1y’ yh) = B[K' (Y2 - Y)) | Y9 =42, Y =i, s <],

S

where (W")7_, are independent Brownian motions. The appearance of a full neighbor-
hood, rather than a single edge as in our (1.4), is due to the fact that the trajectories
of the dynamic particle system form a second-order Markov random field, rather than
first-order as in our case. Similarly, the conditional expectation term ~; depends on the
entire trajectories of (y°,y!) rather than just the time-t values, because it is the former
and not the latter which form a second-order Markov random field.

The above local equation from [LRW20] describes the out-of-equilibrium dynamics
of a single neighborhood of (1.1), whereas our new local equation (1.4) describes the
equilibrium for a single edge of (1.1). It would be natural to try to connect the two, for
instance, by trying to analyze the ¢ — oo behavior of the system (1.1) in terms of the
local equations. We do not pursue this here.

1.5.2 SDEs with conditional expectations

A peculiar feature of the local equation (1.4) is that the coefficients depend on a con-
ditional expectation. Related equations have appeared in different contexts, including
simulation [JLR10], Lagrangian stochastic models of turbulent flows [BJT11], and local
stochastic volatility models in mathematical finance [LSZ20, JZ20]. Our paper shows yet
another context in which SDEs with conditional expectations naturally arise, and our
existence and uniqueness for stationary solutions of the local equation are not covered
by these prior works.

1.5.3 Gibbs measures on Cayley trees

There is an extensive literature on Gibbs measures on the infinite (Cayley) trees T,,,
where many interesting phase transitions are remarkably tractable compared to more
traditional lattice models. The classic book [Geo11] gives a thorough treatment of Gibbs
measures in general, with Chapter 12 therein giving an overview of Markov random fields
on trees, including results of the important early papers [Spi75, Zac83]. The property
we call homogeneity is also known as translation invariance in various references, and
Gibbs measures having the Markov property are also known as splitting Gibbs measures.
In contrast with the present paper, the vast majority of this literature deals with a
discrete state (spin) space instead of R. While we cannot do justice to this literature
here, we refer to the monograph [Roz13] and the recent survey [Roz21] focused on Potts
models for a thorough overview. Our use of the fixed point problem (Definition 1.3) is
similar to the use of boundary laws in the study of homogeneous Markov Gibbs measures,
recalled in Section 3.1 below, but we are not aware of any prior results analogous to our
connection between the infinite SDE and local equation.

EJP 28 (2023), paper 4. https://www.imstat.org/ejp
Page 8/37


https://doi.org/10.1214/22-EJP889
https://imstat.org/journals-and-publications/electronic-journal-of-probability/

Stationary local equations on regular trees

1.6 Organization of the paper

In Section 2 we prove the three main Theorems 1.4, 1.5, and 1.6. Section 3 discusses
the relationship between invariant measures of the infinite SDE (1.1) and the classical
formalism of Gibbs measures defined via specifications. Section 4 proves the two well-
posedness results, Theorems 1.9 and 1.10. Finally, the examples from Sections 1.3.1
and 1.3.2 are developed in full detail in Sections 5 and 6, respectively.

2 Connection between local equations with original system

The objective of this section is to prove Theorems 1.4, 1.5, and 1.6 in Section 2.1, 2.2
and 2.3 respectively. First, we quote two theorems of stochastic analysis that will feature
in our arguments in this section as well as Section 3, the mimicking and superposition
theorems. The mimicking theorem is originally due to [Gy086, Theorem 4.6], and the
version stated below follows from a generalization in [BS13, Corollary 3.7]. It is the
basis for the proof of Theorem 1.4.

Theorem 2.1. [BS13, Corollary 3.7] Let o > 0. Suppose ({2, F,F,P) is a filtered proba-
bility space supporting an IF-Brownian motion B of dimension d, an [F-progressively mea-
surable process (b;),;>¢ satisfying I fOT |bs| dt < oo for each T > 0, and an F-progressively
measurable process (X;)>¢ such that

t
Xt:X0+/ bSdS+O'Wt, tZO
0

Leth: R, x R? — R be any Borel measurable function satisfying

~

b(t,X:) = E[b | X¢], a.s. fora.e.t>0.
Then there exists a weak solution (Xt)tzo of the SDE
dX, = b(t, X;) dt + odW,,

such that )A(t 4 X; foreacht > 0.

We next quote a superposition principle for SDEs. This originates from [Fig08] in the
case of bounded coefficients, extended to unbounded cases in [Tre16, BRS21]. The R*°
version we need is due to [Trel4]. We will use the superposition principle in the proof of
Theorem 1.6, to construct a solution of the infinite SDE after first constructing a (weak)
solution of the associated Fokker-Planck equation.

In the following, a cylindrical function g : RT= — R is one which depends on only
finitely many coordinates. We say g is smooth and of compact support if it is a smooth
and compactly supported function of finitely many variables. A probability measure p on
R™ is said to be a stationary solution of the Fokker-Planck equation associated with the
infinite SDE if

/R 2 3““’9(:”)”(‘1”’):/m > (Ve Y K6 -a")og(@) ade). @2.1)

vET, veET,, u€eN (v)
hold for each smooth cylindrical function g : R™ — R of compact support; note that the
sums in (2.1) involve only finitely many non-zero terms.

Theorem 2.2. [Trel4, Theorem 7.1] Suppose a probability measure ;. on R™ is a
stationary solution of the Fokker-Planck equation associated with the infinite SDE.
Suppose also that there exists p > 1 such that

/RTW (|U'(@")P + |K'(z" — 2")[?) p(dx) < oo, (2.2)
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for every edge (v,u). Then there exists a stationary solution X of the infinite SDE such
that X, ~ p for eacht > 0.

2.1 From the infinite SDE to the local equation

We first prove Theorem 1.4. Suppose (X"),er,, is @ SHM solution of the infinite
SDE (1.1). Fix an edge (u,v) in T,,. Define

(o) =E|U(X0) + 30 KX - XD)
weN (u)
=U'(z)+ > BIK(X}-X/")|X!=2X} =y,
weN (u)

Xtu:xvxtv :y:|

noting that the conditional expectations make sense thanks to (1.3), and similarly

(o) =E[U(X0) + Y KO- )
weN (v)
=U'(y)+ Y EB[K'(X}-X/")| X! =2,X} =y]
weN (v)

Xtuzxvxtv :y:|

We apply the mimicking Theorem 2.1 to find a weak solution (X, Y’) of the SDE system

{dXt = —by (X, Yy) dt + V2dW, 2.3)

dY; = —by (X, Yy) dt + V2dBy,

which satisfies (X, Y;) 4 (X}, X?) for each t > 0. Note that the homogeneity of (X}),eT,,
implies the desired symmetry,

d d 2 d
(Xt’Y;‘/) = (XZL7XZ}) = (XZ}’Xtu) = (Y;‘th>7

and the time-stationarity (X;,Y;) 4 (Xo,Yy) follows from the same property of (X*, X?).
For w € N(u) \ {v}, we know X} and X} are conditionally independent given X}*, by
the assumed Markov property and the fact that T,, is a tree. In particular,
B[K'(X{ - X)) | X =2, X! =y] = BE[K' (X} = X{*) | X{* = 2]
=E[K'(X}' - X)) | X} = 7]
=E[K'(X; - Y}) | X; = ],

with the second to last step using the assumed homogeneity to deduce (X}, X}) 4
(X}, X?). Therefore,

bi(z,y) =U'(x)+ Y BIK'(XF— X)X =2, X =y
wEN (u)
=U'(x)+K'(@-y)+ >  EBE(X}-X")X} =2,X =y
weN (u)\{v}
A similar argument shows that
ba(w,y) =U'(y) + K'(y—2)+ > BIK(X} - X)X =2, X} =y
weN (v)\{u}
=U'(y) + K'(y — ) + (m = DE[K'(Y; — X;) | V; = y].

Plug this into (2.3) to arrive at the desired form of the local equation (1.4). O
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2.2 From the local equation to the fixed point problem

We next prove Theorem 1.5. Let (X, Y) be a stationary symmetric solution of the local
equation. Recall that the function f(z) = E[K'(X, — Yy) | Xo = 2] is locally Lebesgue
integrable by assumption. Note also that (1.5) and Jensen’s inequality imply

B[l (Xo)|] = B[|E[K' (X0 — ¥o) 1 Xo] || < B[IK'(Xo — ¥o)[] < o0,
Since F(z) = [; f(u)du, we can then write the SDE for (X,Y) as
dX; = —(U'(Xy) + K'(X: = Y3) 4+ (m — 1) F'(Xy)) dt + V2dW,,
Y, = —(U'(Y,) + K'(Y, — X;) + (m — 1)F'(Y;)) dt + v2dB,.
The drift of this two-dimensional process is the negative of the gradient of the function
(r,y) = U(x) +U(y) + K(x —y) + (m — 1)F(z) + (m — 1)F(y), and thus one expects the
invariant measure to be
pla,y) =Z  exp (= U(x) = Uly) — K(z —y) = (m = 1)F(z) = (m = 1)F(y)), (2.4)

where Z is a normalizing constant making [ p = 1. To be precise, we may deduce (2.4)
along with the finiteness of Z from [BKRS15, Theorem 4.1.12], because of the assumption
that U/, K’, and f are in L (R) for some ¢ > 2, and because of the assumption (1.5)

loc
which yields condition (i) therein. To prove that F'(x) solves the fixed point problem, note

first that
/R [0upa,y)|dady < /}R (@) + 1K' @ = )] + (m = 1)|f(@)])pla.y) dady < 0. (2.5)

By Fubini’s theorem, we have

/Rp(x,y)dy=/]Rp(0,y) dy+/oz/R@zp(z,y)dde-

Therefore, using (2.5), we deduce that z +— f]R p(z,y)dy is absolutely continuous on any
compact set, and

d
T JR R
That is,

d<eU<m>(m1>F<w> / o~V ~K(a—y)~(m—1)F(y) dy)
dz R

_i(e*U(z)*(m—l)F(as))/ U)Ky ~m-1F (@) g,

dl‘ R
_67U<w)f<m71>F<w>/ K'(z — y)e-UW)=K@=n)~(m=DF (@) g,
R

By the product rule, this implies
4 / U =K@=)~(m=DF©) g, | — _/ K'(z — y)e-U 0 -KE@=n)~m=-DF@) g,
dz \ Jr R

which leads to

/ — —U(y)—K(z—y)—(m—1)F(y)
i10%/ e VW) -Kz=y)=(m=DFy)q, — _f]RK (x —y)e W= RETY v dy
R

f]R e~ U)—K(z—y)—(m=—1)F(y)dy
Jp K'(x = y)p(e,y)dy

Jr p(z,y)dy
= -E[K'(X; - Y})|X; = «]
= —f(2).

dx
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Because F’ = f a.e., we can deduce that there exists a constant C such that
C - 10g/ e VW =K@=y)=m=DFW) qy = F(z), a.e. (2.6)
R

Finally, the integrability condition required in the Definition 1.3 follows from (2.6) and
the fact that p(x,y) from (2.4) is a probability density:

/ o~ U(@)-mP@) 1y — o—C / ¢~U@=U(®) =K (=)~ (=D F@)~(m=DF ) d2dy < co.
R R?

2.3 From the fixed point problem to the infinite SDE

We lastly prove Theorem 1.6. Let F' be a solution of the fixed point problem with
associated constant C7, so that

F(z)=C — log/ e*U(y)*K(J*y)*(mfl)F(”’)dy, ae. .z € R. 2.7)
R

First, note that Z defined in (1.9) is finite because

e—cl/ e—U(x)—U(y)—K(m—y)—(m—1>F(x>—(m—1>F<y>dxdy:/e—U(z)—mF<x>dx7
R?2 R

with the latter being finite thanks to the assumption (1.7). Thus, the symmetric probabil-
ity density function p(z,y) is well defined by (1.8). Write

px () := /]Rp(x, y) dy

for the marginal. Before we go into the proof, let us introduce two functions I(z) and
Q(z,y) by

l(r) = &=, Q(ay) = e O K E), 2.8)

The following corollary connects [ with the marginal distribution of p and writes the fixed
point problem in terms of [ and (). This is essentially the notion of boundary law for
Gibbs measures on trees [Geol1, Chapter 12], on which we elaborate in Section 3.1.

Lemma 2.3. With I(z) and Q(z,y) defined as in (2.8), we have

| Q@i = 1), 2.9)
Moreover, the marginal distribution satisfies
px(z) = C; N (x)™, where Cy:= Ze 1, (2.10)
where Z and C, are defined in (1.9) and (2.7), respectively.

Proof. These follow directly from (2.4) and (2.7) by noting that

/ Q(a, y)l(y)™ My = e~ 5 / e V=K@ =(n=DF) gy = =52 =P = (g),
R R

and also
/ p(,y)dy = Z— eV @—(n=DF(@) / U)K @@=y —(m=DF()q,
R R
— Z—lecl—U(l‘)—mF(w) _ Z_lecll(m)m. O
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Now we aim to define a measure on RT" with the help of I[(z) and Q(z,y). In the
following, let g€ T,, denote an arbitrary root vertex, let T* denote the closed ball of
radius k around gin T,,, and let 7(v) denote the parent of a vertex v in T,, \ {8}, defined
as the unique neighbor of v which belongs to the shortest path from v to @. We begin by
inductively defining a measure ju o0 RT with density function py,. Note that T, = {e},
so it makes sense to identify R™» = R. Denote the boundary by dTF, := T* \ T~! for
k € IN. Define

po(w) = Cy (@)™
pk(wan) = 02_1< H l(m”)m_l) H Qz™™ zv), kel (2.11)

vedTE, veTk \{o}

Then, po(x) defines a probability measure on R thanks to (2.10). Our next lemma shows
that p; is indeed a density function on RT and it is consistent in the sense that the
measure /i, (dx) = p,(x)dx restricted to T¥, is equal to yy, for each k < n:

Lemma 2.4. Fork ¢ IN and 2T € RT= ', we have
TF, u Tk -1
[ @) TL aet = s ™).
u€edTk,
Proof. For k = 1, the equation (2.9) yields

/ HQ:}:x (z*)™ 12" = H/wa ()™ e = 1(2%)™,

u€edT}, u€edTL,

because \(’ﬂf = m. For k > 2, note that p; factorizes as

m

me)=c' (I @) [T )o@, @)

veTE "\ {o} veATE,
Thus
" . . (v v m— (v v
[t o T awoe) [, T twmau.n
R €TE 1\ {0} R7m eoTk,
= Cl( H Q 77(“) ) H / m 1Q 7T(’U) )
veTE"1\ {000} vedTE,
(T ) 1
veTE 1\ {00} vedTk,

:(12_1( 11 Q(Jc”(“),x”)) I )™

veTr "\{o} vedTh !

Indeed, the last step follows from the fact that 7 (v) € 9T% ! whenever v € 9T%,, and for
any u € 9TF~! there are m — 1 choices of v € 9T¥, such that 7(v) = u. Recognizing the
right-hand side as pk_l(mTffl ), the proof is complete. O

Thanks to the consistency shown in Lemma 2.4, there exists by Daniell-Kolmogorov
a unique probability measure ; on RT™ such that the marginal on R equals py for
each k. Our next lemma shows that p solves the stationary Fokker-Planck equation
corresponding to the infinite SDE, in the sense described just before Theorem 2.2.

Proposition 2.5. The probability measure . satisfies the assumptions of Theorem 2.2.
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Proof. We first show that (2.1) holds for every smooth cylindrical function g of compact
support. We may write such a g as g(x) = gk(wTﬁm) for some smooth function gy, : RTm —
R of compact support. Noting that the neighbors of vertices in ”JI"fn are contained in
T5+!, we must show

/Tk+1 Z 8”ng(mqr§n)ﬂk+1(dm }:jl)
= /’,]I,)c«#l Z (U’(a:v) + Z K/(l,’u _ xu))avgk (m’]l‘fn) Lot 1 (d;;c :Cn+1)'

veTk u€EN (v)

m

Recall that py; is the density of ;. Fix v € T¥, and integrate by parts to get

k+1 k+1 k+1

/]Rqrb,;rl Dvogi (x o )uk+1(dm m) = —/Tfﬁ+1 O i (mTfn)&) logpk+1(me ),Uk+1(d$ mo).

Note that this integration by parts is justified by the standing assumption, which ensures
that that e~V and e~ X are locally absolutely continuous as well as strictly positive a.e.
Note that @ is symmetric in its two variables, which implies 0;Q(z,y) = 02Q(y, x), if 9;
denotes the derivative in the i® variable. By definition of p;, in (2.11), we have

01Q(z", z")
Oy 10gpk+1 x o' Z 0@, x“
u€N (v)
U/(xv) ! v U
= > (- K@)
u€N (v)
=-U'(z")- > K'(a"—a").
uEN (v)

Therefore,
/mkﬂ oG (mTf") pk1 (dae™ 5”“)

/]RTf'yZH (U’(Iv) + Z K'(IU _ IU))augk(m’]an) ,L’fk+1(d$13‘ fn-kl)'

uEN (v)

Sum over v € T¥ to deduce the Fokker-Planck equation.

It remains to check the claimed integrability condition (2.2). Let {u, v} be any edge.
Since the image of u by z — (2%, 2") equals p(z, y)dzdy, recalling the form of p from (1.8),
we see that (2.2) follows immediately from (1.10). O

Thanks to Proposition 2.5 and Theorem 2.2, there exists a stationary solution X of
the infinite SDE, with X; ~ u for each ¢t > 0. Note that the required integrability (1.3)
holds because Proposition 2.5 showed that (2.2) holds. The next lemma will check the
Markov property and homogeneity, showing that X is in fact an SHM solution.

Lemma 2.6. The stationary solution X of the infinite SDE constructed above is in fact
an SHM solution.

Proof. The Markov property follows quickly from the form of the marginal density p; of
k
X(“f ™. Indeed, the formula (2.11) exhibits a factorization of p;, over edges of T%,, which

k
easily implies that Xgr ™ is a Markov random field, in the sense that the second bullet
point of Definition 1.1 holds true when S, A, and B are contained in T¥,.
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We next prove homogeneity. Recall that gdenoted an arbitrarily chosen “root” vertex
of T,,, with T¥ denoting the ball of radius k around gin T,,. It suffices to show that

) d v
(X8)wems, < (X)) epe (2.13)

for every k € IN and every automorphism ¢ of T,,. First, suppose ¢ fixes the root,
¢(0) = @. Then |y is an automorphism of the induced subgraph T* . By definition of
pr in (2.11), it is clear that

pk((xv)verﬂ‘,’“ ) = pk((x¢(v))v€Tk )a

m m

and we deduce (2.13) in this case. With this first case out of the way, it suffices to prove
that (2.13) holds just for those automorphisms which map @to a neighbor of g, which
we will call shifts. Indeed, a general automorphism can be achieved as a composition
of shifts and perhaps an automorphism which fixes the root. With this in mind, let @
be a neighbor of g, and let ¢ be an automorphism with ¢(g) = @. Let ﬁ’; be the ball of
radius k with respect to root . It suffices to show that the density function of (X{), €Tk
is also py, for all k € IN. Note that T* c Tk and Tk \ T* = 9T 1\ 9T . We may

then compute the density of (X§), 7. by

Dk (mﬁfn) = /Tk+1 Dk+1 (mTfﬁl)dwajl\rf%
RTm

\TE,
— oyt [T wy ) I e@™®.a)d™"
2 Jrekie, ’
vedTEF? veTH\{o}
_ 2,1 H l(.’L‘U)m_l H Q(xﬂ'(v),m“)
vedTk NATET! veTE \{o}

S T 1M, g™
RTm \T7

veaTE ! \81~I"§n

where 7(v) still denotes the parent of vertex v when the root still g. Factorizing and
applying (2.9), the remaining integral expression can be written as

H / l(xv)m_lQ(l‘ﬂ(v),l‘v) dz¥ = H l(x”(”)). (2.14)
R

veTE\OTE, vedTH M \OTE,

For each v € 9T*+1\ 9T , the the cardinality of the set S, := {u € T\ 9Tk : 7(u) =
m(v)} is exactly m — 1; that is, the factor /(z,(,)) appears m — 1 times. Moreover, the set
{m(v) : v € OTEFL\ OTE } is exactly equal to OTE, \ OTF+!. Hence, the right-hand side

m m

of (2.14) equals
H l(xv)m—l.
vedTE \OTHE

Putting it together, we find

D (CI);I?I:") _ 02—1 H l(l’ﬂ)mil H Q(xﬂ(v)’zv) = i (.’Bﬁfﬁ),

vedTk, veTk \{s}

which completes the proof. O
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Lemma 2.6 completes the desired construction of a SHM solution from the given
solution F' of the fixed point problem. We finally prove the last claim of the theorem,
namely that F’ is a version of E[K'(X —Y) | X = z] when (X,Y) ~ p. Since F > 0, it is
equivalent to show that (e~ )/ (z) = —E[K'(X —Y) | X = z]e-F(®). Note by (2.7) that

e—F(m:e—cl/e—U(y)—K(w—y)—(m—l)F(y)dy:/g(x,y)dy, (2.15)
R R

K(z—y)—(m—-1)F

where we define g(z,y) = e~ V¥~ (), For any compact set A C R, Holder’s

inequality yields

[ [ 1uste.iayas
1/m (m—1)/m
/ (/ Kz — )| eV -k a- y)dy> (/ e—U(y)—mF(wdy) d.
R

which is finite by assumptions (1.11) and (1.7). That is, the function = f]R 0z9(z,y)dy
belongs to L] .(R), and it is the derivative of e~ % in the sense of distributions. We deduce
that e~F is absolutely continuous, with

(e~ F)(z) = —e=C: /}RK/(J, ) UK @—y)~m=1)F ) g,

for a.e. x € R. Hence, from (2.15) and the definition of p from (2.4), we get

(e=FY(x) _ f]R K'(x — y)e VW —K@=—y)=(m=1F({) qy

/ e
F'(z) = o F () [ e U =Ka=y)~(m=DF() dy
~ Jw K@ —y)p(z,y) dy
Jrp(zy)dy 7
for a.e. x € R, which completes the proof. O

3 Connection with Gibbs measure

In this section, we explain how the infinite SDE (1.1) relates to the classical concept
of a (infinite volume) Gibbs measure associated with a specification on T,

We define admissible (U, W) and a Gibbs specification v for (U, W) as follows. Let
T be the set of all finite subset of T,,,. For T' € 7,,,, let E+ denote the set of unordered
edges of T,, for which at least one vertex belongs to 7. We call (U, W) admissible if

Zr(x'") = / exp ( Z U(z?) — Z K(z* — x”)) de? < 0o
veT {uv}EET
forall T € 7,,, 7~ € R”". We then define the probability measure vz (- |z”") on R” by
e 1
AlzT) = — ( U(z®) - K(z* — 2°)) da”
Al = e [ ow 2. U6 - ) K ")) de”,
v {u,v}€Er

for Borel sets A C R”. Note that y7(A |2 ) and Zr(x”") depend on z”* only through
9T where OT is the set of vertices in 7° which are adjacent to some vertex in 7. The
set of Gibbs measures associated with the specification v is defined by

={p e P@"™): u(-12"") =y7(-|2""), p-as., VT € Ty}

That is, u € G(v) if and only if y7(- | £”") is a version of the conditional law of 2" given

™" under p, for each T € T,,.
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Theorem 3.1. Assume (U, W) is admissible. If X = (X"),er,, is @ SHM solution of the
infinite SDE (in the sense of Definition 1.1), and if

fla) = BIK'(Xg — Xg) | Xg = 2] 3.1

as well as U’ and K’ are locally bounded, then the law of X belongs to G(vy). Conversely,
if u € G(y) satisfies

/Mm (1" @) + [K (@ = 2*)|") p(da) < o0, (3.2)

for every edge (u,v) in T,, for some p > 1, then p is the law of a stationary solution of
the infinite SDE.

Proof. First, suppose we are given a SHM solution of the infinite SDE with law p. For
adjacent vertices v, u € T,,, define f by (3.1); the homogeneity and Markov properties
ensure that a version can be defined which does not depend on the choice of (v, u). Let
T € Ty, Forv € T and u ~ v, the homogeneity and Markov properties imply that

K'(XP— X" ifueT

E[K'(X? - X)) | X{] = { .
FXP) ifu¢T.

By the mimicking Theorem 2.1, there exists a weak solution Y7 := (Y?),cr of the SDE

v = = (U0 + INWATIF) + Y KV = ¥))dt+v2dW), veT,
uEN(v)ﬁT

which satisfies XtT 4 YtT for all ¢ > 0. We may apply [BKRS15, Theorem 4.1.12], thanks
to the assumption that U’, K’, and f are locally bounded along with the integrability
assumption (1.3) (which yields condition (i) in [BKRS15, Theorem 4.1.12]), to deduce
that the density function pr of the marginal distribution on any finite subset T' C T,, is

pT(wT> = Crexp < — Z (U(q;v) + ‘N(U) \T| F(:I:’U)) _ Z K(:}j“ — xu))7
veT {u,v}€ES

where F' is an antiderivative of f, C'r is a normalizing constant, and 7 is the set of
unordered edges for which both vertices belong to 7. Now consider two finite subsets
S,T C T, such that SUJS C T. The same argument with 7"\ S in place of 7' shows that

pris@®) = Crsesp (= 30 (UG +IN@\ (TS FE") — Y K@ —a®).

veT\S {u, v}EET\S

The conditional density of X;° given XtT \ is then

.’DT
pr@) _ Or exp< STIN@ATIFE) + S IN@)\ (T $)] F(a")

prs@S)  Ors = Tl

—ZU(:L‘”)— Z K(m”—x“)).

veS {u, v}GET\ET\S

We simplify this via three observations. First, since SUS C T, it holds that N(v)\7T =0
for each v € S, so the first sum can be restricted to v € T'\ S. Second, since S and T
are disjoint, we have

INW)\T| = [N@)\ (T'\ S)| = [N(v) NT°| = |(N(v) N'T) U (N(v) N S|
= —IN(w)n S
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Lastly, E5 \ E%\ g is the set of (unordered) edges for which both vertices belong to 7" and
at least one belongs to S; this is exactly the same as Fs because S U dS C T. Combining
these three observations, we find

T
priw) _ O exp< > INW\SI ) - S UE) - Y K(m"—x">>.

pT\S(mT\S) ; CT\S vET\S vES {u,v}€Es

Forv e T\ S, we either have |[N(v) \ S| =0ifv ¢ 35, or |[N(v) \ S| = 1if v € 3S. Thus

pr(z") Cr exp ( Z F(z") — ZU(x”) - Z K(z" - x“))- (3.3)

prs(@™) — Crys veDs ves {uv}E€Es

This depends on ™ \% only through ?°. Similarly, the quantity Zs(z°") depends on x>

only through 29, and we see that

25a%) = G en (- ¥ Pt <.

T vedSs

for all § € T;, and °° € RS". Because the conditional density of X7 given X, ¥ does
not depend on the choice of T > S U dS and depends only on X?°, it must be the same
as the conditional density of X given X;°. This density, as (3.3) shows, is exactly the
same as that of yp(- | 5").

Conversely, fix 1 € G(v). For k € IN, let TX, again denote the closed ball of radius &k
around an (arbitrarily) fixed root vertex in T,,,. As in the proof of Proposition 2.5, we will
show that, for any smooth cylindrical function g : R™™ — R of compact support,

/R o v;;m ooy () p(dz) = /}R . GXT: (U’(:c,,) + > K'(a" _xu)>avg(w) u(dz).

u€EN (v)
(3.4)

Such a function g, by definition, may be represented as g(x) = gk(lefn) for a smooth
function gy, : R™» — R of compact support. Once this is established, the existence of a
stationary solution of the infinite SDE with law p follows from the superposition principle
(in the form of Theorem 2.2) and the integrability assumption (3.2).

The identity (3.4) will essentially follow from the law of total expectation and integra-
tion by parts. By definition of G(7), the measure (- | (™)) on RT has density

p(mT;|m8T;)mexp( Z U(z?) — Z K(ajvxu)>

veTs, {u )Py,
Integrating by parts, we have for each v € T* and z?T» € R(T»)° that

Ouogi (2T )p(xm | 2T ) dgTm
R
= / Dug(@™) (U (@) + Y K@ = a"))p(a |27 da™,
Tk
" u€N (v)
Summing over v € T*, and integrating with respect to the marginal law of ; on R(Tm)°
yields (3.4). O

Remark 3.2. It is clear from the proof that the first part of Theorem 3.1 remains true if
(X")yer,, is merely required to be a stationary solution of the infinite SDE satisfying the
Markov property. Automorphism invariance is not needed.
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3.1 Boundary laws

Our fixed point problem in Definition 1.3 can be viewed as a reformulation of the
notion of boundary law for Gibbs measures on trees, which is described in detail in
[Geoll, Chapter 12] in the case of a finite state space. To see the connection, let S C R
be finite. Consider the matrix @ € Rixs defined by

Q. )= e~ U(@)-Uy)-K(z—y)

As in [Geol1l, Chapter 12, Definition 12.10], let us define a boundary law for @) to be a
family of edge-indexed vectors {I** : v € Ty,, u € N(v)} C RY satisfying

lg,’u = Cu H (C2lw,u)z

weN (u)\{v}

for some constants ¢, , > 0. In the homogeneous case, where {*"¥ = [ does not depend
on (u,v), the above equation becomes I, = ¢((Ql),)™ . In the finite state space case,
boundary laws are known to characterize Gibbs measures having the Markov chain
property; see [Geol1l, Theorem 12.12], or [Geol1, Corollary 12.17] for the homogeneous
case. The functions we called () and [ in Section 2.3 can be seen as infinite-dimensional
counterparts of the matrix/vector pair (Q,!) described in this paragraph, and Lemma 2.3
gives the natural counterpart to [, = ¢((Ql),)™ ! in our setting of continuous state
space.

4 Existence and uniqueness

4.1 Existence and uniqueness, m = 2

This section proves Theorem 1.9. We treat existence and uniqueness separately.

Uniqueness. Let F''(x), F?(z) be two solutions of the fixed point problem. For k = 1,2,
the statement that F'* solves the fixed point problem means that F*(z) is a scalar shift
of the function

v —log/ UK @=9)=F* ) g
R

Define the corresponding joint density function p* on R? by

pHa,y) = Ck'e—U(-%)—U(y)—K(ﬂf—y)—F’“(m)—F"‘(y)7

with 0 < C* < oo a normalizing constant. Note that the fixed point equation implies that
C* equals a positive constant times

( / er(x)fQFk(:r)dl) _1,
R

which is finite thanks to (1.7). By Theorem 1.6 and (1.11), FFis absolutely continuous,
and its derivative f* satisfies

S K'(z —y)p*(z,y) dy

k() —
() S PF(x,y) dy

(4.1)

Next, note that p*(z,y) = p*(y, z), and thus the marginal densities are equal; we define

k(x) = e = F(y, ) dy.
Px(z) /Rphy)dy /p(y, ) dy

R
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Since F* is a solution of the fixed point problem, this marginal distribution takes the
form

_ _ k
pla) = Che V2o,
for a normalizing constant 0 < C% < co.

Let H denote the relative entropy, defined for two positive probability densities v and
uon R* by

H(v|p) = /Rk v(z)log ;Ei; dz.

We compute

1 ) = [ (P + F) = F'@) = ') (@) dody +log o
= / (F?(z) — F'(2))pk () dz + log %
R

Similarly;,

1) =2 [ (F'(@) = P(@) & () do -+ log oy

For the marginal distribution, we compute similarly

1

Hpk | p%) =2 / (F2(z) - FM2))pk (2) dz + 1ogg§§,

2

1 o) = 2 [ (F'() = P*(@) i (o) da + log G-

Hence,

Hp' | )+ H(p*|p') =2 | (F*(z) — F'(2))(pk(2) — px (2)) dz

R (4.2)
= H(px | p%) + H(p% | pX)-

On the other hand, it follows from the chain rule for relative entropy that H(p! | p?) >
H(px |p%) and H(p?|p') > H(p% | pl), with equality if and only if p'(z,y)/pX (z) =
p*(z,y)/p% (x) for almost every z,y. Hence, and (4.2) and (4.1) imply f! = f? a.e., so
F' — F? is constant, and the claimed uniqueness of the fixed point problem follows.
Under the additional assumption that U’, K’ € L] (R) for some ¢ > 2, the claimed
uniqueness of the stationary symmetric solution of the local equation follows from
Theorem 1.5, and then the uniqueness of the SHM solution of the infinite SDE follows

from Theorem 1.4.

Existence. Define the positive measure u(dz) = e~Y(*)dz. Define the linear operator

Sp(x) = /}Rw(y)e’K(m’y)’U(y) dy.

Under the additional assumption (1.15), S is a Hilbert-Schmidt (and thus compact)
operator on the Hilbert space L?(u) with positive spectral radius; see [RS78, Theorem
VI.23]. Note that S is positive, in the sense that Sy > 0 whenever ¢ > 0. By the
Krein-Rutman theorem (see [Bon58, Theorem A] for a concise English reference), there
exists an nonzero eigenfunction ¢ > 0 with positive eigenvalue A > 0. Namely,

() = ASep(z) = A / o)K@V 4y ae x
R
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It follows from this identity, and the fact that ¢ is not identically zero, that in fact ¢ > 0
a.e. Then F := —log ¢ satisfies the fixed point equation (1.6) with C = —log .

Under the additional assumption (1.12), the existence of a SHM solution of the infinite
SDE follows from Theorem 1.6, and the existence of a stationary symmetric solution of
the local equation follows from Theorem 1.4. O

4.2 Existence and uniqueness, m > 2
This section proves Theorem 1.10. Without loss of generality, we may assume
U(0) = K(0) = 0. For shorthand, define a = inf, U"(x), b = inf, K" (z), and ¢ = || K" || o-
Because U and K are even, we have U’(0) = K'(0) = 0, and thus
ax? bx?

- K(z) > —, |K' (x)| < c|z]. (4.3)

U(zx) > 5

In light of the assumption (1.16),

a>m(c—0). (4.4)

Existence for the fixed point. Denote d = b— —“5, and note that d < ¢(m—2)/(m—1) <
c because b < c. Consider the space S of functions F' € C'*(R) with absolutely continuous
first derivative and with d < F” < ¢ and satisfying F(0) = F/(0) = 0. Note thatany F € S
satisfies dz?/2 < F(x) < cz?/2.

Consider the map T defined by

T(F)(a) = log |

U@ =K@ ~(m=1F@) 4y, _ Jog / U)K @=y)=(m=1F () gy
R

R

Note that both integrals are finite for every = € R if F' € S, because (4.4) implies
a+b+(m—-1)d=a+mb—c>(m—1)c>0, (4.5)

which in combination with (4.3) implies
/ e UW)—K@—y)—(m=DF) g, < / et
R R

Moreover, any F' € S automatically satisfies the integrability condition (1.7); indeed, (4.4)
implies a + md = a + mb — 5¢ > %c > 0, which yields

{172 m ,72
/er(y)fmF(y)dyg/e* " o
R R

It is then apparent that a fixed point of 7" in S is also solution of the fixed point problem
in the sense of Definition 1.3.

We then focus on finding a fixed point of 7' in § C C(R), which we accomplish by
applying Schauder’s fixed point theorem. Equip C(R) with the topology of uniform
convergence on compacts. It is straightforward to check that 7T is continuous in C(R).
To see that S is compact, we express it as S = I(S’), where I : C(R) — C(R) is defined
by I(G)(z) := [ G(y)dy, and &' is the set of G € C(R) such that G(0) = 0 and such that
G(z) — “4%2 Lipschitz with constant (c — d)/2. The set S’ is compact by the Arzela-Ascoli
theorem, and I is clearly continuous, so S is compact.

It remains to show that T'(S) C S. Let Fy € S and define F' = T(Fp). That is,

S F@) _ f]Re—U(y)—K(w—y)—(m—l)Fo(y)dy
Jge VWKW —-(m=DF)dy
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For z € R, let po(-|x) be the probability density function defined by

e—U(y)—K(z—y)—(m—1)Fo(y)
po(ylz) = e VW -KG—y)~m- DRy’

Since Fy € S, we have Fy(z) > dz?/2, which along with (4.3) yields

ay? _b=—y? _ (m-1)dy?
2

ha(y) == |K'(z — y)|67U(y)fK(zfy)f(mfl)Fo(y) <cax—ylem T2

By (4.5), it holds for each bounded interval I C R that y — sup,; h,(y) is integrable.
Therefore, we may interchange the derivative and integral to get

d

7/ G*U(y)*K(wfy)f(mfl)Fo(y)dy:/ CK' (1 — y)e- UK @=n)~(m=DFo(w) g,
dl‘ R R

If we define f(z) by
f(@) = Epy oy [K' (z = V)],
where we understand in the expectation that Y ~ pg(:|z), then we have

 fo K (@ — y)e V@K@ -(n-DRk)qy .
f(x) - f]R e—U(y)—K(x—y)—(m—l)Fo(y)dy - (J})

Note also that F' is even because K is, and thus f is odd, and in particular f(0) = 0. As
for the second derivative, we may similarly take derivatives inside the integrals to get

() _f]R (K”(x —y) — K'(z — y)Q)e‘U(y)—K(f—y)—(m—l)F(y)dy
B Jo e U -KG—y)~m-DFw)dy

Jo K (2 — y)e~ U@ =K @=)=(n=DF ) gy 2
+ T e T -Ka—n)-tm-DFdy '

This can be rewritten more suggestively as
F(@) = Epy (o) [K" (z = Y)] = Var,, . [K'(z = V).
Bounding the variance from below by zero, we have trivially
(@) <Byoy[K"(z-Y)] <ec (4.6)
To bound the variance from above, we use a Poincaré inequality. Notice that

Ayy(—log po(ylz)) = U"(y) + K" (x —y) + (m = 1) F(y) > a+ b+ (m — 1)d,

for x,y € R. Recall that d = b — —“5 and a > mc — mb, we get

inf (9y(~ log po(yle))) = (m — 1)e > 0.
By the Brascamp-Lieb inequality [BL02, Theorem 4.3], this lower bound implies the
following Poincaré inequality, for all = € R:

Epocin K"z =Y)!] _ ¢
(m—1)c “m-1

Var, () [K'(z = Y)] <

Apply this in (4.6), and recall that b = inf K", to get

flz)>b— ——— =d.

m —
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Hence, d < F” < ¢, and we deduce that F' € §. This shows that 7(S) C S, completing
the proof of existence.

Uniqueness for the fixed point. We next prove uniqueness. Suppose F' is a solution
of the fixed point problem belonging to S, which we know to exist by the previous part.
Define the symmetric density function

p(z,y) = Ce V@) -U)—K(z—y)—(m-1)F(@)—-(m-1)F(y)

where 0 < C' < ~o is a normalization constant. Suppose F is another fixed point, with
the corresponding density p given by

oz, y) = ée—U(w)—U(y)—K(w—y)—(m—l)f(w)—(m—l)ﬁ(y),
Using (1.16), it is easy to check that (1.11) holds. By Theorem 1.6, we know that
Fl(z) =EB[K'(z - Y)|X = 2], F'(z)=E[K'(z-Y)|X =1, (4.7)

where E and E denote expectation under p and p, respectively. We will argue by bounding
the relative Fisher information,

1710) = E[[ V105 20x. )|

= (m = 1)’B[(F'(X) — F'(X))* + (F'/(Y) - F'(Y))’]
=2(m - 1)’E[(F'(X) - F'(X))?], (4.8)

with the last line following from symmetry. Note that (4.7) implies
~ 9 _ 2
(P'(@) = F'@))” = | K@ =) (otui) = plole) d)
where we define the conditional density

_ plzy)
plyle) = Jgpla,y)dy”

and similarly for p. The function K’ is Lipschitz with constant || K"'||. = ¢, and thus
|F' () = F'(2)] < Wi (p(-|2), 5(-|2)). (4.9)

Here W; denotes the Kantorovich distance, defined for two probability densities (v, i)
on R admitting finite first moment by

Wi (v, p) = s%p/]Rh(x)(u(x) — p(x)) de,

c
m—1

where the supremum is over all 1-Lipschitz functions. Recalling that "/ > d =b —
since F' € S, the conditional density p(-|x) satisfies

Oyy(—logp(ylz)) = U"(y) + K" (z —y) + (m — ) F"(y)
>a+b+(m—1)d=a+mb—c

Recall from (4.5) that a + mb — ¢ > (m — 1)c > 0. This implies that p(-|z) satisfies the
log-Sobolev inequality (by a result of Bakry-Emery, see [BE85] or [BGL13, Corollary
5.7.2])

1

mf(’/m('m),

H(v|p(|z)) <
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as well as (by a result of Otto-Villani [OV00]) the transport inequality
2
Wi (v, p(-|z)) < H(v|p(|2)),

T a+mb—c
for all z € R and probability densities v on R. Applying these two inequalities in (4.9)
yields
2

(F'(@) = F'(@))° < (=g (#010) [ o).
Returning to (4.8), we find
- 2(m —1)2¢? - -
I(p|p) < W/RI(P(M ‘,0(|33))px(33) dz, (4.10)

where px (z) = [; p(z,y)dy is the marginal density. We rewrite the conditional Fisher

information as an unconditional one:
- - o(ylz)\2 ~
2 [ 140 i) s =2 [ ([ (0,108 505 i) ay ) s ()

R o elyle)
= 2/1}12 (8y log ZEi:g;)Qﬁ(x,y) dydz.

By symmetry, the right-hand side equals

/Rz ((am log %55)2 + (ay log g&z:zif)ﬁ(x,y) dydz = I(7] p).

Hence, (4.10) simplifies to

(m —1)%c?

I(p|p) <rl(p|p), where r:= m~

Finally, the inequality a +mb — ¢ > (m — 1)c from (4.5) implies that r < 1, which yields
I(p|p) = 0. Hence, p = p, and by (4.7) we have also F' = F’. Thus F and F are
equivalent up to an additive shift.

The infinite SDE and local equation. We finally explain how to deduce the claims
about the infinite SDE and local equation. The claimed uniqueness for the stationary
symmetric solution of the local equation follows from Theorem 1.5, because U’ and K’
are assumed continuous and thus locally bounded, and the claimed uniqueness for the
infinite SDE follows from Theorem 1.4. Existence under the additional assumption on U
will follow from Theorems 1.6 and 1.4, after we check that (1.12) holds. The inequality
a > m(c —b), coming from the assumption (1.16), implies

()~ Uly) ~ mK () < — 22> +17) ~ " (a — )’

Since also |b| < ¢, we deduce that exp(—U(z) —U(y) — mK(xz —y)) is bounded from above
by a constant times a non-degenerate Gaussian. Hence, any power of |U’(z)| < ce®2!*l”
is integrable with respect to this density because 0 < p < 2. Similarly, any power of
|K'(x — y)| < c|z — y| is integrable. O

5 Linear coefficients and the spectrum of T,

In this section, we study the explicitly solvable case of linear coefficients in the
infinite SDE. We first motivate the development by showing how to use the solution to
compute the resolvent of T,,, thereby recovering the famous Kesten-McKay law.
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5.1 The resolvent of T,

To a countable locally finite graph one can associate natural infinite-dimensional
operators, such as the adjacency operator; see [MW89] for background on the formalism
we adopt in this section. Consider the Hilbert space ¢5(T,,) of functions T,,, — R, with
inner product and norm denoted (-,-) and || - (e”)ver,, denote the
natural orthonormal basis, given by e’ (u) = dys.

Let I : R — RT~ denote the identity operator. Let A : RT» — RT~ denote the
adjacency operator, defined by

Z ", for x = (”)yer,, € RTm.
u€N (v)

Note that A maps ¢5(T,,) into itself and defines a bounded operator thereon, because
Cauchy-Schwarz implies

e =S (X ) <X m Y@= Y
vETy uweN(v) veET,, ueN(v) €T,

Moreover, A is symmetric, because (e”, Ae") equals 1 if v and v are neighbors and zero
otherwise. The spectrum of A : ¢5(T,,) — ¢2(T,,) is well known (due to [Kes59]) to be

o(A) =[-2vm —1,2vV/m —1]. (5.1)

Our focus in this section is the resolvent, z — (e’,(zI — A)~le"), of the operator
A on /5(T,,), well-defined for v € T,, and z € R\ o(A). It can be argued that this
quantity does not depend on the choice of vertex v € T,,, because the graph T,, is vertex
transitive. By the spectral theorem, there exists a Borel probability measure pp,, on R
such that

zZ—T

/]R ! pr,, (dr) = (e¥, (21 — A)"te), zeR\o(A)

We call ur,  the spectral measure of the tree T,,. A famous result originating from the

m

work of Kesten [Kes59] and McKay [McK81] identifies this spectral measure as
—1) — a2
my/ (A 2+ dx

dx) = 5.2
o, (A7) 27r(m2 x?) (5.2)
Later, a proof was given by the resolvent method in [BL10], where they identified
20m—1
(e”, (21 — A)"e") = (m — 1) (5.3)

(m—2)z+my/22—4(m —1)

from which one can recover the formula (5.2) via inverse Stieltjes transform.

We will show how the formula (5.3) arises from certain versions of the infinite
SDE (1.1) with linear coefficients U’ and K’. To properly derive (5.2) from (5.3) via
inverse Stieltjes transform would require knowledge of (5.3) for complex z in the upper
half-plane. For simplicity, we will limit our attention to recovering (5.3) for real numbers
z > m, but the extension to complex z is not difficult.

5.2 Connection with the infinite SDE
Consider U(z) = (2 — m)z?/2 and K(z) = 2%/2, where 2 € R is fixed. The infinite
SDE (1.1) becomes
dx? = —((z —m)XP Y (X - X;))dt +V2dWY
u€EN (v)

_ _(zXf -y Xf)dt FV2AWY,  ve T, (5.4)
ueN (v)
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The well-posedness of this SDE, an infinite-dimensional Ornstein-Uhlenbeck equation, is
somewhat subtle, depending on what space one wants the process X; to reside in. In
operator form, we may express it as

de, = —(ZI - A)Xt dt + \/ith,

where W = (W?),¢c1,, are independent Brownian motions. Note this is an equality
between processes with values in RT, not l5(T,,), because W; almost surely fails to
reside in ¢5(T,,). Ignoring these subtleties, one formally expects the invariant measure
of this Ornstein-Uhlenbeck process to be the centered Gaussian with covariance operator
given by (zI — A)~!. This is heuristically why the resolvent should appear, but making
this precise requires a more careful discussion of integrability issues.

We make a definition for a general random variable Y = (Y?),¢r,, in R™. Let RZ™
denote the space of vectors with at most finitely many nonzero coordinates. For any
@ € Ry, the inner product (@,Y) := Y . 2"Y" is well-defined. Let us say that Y is
l5(T,,)-extendable if there exists a constant ¢ > 0 such that

E[(z,Y)?] < cllz]? ¥z =(a")er, € Ry (5.5)

Recall that T%, denotes the ball of radius k around an arbitrarily fixed root vertex in T,y,.
IfY is /5(T,,)-extendable, then for any x € ¢5(T,,)

(@lre . Y) = 3 2"y

veTk,

is easily seen to define a Cauchy sequence in L2. We may thus define a random variable
(z,Y) as the L? limit of (z|px ,Y) as k — oo, and note that E[(z, Y)?] < c[z|,q, -

Proposition 5.1. Let z € R\ 0(A). Let X = (X"),

be a SHM solution of the infinite
SDE (5.4). If X is ¢>(T,,)-extendable, then

eT

(€', (zI — A)"te’) = E[(Xé’)z}, Yv € Ty,.

Proof. Since X is ¢»(T,,)-extendable, we may define the square-integrable random
variable (x, X;) for each « € ¢»(T,,) as above. Define the covariance operator p(-,-) by

p(w, y) =FE KCL', X0><y’ X0>] :

We first claim that operator A is symmetric with respect to p, or p(Az,y) = p(x, Ay). To
do so, it suffices to show that for any distinct v,u € T,,,

p(Ae”,e") =p(e’, Ae"). (5.6)

Noting that (e*, Xo) = X§ and (Ae”, Xo) = >, c n(») X¢’» We find that the left-hand side
of (5.6) equals

S gld(u,w)),

weN (v)

where d is the graph distance and g(k) is defined to be E[X* X?] for any two vertices
r1, 7o with distance k; this is well-defined by homogeneity. If d(v,u) = k > 0, then exactly
one neighbor of v is at distance £ —1 from u, and the remaining m — 1 neighbors of v are at
distance k+1 from u. Hence, the left-hand side of (5.6) becomes g(k—1)+(m—1)g(k+1).
This is clearly symmetric in (v, u), and (5.6) follows.

For any x € IRE;I”, the SDE (5.4) implies

d(z, X;) = —((zI — Az, X,) dt + V2 d(z, W,),
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The covariation process of (x, W;) and (y, W;) is t{x,y), and thus Itd’s product rule
yields

A, Xy, Xo) = (= (@, X (1 = A)y, Xo) — (9, X){(=1 — A), X,) +2(,9) ) dt
+V2(x, Xp) d(y, Wi) + V2(y, X;) d(z, W7).

The local martingale terms are true martingales, which follows from the square integra-
bility of (x, X;) and (y, X,), the stationarity assumption, and Fubini’s theorem. We can
thus take expectations, again using stationarity, to find

0= B~ (@, X)X ~ Ay, Xo) — (y, X){(=1 — Az, X)| +2(,y)
= _2p(wv (ZI - A)y) + 2<513,y>,

where the last step used the symmetry of A with respect to p(-,-). Note that p(-,-) is
well-defined and continuous on £ (T,,)? thanks to the assumed /5(T,, )-extendability. The
previous identity thus extends from R;™ to £2(T,,). Choose = e’ and y = (21 — A)~'e’
to find

(e, (I — A)~"e") =p(e”,e") = E[(e", X0)’] = B[(X{)?],

for any v € T,,, which completes the proof. O

Remark 5.2. The identity (x,y) = p(x, (21 — A)y) shown in the proof of Proposition 5.1
is true for all finitely supported vectors =,y € R'™, even if the SHM solution X, is
not /5(T,,)-extendable. But the vector y = (2 — A)"'e, used in the final step is not
finitely supported and thus can not be safely plugged into this identity without ¢5(T,,)-
extendability.

5.3 Some generalities on T,,-indexed Gaussians

We deal in this section with some generalities involving Gaussian measures on
R™. A random variable Y = (Y?),cr,, in R'™ is Gaussian if its finite-dimensional
distributions are Gaussian. We say Y is a Markov random field if Y# and Y? are
conditionally independent given Y9, for any finite disjoint sets A, B, S C T,, with the
property that every path from A to S passes through S. We say Y is homogeneous if

(Y")per,, 4 (Y¢®)),cr,. for every automorphism ¢ of T,,. Centered Gaussians with both
of these properties have a very simple structure:

Lemma 5.3. Let Y be a centered Gaussian in R'™ which is a homogeneous Markov
random field. Then there exist 0? > 0 and p € [—1, 1] such that

E[(Y"))] =0%  E[Y'YY =02 VuueT,,

where d(u,v) denotes the graph distance; we call 0% the variance and p the correlation
of Y. Finally, if 0> > 0, then Y is {>(T,,)-extendable if and only if |p| < 1/y/m — 1.

We defer the proof to Section 5.6, preferring first to complete the discussion of the
infinite SDE, which we analyze via the corresponding local equation.

5.4 Solution via the local equation

In the following, define

z2F /22 —4(m—1)
-1 ’

2(m —1)

my/22 —4(m —1) F (m — 2)z

+2(22 — m?) ’

2
P = 9+ =
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8
z=m
6
z
4 z=2ym—1
22 4 6 8

m

Figure 1: The blue region (including the two curves) corresponds to the (z,m) values
for which the Gaussian SHM solution is unique in law. The green part corresponds to
the case of two solutions, and the red part (including the point (2,2)) the case of no
solutions.

which are real and well-defined when z > 2/m — 1 and z # m. The pairs (03, p;) and
(02, p_) are the solutions of the pair of equations

(m—1p*—2p+1=0, o*(z—mp)=1. (5.7)

Notably, these are exactly the two equations found in [BL10, Theorem 2 and Example
1] to characterize the resolvent of the m-regular tree T,,, where our notation (02, p) is
identified with the notation (X (—z),Y(—z)) of [BL10]. The following theorem describes
the Gaussian SHM solutions of the SDE (5.4), for all z € R, of which there may be zero,
one, or two; Figure 1 illustrates these different regimes.

Theorem 5.4. There are five cases:

(i) Let z > m. Then there exists a SHM solution X of the infinite SDE (5.4), and it

is unique in law among those solutions for which the function x — E[X} | X{ = z]
belongs to Ll (R) for some ¢ > 2 and for some edge (v,u). Moreover, X is
a centered Gaussian which is a homogeneous Markov random field, and it has

. 2 .
variance o and correlation p, .

(ii) Let z = m > 2. Then there exist a unique Gaussian SHM solution X of the infinite
SDE (5.4). It holds that X, is a centered Gaussian which is an homogeneous
Markov random field with variance o? = m?l'rn_jZ) and correlation p = 1/(m — 1).
Moreover, X is ¢5(T,,)-extendable.

(iii) Let 2v/m — 1 < z < m. Then there exist exactly two SHM solutions X+ of the
infinite SDE (5.4). It holds that ch is a centered Gaussian which is a homogeneous
Markov random field with variance o and correlation p,.. Moreover, X is (5(T,,)-
extendable, whereas X, is not.

(iv) Let z = 2¢/m — 1, m # 2. Then there exist a unique Gaussian SHM solution X of the
infinite SDE (5.4). It holds that X is a centered Gaussian which is a homogeneous
Markov random field with variance o> = 1/((m—1)"/? — (m—1)~'/2) and correlation
p=1/v/m — 1. Moreover, X, is not {»(T,,)-extendable.
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(v) Let z < 2¢/m — 1 or z = m = 2. Then there is no Gaussian SHM solution of the
infinite SDE (5.4).

Proof. With U(x) = (2 — m)2?/2 and K (x) = 2%/2, the local equation (1.4) becomes

dX; = (—2X; + Vi + (m — DE[Y;|X,]) dt + V2dW,,

(5.8)
dY; = (X, — 2Y; + (m — DE[X,|Y:]) dt + V2dB,.

When z > m, all of the assumptions of Theorem 1.10 hold, and this implies the existence
and uniqueness claimed in (i). Otherwise, there is still a one-to-one correspondence
between Gaussian solutions of the infinite SDE (5.4) and Gaussian solutions of the local
equation (5.8), as follows. A Gaussian SHM solution X gives rise to a solution of the
local equation, in the sense of Theorem 1.4. Conversely, a Gaussian solution (X,Y) of
the local equation gives rise to a solution of the fixed point problem, as follows. Note
that f(z) = E[K(Xo — Yy) | Xo = x] = pz, where p is the correlation of X, and Yj. Clearly,
U', K', and f belong to L{ (R) for any ¢ > 2, so Theorem 1.5 applies to yield that
F(z) = [ f(y)dy = pa?/2 solves the fixed point problem, and the density of (Xo,Yy)
takes the form p(z,y) specified in (1.8). The integral in (1.10) rewrites as

/]R2(|U’(m)|f’+ |K'(z = y)IP)p(x,y) dzdy = B[|(z — m)Xo[” + | Xo — Yo/7],

which is finite because (Xo, Y)) is Gaussian. We may then apply Theorem 1.6 to find a
SHM solution X = (X"),ecr,, of the infinite SDE (5.4) such that (X{, X{) 4 (Xo,Yp) for
each edge (v,u).

Now, suppose (X,Y) is a stationary symmetric solution of the local equation such
that (Xo,Yp) is Gaussian. Define the variance o := Var(X,) and correlation p :=
Cov(Xp, Yo)/Var(Xy). Then E[X;|Y;] = pY; and E[Y; | X¢] = pX;, and so (X,Y) satisfies

) ) ()

This is a multivariate Ornstein-Uhlenbeck process, and its unique invariant measure is
the centered Gaussian with covariance matrix given by the inverse of

(7 ) .

assuming this matrix is positive definite. But this covariance matrix must match that of
(Xo, Yy), which means we must have

<z — (w_zl— 1)p - (;11_ 1)p) o2 (; i’) - (é 2) (5.10)

Note if —1 < p < 1 that the matrix
1
2 P
7 (p 1)

is automatically positive definite, and so the positive definiteness of (5.9) follows from
the identity (5.10). The equation (5.10) is equivalent to the two equations (5.7). The
solutions of (5.7) are given by (03, p+), but they are only meaningful if they belong to
S :=(0,00) x (—1,1). Let us discuss each case separately:

(i) If z > m, then (03, p;) is the unique solution of (5.7) belonging to S. The other
solution p_ of the first equation of (5.7) is larger than 1.

EJP 28 (2023), paper 4. https://www.imstat.org/ejp
Page 29/37


https://doi.org/10.1214/22-EJP889
https://imstat.org/journals-and-publications/electronic-journal-of-probability/

Stationary local equations on regular trees

(ii) If z = m, then the two solutions of the first equation of (5.7) are p; = 1/(m — 1) and
p— = 1. For p =1 and z = m, there is no solution of the second equation of (5.7).
For p = 1/(m — 1), the second equation of (5.7) becomes

—2)
| = o2m(1 - p) = o2Mm =2
o*m(1 - p) = o*
For m = 2 there is again no solution.

(iii) If 2v/m — 1 < z < m, then both (¢%, p;) and (62, p_) are solutions belonging to S,
and we always have p; < 1/v/m — 1 < p_. Indeed, p; is easily seen to be decreasing
in z, whereas p_ is increasing in z, and they both agree and equal 1/y/m — 1 when
z = 2¢/m — 1. In light of Lemma 5.3, this proves the claimed ¢5(T,,)-extendability.

(iv) If z = 2¢/m—1and m > 2, then p, = p_ = 1/y/m—1and 02 = 02 = 1/((m —

1)Y/2 — (m — 1)~'/2?) comprise the unique solution in S.

(v) If z < 24/m — 1, then there are no real solutions of (5.7). O

5.5 The resolvent, revisited

Equipped with Theorem 5.4, we can now compute the resolvent. For z > m, we know
from Theorem 5.4(i) that there is a Gaussian SHM solution X of the infinite SDE (5.4),
and it satisfies

my/22 —4(m—1) — (m —2)z

2(22 —m2) '
Moreover, X is /5(T,,)-extendable, and thus Proposition 5.1 implies that E[(X})?] =
(€y, (21 — A)~'e,). Equating these two identities recovers the resolvent formula (5.3).

E[(X5)*] = 0% =

5.6 Proof of Lemma 5.3

The fact that E[(Y?)?] =: 02 does not depend on v follows from homogeneity, as does
the fact that the correlation p = E[Y?Y"“]/0? is the same for every edge (v, u). Suppose,
for induction, that E[YY"] = ¢2p%*?) holds for all u, v at distance k or less, for some
integer k£ > 0. Let v, v have distance k£ + 1, and let w be the unique vertex at distance k
from u and 1 from v. Then E[Y*Y"] = 02p¥, and Y and Y are jointly Gaussian with
equal variance and with correlation p. In particular, we have E[Y" | Y] = pY™. By the
Markov property,

E[Y'Y"] = E[E[Y'Y"|Y"]] = E[E[Y" |Y"]Y"] = pE[Y“Y"] = 0% pF 1.

It remains to prove the claim about ¢»(T,,)-extendability. In the following, fix an
arbitrary root vertex ¢ € T,,. Let |v| := d(v,8) denote the generation of v. Let T, =
{veT,, :|v|<k}and OTF, = {v € T,, : |v| = k}. An ancestor of a vertex v is any vertex
lying on the unique shortest path connecting v to @. For two vertices v and u, there is a
unique ancestor v A u of maximal generation. Note that

d(u,v) = |u| + |v] — 2Ju Avl, YVu,v € Ty (5.11)
First assume |p| < 1/y/m — 1. For x € R,
]E[(:B Y Z xvqu YUYy u _ Z x'uxuo_de(u v)
u,veT,, u, €T,

This is bounded from above for any 0 < € < 1 by
2

a u,v u vV|I—|u v u|—|v u,v u vl—|u
= 3 pd(’)<(a: )2elvl=lul | (zv)2elul "):02 3 ) gyl

w,VET,, U, €T,
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For u € T,, with |u| = i, using (5.11) we can write

Z pHu) glvl=lul — i: i Z plri2i =i

vET,, J=0 £=j v:|vAu|=7, |v|=¢L

7 00

(+3—27 Z'L —3
P e 71) ja

J=0t=j

with the last identity following from the simple observation that there are exactly
(m — 1)*~7 choices of v € T,), satisfying [v A u| = j and |v| = £. Thus

d(u,v) |v]—|u| _ : (p/e)i_j
Z P € B Z 1— -1)

veT,, 7=0 E’o(m
As long as |p/e| < 1 and |ep(m — 1)| < 1, this can be computed as

Z J

Z o oy < (L eplm = )7 (1= (/) < o

1—ep(m

In other words, this is valid if we can choose |p| < € < 1/|p(m — 1)),
p*(m — 1) < 1. In this case, putting it all together, we obtain

E[(z,Y)?] < o®||z|*(L —ep(m — 1)) (1 = (p/e) ™", Va e Ry,

which proves ¢5(T),,)-extendability.

To prove the converse, assume now that |p| > 1/y/m — 1. Define x € R™ by
2V = al’l, for some constant a with |a| < 1/y/m — 1 to be chosen later. Noting that
|0TE | = m(m — 1)k=1 for k > 1, we find

1
2> = 3" a2 *1+Zm )e—142k 1+%1_7b2 < o0, (5.12)
veT,,

where we set b := |a|v/m — 1. Moreover, recalling (5.11), we have

]E[<w|Tlfn7Y>2] = 0'2 Z alv“f‘lulpd(u,u)

u,veTE,
lul &

2SS Y iR plutel=zin

uweTk, j=0 £=j v:|lvAu|=j, |v|=¢
lul &

— o2 Z Z Za£+\ulp\ul+é—2j(m _ 1>€—j7

weTk, j=0 t=}

where we use, as before, the fact that there are (m — 1)*~7 choices of v satisfying

|v Au| = j and |v| = ¢. Since also [0T? | = —1)i=! for i > 1, this becomes
k ko ik
— o2 Zaepe( — 1) mo?® - Z Zal’+zpé+z 2 (m — 1)1+
=0 m i=1 j=0 £=j

Let us choose a to have the same sign as p. Then the first term is non-negative, and
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using |p| > 1/+/m — 1 the second term is bounded from below by

k k k

mao* Z Z ‘a|£+z e+z)/2 mo? Z‘ |£+z (z+z)/

m—1 “m-—1
i=1 j=0 {=j 1¢=0

mo? k 2
1/2
2 (S el - 1))
=1
mo? [b— bEr1\?
Tm—1 < 1—b ) ’
where we recall that b := |a|v/m — 1 < 1. Thus, recalling (5.12), we have shown that

2
E[{z|px ,Y)? mo_ b 1 1_p\ !
lim inf [< |T’§n >] > m—1 (1 b)12 —bo 2( (1—b) ) .
k—o0 1—'—%1_172 m 1+b

i

M»

i

v
Y

Sending |a| T 1/y/m — 1, with a having the same sign as p, yields b 1 1, and the right-hand
side diverges. Hence, Y is not ¢5(T,,)-extendable. O

6 Particle systems with repulsion

In this section we study the case K (x) =
given by (1.17). The corresponding local equation is

B
X -V
B
Y - Xy

, with resulting infinite SDE system

dX, = (—U’(Xt)Jr +B(m - 1E [

+ B(m—1E [

Xt |Xtht+\det, o

dYt:(—U’(Yt)Jr |Ytht+det

Y, -
In the case g = 2, we show in this section that the associated fixed point problem has a
unique solution, which we explicitly identify. Using Theorems 1.6 and 1.4, this yields
also the existence of a SHM solution of the infinite SDE (1.17), with an explicit form for
the joint law of (X, X¥) for any edge (u,v), and a stationary symmetric solution of the
local equation (6.1). We are unable to prove uniqueness for SHM solutions of the SDE
system (1.17) or for the corresponding location equation (6.1), because K’ violates the
local integrability assumption of Theorem 1.5; this means that the uniqueness of the
fixed point problem does not necessarily imply the uniqueness of the local equation (or
the infinite SDE system).

Theorem 6.1. Suppose m > 2. Let K(z) =
such that s := [ 2¥e~V(®) dz < oo for k > 0. Then there is a unique solution F of the
fixed point problem up to additive shifts, and it is given by

F(x) = —log(a* +7), (6.2)

where r is the unique positive real root of the polynomial

Zm < )szj mj, (6.3)

Jj=0

Moreover, if we assume that [ |U'(2)|9%¢~Y*)dz < oo for some q > 1, then there exists a
SHM solution of the infinite SDE (1.17) (with § = 2), in which the joint density of two
adjacent particles (X§, X{) is given by

1
pla,y) = (@ =y (@ + )" @+ )" eIy e R, 250 (64)
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There exists also a stationary symmetric solution (X,Y") of the local equation (6.1), such

that (Xo,Yy) has the same joint density p.

Remark 6.2. In the case m = 2, the polynomial (6.3) becomes the quadratic Sor? — 84,

which has the unique positive root r = 1/s4/s¢. For general m > 2, the coefficient ¢
depends on the moments of e~V ®)dy up to order 2m.

Proof of Theorem 6.1. We begin by arguing uniqueness, showing that any solution of
the fixed point problem must take the claimed form. Let F' be a solution of the fixed
point problem with corresponding constant C, as in Definition 1.3. Let A = ¢, so that
the fixed point equation (1.6) becomes

1
F(z) = —log ()\ /R(gc - y)2e_U(y)_(m_1)F(y)dy> . (6.5)

That is, we have F(z) = — log(ax? —2bx +c) for some a, b, ¢ € R for which az? —2bx+c > 0
for all € R, or equivalently a > 0 and ac > b%. Then, (6.5) is equivalent to

a® — 2bx +c=e PO = % / (1 — y)2e- U@ -(n-DF (g,
R
l (1‘2/ e—U(y)—(m—l)F(y)dy _ QZE/ ye—U(y)—(m—l)F(y)dy
R R

A
n / er—U(y)—(m—l)F(y)dy) ;
R

for all z € R. Match coefficients and plug in e ¥ = ay? — 2by + ¢ to find

Aa = / e VW=m=DFW)qy — / (ay® — 2by + c)m_le_U(y)dy
R R

Ab = / ye VW =(m=DFW) gy — / y(ay® — 2by 4+ c)™ e U Wdy (6.6)
R R

Ac = / y2e VW —(m=DF@)qy — / y?(ay® — 2by + ¢)" e VW Ay,
R R

We first argue that b = 0 necessarily, which is natural; we expect F' to be even because

U is. Multiply the first equation in (6.6) by b and subtract it from a times the second
equation to get

0= / (ay — b)(ay® — 2by + )™ te VW qy,.
R
Then, use the multinomial theorem and recall that s := fR zFe=UW dy to get

NI A
0= / (ay—b) > %mym(*%y)]eke’m”dy
R itjih=m—1

Z (m—1)! / (y271+j+1ai+1(_2b)jck + ;y21+jai(_2b)j+1ck) e—U(y)dy
R

iljlk!
i+j+k=m—1
m— 1) : el o
B Z (Z'J'k') (smﬂﬂalﬂ(%)]ck + 2$2i+ja’(2b)i+1ck> ,
i+j+k=m—1 e

where the sum is over nonnegative integers (i, j, k) which sum to m — 1. We may express

this equation as 0 = Z?L:o r;(—2b)7, for some coefficients ry, ..., r,, € R which depend
on a, ¢, and (sg,-..,S2m—1). Evenness of U implies that sy = 0 for every odd number
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£> 0. It follows that r; = 0 for j > 0 even, and also r; > 0 for j odd, since a,c > 0. This
proves that b = 0 necessarily.
With b = 0, we have F(z) = —log(az?® + ¢), where (), a,c) solve the first and third
equations of (6.6), which simplify to
Aa = / (ay® 4+ o)™ Le Wy (6.7)
R
e = / y2(ay? + o)™ eV Wy, (6.8)
R
Multiply the first equation by ¢ and subtract it from a times the second equation to get
/ (ay? — ) (ay® +¢)" e VWdy = 0,
R
Letting r = ¢/a, dividing by a™ yields

R

The binomial theorem gives

m—1
-1 . .
W =t Y (M e

7=0
m—1 m—1 o m—1 m 1 ) i
— y2(7+1)rm j=1 _ Z 27 m—j
=0 N =0 7
m 1 m—1 1
£ B e
—\Jj—1 —\ J
j= j=

‘ m
Jj=1
m .
_ Z m — 2j <m) y2ipm=d,
m J

J=0

Plug this into (6.9), recalling the definition of s;, to find that r must be a root of the
polynomial (6.3). The sequence of coefficients of r™,r™~1 ... r! 0 in this polynomial
switches signs exactly once, when j crosses m/2 in the summation. Hence, by Descartes’
rule of signs, there is a unique positive real root of (6.3). Recalling that r = ¢/a, we get
F(x) = —log(ax? + ar), which is an additive shift of (6.2).

This proves uniqueness of the fixed point problem, and reversing the argument shows
that F'(z) given by (6.2) is indeed a solution of the fixed point problem. To see this, note
that the above calculations show that the unique positive real root r of (6.3) yields a
solution of the equation (6.9). Defining A := [, (y* + r)ym—le=UW)dy, it follows from (6.9)
that (6.8) holds as well, with ¢ = 1 and ¢ = r. With b = 0, we find that (6.6) holds, from
which we can easily deduce that F'(z) = —log(z? + r) satisfies (6.5).

We finally prove the existence of a SHM solution by applying Theorem 1.6. With
F(x) = —log(x? + r), the integral in (1.10) becomes

/ (U (@)” + 28|z —y|77) (@ = y)*(@® + )"y + )" le T Wdyda,
R2
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This integral is finite for any 1 < p < ¢ A 2, by Holder’s inequality, thanks to the
assumption that [ [U’(z)|%~V*)dz < oo for some ¢ > 1 and that e~Y®)dy has finite
moments of every order. Hence, Theorem 1.6 applies, yielding the desired SHM solution.

Applying Theorem 1.4 yields the existence for the local equation. O
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