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Abstract

Data Shapley has recently been proposed as a
principled framework to quantify the contribu-
tion of individual datum in machine learning.
It can effectively identify helpful or harmful
data points for a learning algorithm. In this
paper, we propose Beta Shapley, which is a
substantial generalization of Data Shapley.
Beta Shapley arises naturally by relaxing the
efficiency axiom of the Shapley value, which
is not critical for machine learning settings.
Beta Shapley unifies several popular data val-
uation methods and includes data Shapley
as a special case. Moreover, we prove that
Beta Shapley has several desirable statistical
properties and propose efficient algorithms
to estimate it. We demonstrate that Beta
Shapley outperforms state-of-the-art data val-
uation methods on several downstream ML
tasks such as: 1) detecting mislabeled train-
ing data; 2) learning with subsamples; and 3)
identifying points whose addition or removal
have the largest positive or negative impact
on the model.

1 Introduction

Getting appropriate training data is often the biggest
and most expensive challenge of machine learning (ML).
In many real world applications, a fraction of the data
could be very noisy due to outliers or label errors.
Furthermore, data are often costly to collect and un-
derstanding of what types of data are more useful for
training a model can help to guide data curation. For
all of these motivations, data valuation has emerged
as an important area of ML research. The goal of
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data valuation is to quantify the contribution of each
training datum to the model’s performance.

Recently, inspired by ideas from economics and game
theory, data Shapley has been proposed to represent
the notion of which datum helps or harms the pre-
dictive performance of a model (Ghorbani and Zou,
2019). Data Shapley has several benefits compared to
existing data valuation methods. It uniquely satisfies
the natural properties of fairness in cooperative game
theory. Also, it better captures the influence of individ-
ual datum, showing superior performance on multiple
downstream ML tasks, including identifying mislabeled
observations in classification problems or detecting out-
liers in regression problems (Ghorbani and Zou, 2019;
Jia et al., 2019a,b).

Data Shapley is defined as a function of marginal con-
tributions that measure the average change in a trained
model’s performance when a particular point is removed
from a set with a given cardinality. The marginal con-
tribution is a basic ingredient in many data valuation
approaches. For example, the commonly used leave-
one-out (LOO) analysis is equivalent to estimating a
point’s marginal contribution when it is removed from
the entire training set. The marginal contribution of a
point can vary if the cardinality of a given set changes,
and data Shapley takes a simple average of the marginal
contributions on all the different cardinalities. In this
way, data Shapley can avoid the dependency on a spe-
cific cardinality, but it is unclear whether this uniform
weight is optimal for quantifying the impact of indi-
vidual datum. As we will show both theoretically and
through experiments, this is in fact sub-optimal. The
uniform averaging arises from the efficiency axiom of
Shapley values, which is not essential in ML settings.
The axiom requires the sum of data values to equal the
total utility, but it might not be sensible nor verifiable
in practice.

Our contributions In this paper, we propose Beta
Shapley, a unified data valuation framework that nat-
urally arises by relaxing the efficiency axiom. Our
theoretical analyses show that Beta Shapley is char-
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acterized by reduced noise compared to data Shapley
and can be applied to find optimal importance weights
for subsampling. We develop an efficient algorithm to
estimate it based on Monte Carlo methods. We demon-
strate that Beta Shapley outperforms state-of-the-art
data valuation methods on several downstream ML
tasks including noisy label detection, learning with sub-
samples, and point addition and removal experiments.

Related works The Shapley value was introduced
in a seminar paper as a method of fair division of re-
wards in cooperative games (Shapley, 1953b). It has
been applied to various ML problems, for instance,
variable selection (Cohen et al., 2005; Zaeri-Amirani
et al., 2018), feature importance (Lundberg and Lee,
2017; Covert et al., 2020; Lundberg et al., 2020; Covert
et al., 2021; Covert and Lee, 2021), model interpreta-
tion (Chen et al., 2019; Sundararajan and Najmi, 2020;
Ghorbani and Zou, 2020; Wang et al., 2021), model
importance (Rozemberczki and Sarkar, 2021), and the
collaborative learning problems (Sim et al., 2020). As
for the data valuation problem, data Shapley was in-
troduced by Ghorbani and Zou (2019) and Jia et al.
(2019Db), and many extensions have been studied in the
literature. For example, KNN Shapley was proposed
to address the computational cost of data Shapley by
using the k-nearest neighborhood model (Jia et al.,
2019a), and distributional Shapley value was studied to
deal with the random nature of data Shapley (Ghorbani
et al., 2020; Kwon et al., 2021).

The relaxation of the Shapley axioms has been one of
the central topics in the field of economics (Kalai and
Samet, 1987; Weber, 1988). When the symmetry axiom
is removed, the quasivalue and the weighted value have
been studied (Shapley, 1953a; Banzhaf III, 1964; Gilboa
and Monderer, 1991; Monderer et al., 1992). When
the efficiency axiom is removed, the semivalue has
been studied (Dubey and Weber, 1977; Dubey et al.,
1981; Ridaoui et al., 2018). We refer to Monderer and
Samet (2002b) for a complementary literature review of
variations of Shapley value. Our work is based on the
semivalue and characterizes its statistical properties in
ML settings.

2 Preliminaries

We review the marginal contribution, a key component
for analyzing the impact of one datum, and various
data valuation methods based on it. We first define
some notations. Let Z be a random variable for data
defined on a set Z C RY for some integer d and denote
its distribution by Pz. In supervised learning, we can
think of Z = (X,Y) defined on a set X x ), where
X and Y describe the input and its label, respectively.
Throughout this paper, we denote a set of indepen-

dent and identically distributed (i.i.d.) samples from
Pz by D ={z,...,2,}. We denote a utility function
by U : U2,Z7 — R. Here, we use the conventions
Z0:= {0} and U(D) is the performance based on the
best constant predictor. The utility function represents
the performance of a model trained on a set of data
points. In regression, for instance, one choice for U(S)
is the negative mean squared error of a model (e.g. lin-
ear regression) trained on the subset S CD C X x V.
Similarly, in classification, U(S) can be the classifi-
cation accuracy of a model (e.g. logistic regression)
trained on S. Note that the utility depends on which
model is used. Throughout this paper, the dependence
on the model is omitted for notational simplicity, but
it does not affect our results. Lastly, for a set S, we
denote its cardinality by |S|, and for m € N, we use
[m] to denote a set of integers {1,...,m}.

Data valuation has been studied as a problem to evalu-
ate the impact of individual datum, and many existing
metrics measure how much the model output or model
performance changes after removing one data point
of interest. These concepts can be formalized by the
marginal contribution defined below.

Definition 1 (Marginal contribution). For a function
h and j € [n], we define the marginal contribution of
z* € D with respect to j — 1 samples as

oy X HSULE) - hS)

j=l sep)*”

Aj(2";h, D) ==

where DJ\-Z* ={SCD\{z*}:|S|=j—-1}.

The marginal contribution Aj(z*;h, D) considers all
possible subsets with the same cardinality S € DJ\Z*
and measures the average changes of i when datum
of interest z* is removed from S U {z*}. Note that
when j = n, the marginal contribution A, (z*;h, D)
equals to h(D) — h(D\{z*}), and it captures the effect
of deleting z* from the entire training dataset D.

Many existing data valuation methods can be explained
by the marginal contribution A;(z*;h, D). Specifically,
Cook’s distance (Cook and Weisberg, 1980, 1982) is
proportional to the squared ¢s-norm of the marginal
contribution HAn(z*; h,D) !; when h outputs predic-
tions of the given dataset D, and the LOO method uses
A, (2% h, D) as data values when h is a utility function
U. Also, the influence function can be regarded as an
approximation of LOO (Koh and Liang, 2017).

Data Shapley is another example that can be expressed
as a function of marginal contributions (Ghorbani and
Zou, 2019; Jia et al., 2019b,a). To be more specific,
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data Shapley of datum z* € D is defined as
1 n
Vshap (273 U, D) 1= — z; A;(zU,D). (1)
J:

Unlike Cook’s distance or LOO methods, data Shapley
in (1) considers all cardinalities and takes a simple
average of the marginal contributions. By assigning the
constant weight on different marginal contributions, it
avoids the dependency on a specific cardinality and can
capture the effect of one data point for small cardinality.

Data Shapley provides a principled data valuation
framework in that it uniquely satisfies the natural prop-
erties of a fair division of rewards in cooperative game
theory. Shapley (1953b) showed that the Shapley value
is the unique function 1 that satisfies the following four
axioms.

e Linearity: for functions U;, Uy and aj,as €
R, ¢¥(z"500U1 + aoUz, D) = a1p(2*;U1,D) +
Oég’(/J(Z*;UQ,’D).

o Null player: if U(S U {z*}) = U(S) + ¢ for any
S C D\{z*} and some ¢ € R, then ¢(z*; U, D) = c.

e Symmetry: for every U and every permutation 7
on D, Y(n*U) = m*yU where 7*U is defined as
(m*U)(S) :=U(n(9)) for every S C D.

o Efficiency: for every U, Y. (2, U, D) = U(D).

Although data Shapley provides a fundamental frame-
work for data values, there are some critical issues. In
particular, it is unclear whether the uniform weight
in (1) is optimal to represent the influence of one da-
tum. When the cardinality |S| is large enough, the
performance change U(S U {z*}) — U(S) is near zero,
and thus the marginal contribution Ag|(2*; U, D) be-
comes negligible. In particular, when U is a neg-
ative log-likelihood function, it can be shown that
USU{z*}) — U(S) = 0,(|S|7?) under mild condi-
tions. This can make it hard to tell which data points
contribute more to predictive performance. In the
following section, we rigorously analyze the marginal
contribution and show that using the uniform weight
in (1) can be detrimental to capturing the influence of
individual data.

3 Theoretical analysis of marginal
contribution

In this section, we study asymptotic properties of the
marginal contribution. To this end, we define a set
D ={z*,7y,...,Z,_1} where Z;’s be i.i.d. random
variables from Py, i.e., all elements of ® are random

Dataset: Gaussian-Reg Dataset: Gaussian-CIf

235
=1
©
3.0
©25
€20
s
€1.0
Nos
50 100 150 200 250 300 350 400
Cardinality j

Signal-to-noise Ratio
© o o o = &

N R o © o N

50 100 150 200 250 300 350 400
Cardinality j

Figure 1: The signal-to-noise ratio of A;(z*;U, D) as
a function of the cardinality j when n = 500 in (left)
regression and (right) classification settings. The data
are generated from a generalized linear model. The
signal-to-noise ratio generally decreases as the cardi-
nality j increases, showing that when j is large, the
signal of the marginal contribution at large cardinality
is more likely to be perturbed by noise.

except for z*. Given that A;(z*;U,®) has the form of
U-statistics (Hoeffding, 1948), Theorem 12.3 in Van der
Vaart (2000) implies that for a fixed cardinality j, as
n approaches to infinity, we have

(jzgl/n)*l\/ar(Aj(z*;U,@) — 1, (2)

where ¢, = Var (E[U(SU{z*}) = U(S) | Z1]) and S
is a random subset such that |S| = j — 1 and each
element in S is chosen from {Z1,...,Z,_1} = D\{z*}
uniformly at random. All expectation and variance
computations are under the Pz. The result (2) shows
that the asymptotic variance of A;(z*;U, D) scales
O(j2¢1/n) for a fixed cardinality j. However, since the
data Shapley is a simple average of marginal contribu-
tions across all cardinalities j € {1,...,n}, an analysis
of marginal contribution for large j is important to
examine the statistical properties of the data Shapley.

In the following theorem, we provide an asymptotic
variance when the cardinality j is allowed to increase
to infinity. To begin with, for j € [n] we set (; =
Var (U(SU{z*}) — U(S)) where S is a random subset
such that |S| =j — 1 and S C ©\{z*}.

Theorem 1 (Asymptotic distribution of the marginal
contribution). Suppose the cardinality j = o(n'/?)
and assume that lim;_,o (;/(j¢1) is bounded. Then,
(j%¢1/n)"tVar(Aj(2*;U,D)) — 1 as n increases.

Theorem 1 extends the previous asymptotic result in
(2) to the case of diverging cardinality j. Note that for
any 0 < v < 1/2, the cardinality j = n" satisfies
the condition j = o(n'/?). This result provides a
mathematical insight into the signal-to-noise ratio of
A;(2*;U,D) as the following remark.

Remark 1. Given that |E[A;(2*;U,D)]| usually de-
creases as j increases in ML settings, the signal-to-noise
ratio [E[A;(2*;U,D)]|/\/Var(A;(z*; U, D)) is expected
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Figure 2: Illustrations of the marginal contribution A;(2*;U, D) as a function of the cardinality j on the four
datasets. Each color indicates a clean data point (yellow) and a noisy data point (blue). When the cardinality j
is large, the marginal contributions of the two groups become similar, so it is difficult to determine whether a
data point is noisy by A;(z*; U, D). We provide additional results on different datasets in Appendix.

to decrease as j increases because Var(A;(z*;U, D)) is

O(5%¢1/n).

Figure 1 illustrates the signal-to-noise ratio of
Aj(2*;U,D) as a function of the cardinality j for two
example datasets with n = 500. We denote a 95%
confidence band based on 50 repetitions under the as-
sumption that the results follow the identical Gaussian
distribution. We use a generalized linear model to gen-
erate data and use the negative mean squared error and
the classification accuracy as a utility for regression
and classification settings, respectively. Figure 1 clearly
shows the signal-to-noise ratio decreases as j increases.
In other words, when j is large, the signal of marginal
contribution is more likely to be perturbed by noise.
This result motivates us to assign large weight to small
cardinality instead of using the uniform weight used in
data Shapley. We provide details on implementation
and additional results on real datasets in Appendix.

In Theorem 1, we fix one data point z* and show
that noise can be introduced when the cardinality is
large. We now consider the entire dataset D and ex-
amine which cardinality is useful to capture the signal.
To do so, we directly compare marginal contribution
A;(z*;U, D) of mislabeled and correctly labeled data
points in various classification settings. We set the
sample size n = 200 and assume that observed data
can be mislabeled. As for mislabeled data, we flip
the original label for a random 10% of data points in
D. The utility function is the classification accuracy.
Implementation details are provided in Appendix.

Figure 2 shows that there is a significant gap between
the marginal contributions of the two groups when j
is small, but the gap becomes zero when j is large.
In particular, the 95% confidence band for the clean
data point (yellow) overlaps the confidence band for
the mislabeled data point (blue) when j is greater than
150 in all datasets. This shows that using the uniform
weight used in data Shapley (1) makes it difficult to tell

whether or not a data point belongs to the clean group,
and as a result, it can lead to undesirable decisions.

One potential limit of Theorem 1 is that it is unknown
whether the bound condition lim;_,. ¢;/(5¢1) holds.
We empirically show that this condition is plausible in
Appendix.

4 Proposed Beta-Shapley method

Motivated by the results in Section 3, assigning large
weights to small cardinality is expected to capture
the impact of one datum better than data Shapley.
In the following subsection, motivated by the idea of
semivalue (Dubey et al., 1981), we show that removing
the efficiency axiom gives a new form of data value that
can assign larger weight on the marginal contribution
based on small cardinality than large cardinality.

4.1 Data valuations without efficiency axiom

The efficiency axiom, which requires the total sum of
data values to be equal to the utility, is not essential
in ML settings. For example, multiplying data Shapley
by a positive constant changes the sum of the data
values but does not change the order between the data
values. In other words, there are many data values
that do not satisfy the efficiency but can equivalently
identify low-quality data points as data Shapley. In this
respect, we define a semivalue, which is characterized
by all Shapley axioms except the efficiency axiom.

Definition 2 (semivalue). We say a function i is a
semivalue if ¢ satisfies the linearity, null player, and
symmetry axrioms.

In the following theorem, we now show how data values
can be formulated without the efficiency axiom.

Theorem 2 (Representation of semivalues). A value
function Ysemi s a semivalue, if and only if, there
exists a weight function w™ : [n] — R such that
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2?21 (? ll)w(”)( i) = n and the value function Ysemi

can be expressed as follows.

wsemi(z*. U D w(n))

Z(’j_i) VHAEUD). ()

Theorem 2 shows that every semivalue ¥gem; can
be expressed as a weighted mean of marginal con-
tributions without the efficiency axiom. Compared
to data Shapley, a semivalue provides flexible for-
mulation of data valuation and includes various ex-
isting data valuation methods. For example, when
w™ (5) = (?:11)71, the semivalue Ygemi(2*; U, D, w™)
becomes the data Shapley (Ghorbani and Zou, 2019),
and when w(™ (j) = nl(j = n), and it reduces to the
LOO method. Moreover, for any Borel probability
measure ¢ defined on [0, 1], a function w(™ defined as

W™ (j) = n / PN (4)

satisfies the condition >0, (? Dw™(j) = n, and
U, D,uw™)

thus the corresponding function 9sem;(2
is a semivalue by Theorem 2. We provide a detailed
proof in Appendix.

The semivalue expressed in (3) provides a unified data
valuation framework, but loses the uniqueness of the
weights. This can be a potential drawback, but the
following proposition shows that a semivalue is unique
up to the sum of data values.

Proposition 3. Let 1 and vy be two semivalues such
that for any U the sum of data values are same, i.e.,

> Wi(zU,D) =Y 4ha(z U, D).

z€D z€D

Then, the two semivalues are identical, i.e., ¥ = Ps.

Proposition 3 shows that any two semivalues are iden-
tical if they have the same sum of data values. In other
words, if there is a weight function that could reflect
a practitioner’s prior knowledge on the total sum of
values, then the semivalue based on the weight function
is unique.

4.2 Beta Shapley: Efficient Semivalue

The exact computation of w(™ (j) in Equation (4) can
be expensive or infeasible due to the integral. To ad-
dress this, we propose Beta Shapley that has a closed
form for the weight. To be more specific, we consider
the Beta distribution with a pair of positive hyper-
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Figure 3: Illustration of the normalized weight ﬁ)((;% ()
for various pairs of (a, 8) when n = 200. Each color
indicates a different hyperparameter pair («, ).

parameters (a, 8) for £. Then, the weight can be ex-
pressed as

1 B—1 1— t)ozfl
(”) — Jj—1 1— n— gt (
W) = [t
Beta(j + 8 —1,n—j+a)
Beta(a, 3) ’

where Beta(a, 8) = T'(a)['(8)/T(a + B) is the Beta
function and T'(-) is the Gamma function. This can be
further simplified as the following closed form.

H BHk-DI[Z(a+k—1)
Pia+B+Ek—1) '

(5)

wi'h(j) =
*;U,D,wg%) and call it

We propose to use Ysemi(z
Beta(a, 8)-Shapley value.

The pair of hyperparameters («, ) decides the weight
distribution on [n]. For instance, when (a, 8) = (1,1),

the normalized weight w( )(]) = (;L:ll)w((;'[)a(]) =1 for

all j € [n], giving the uniform weight on marginal con-
tributions, i.e., Beta(1,1)-Shapley ¥semi(z*; U,D,wﬁ))
is exactly the original data Shapley. Figure 3 shows
various weight distributions for different pairs of («, 3).
For simplicity, we fix one of the hyperparameter to be
one. When o > 3 = 1, the normalized weight assigns
large weights on the small cardinality and remove noise
from the large cardinality. Conversely, Beta(1,0) puts
more weights on large cardinality and it approaches to
the LOO as § increases.

Beta(«, §)-Shapley for optimal subsampling
weights When some data points in a given dataset
are noisy or there are too many data points that could
cause heavy computational costs, subsampling is an ef-
fective method to learn a model with a small number of
high-quality samples. We show how Beta(«, 8)-Shapley
can be used to find the optimal importance weight that
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produces an estimator with the minimum variance in
an asymptotic manner. We consider the Beta Shapley
Ysemi (2% h, D, w('}) for an M-estimator h. The M-
estimator h can include various estimators such as the
maximum likelihood estimator (Van der Vaart, 2000).

Theorem 4 (Informal). Let X\; be the impor-
tance weight for i-th sample z; and suppose A\;

stemi(zi;h,ﬂ),win%)H for some a > 1. If we sub-
g

sample based on the importance weight \;, then the
M-estimator obtained by subsamples asymptotically
achieves the minimum variance.

We present a formal version of Theorem 4 with some
technical conditions in Appendix. This shows that the
data value-based importance weight can be useful to
capture the impact of one datum, and leads to the
optimal estimator in the sense that it asymptotically
achieves the minimum variance.

Efficient estimation of Beta(a, 3)-Shapley Al-
though wg% () is easy-to-compute, the exact computa-
tion of Betya(a, B)-Shapley can be expensive because it
requires an exponential number of model fittings. This
could be a major challenge of using Beta(«, 5)-Shapley
in practice. To address this, we develop an efficient al-
gorithm by adapting the Monte Carlo method (Maleki
et al., 2013; Ghorbani and Zou, 2019).

Beta(c, 8)-Shapley can be expressed in the form of a
weighted mean as follows.

> alhH (S U{="}) — h(S)).

\z*
SG'DJ.

We note that wg”g(g) = (?:%)wg"g(j) only needs to
be calculated once using the closed form in Equation
(5). As a result, it can be efficiently approximated by
the Monte Carlo method: at each iteration, we first
draw a number j from the discrete uniform distribution

from [n], and randomly draw a subset S is from a class
of set DJ\Z uniformly at random. We then compute
wg%(])(h(S U {z*}) — h(S)) and update the Monte
Carlo estimates. We provide a pseudo algorithm in the
Appendix.

5 Numerical experiments

In this section, we demonstrate the practical efficacy
of Beta Shapley on various classification datasets. We
conduct the three different ML tasks: noisy label de-
tection, learning with subsamples, and point addition
and removal experiments. We compare the eight meth-
ods: the LO0O-First Ay(2*; U, D), the five variations of
Beta(ca, 8)-Shapley, the LO0-Last A, (2*; U, D) (which

is the standard LOO), and the KNN Shapley proposed
in Jia et al. (2019a). We use 15 standard datasets
that are commonly used to benchmark classification
methods and use a logistic regression classifier. Ad-
ditional results with a support vector machine model
and detailed information about experiment settings are
provided in Appendix.

5.1 Noisy label detection

We first investigate the detection ability of Beta Shap-
ley. As for detection rules, we use a clustering-based
procedure as the number of mislabeled data points and
the threshold for detecting noisy samples are usually
unknown in practice. Specifically, we first divide all
data values into two clusters using the K-Means clus-
tering algorithm (Arthur and Vassilvitskii, 2007) and
then classify a data point as a noisy sample if its value
is less than the minimum of the two cluster centers.
After this selection procedure, the Fl-score is evaluated
as a performance metric. We consider the two different
types of label noise: synthetic noise and real-world
label noise. As for the synthetic noise, we generate
noisy samples by flipping labels for a random 10% of
training data points.

Synthetic noise Table 1 shows the Fl-score of the
eight data valuation methods. Beta(16,1), which as-
signs larger weights to small cardinality, outperforms
other variations of Beta Shapley as well as the base-
line data valuation methods. In contrast, Beta(1,4)
or LO0-Last perform much worse than other meth-
ods because they focus heavily on large cardinalities.
L0O0-First Ay (z*; U, D), which only considers the first
marginal contribution, often suffers from a failure of
training due to a small number of samples, and as
a result, it performs worse than the Beta(16,1) and
Beta(4,1) methods. This shows that focusing too
much on only small cardinality can also degrade per-
formance. We further compare Beta Shapley with the
uncertainty-based method proposed by Northcutt et al.
(2021a). Although this method is not intended for data
valuation, it is a state-of-the-art method of noise label
detection and achieves average F} = 0.42 across the
15 datasets. This score is worse than Beta(16,1) or
Beta(4,1), showing Beta(16,1) Shapley values are
very competitive in identifying mislabeled data points.

Real-world label noise We next apply data valua-
tion methods to detect real-world label errors in the
CIFARI100 test dataset. Northcutt et al. (2021b) es-
timated 5.85% of the images in the CIFAR100 test
dataset were indeed mislabeled. We choose the ten
most confusing class pairs in the CIFAR100 test dataset.
For each pair of classes, we detect mislabeled points
in a binary classification setting. Figure 4 shows a
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Table 1: Comparison of mis-annotation detection ability of the eight data valuation methods on the fifteen
classification datasets. The average and standard error of the Fl-score are denoted by ‘averagetstandard error’.

All the results are based on 50 repetitions. Boldface numbers denote the best method.

Dataset ‘ LO0-First Beta(16,1) Beta(4,1) Data Shapley Beta(1,4) Beta(1,16) L00-Last KNN Shapley

Gaussian 0.465 +0.010 0.470+0.010 0.454 +£0.012 0.416 £0.012  0.255£0.012 0.204 +£0.011 0.147 £ 0.013  0.398 + 0.012

Covertype 0.324 +£0.011  0.355+0.013 0.347 +0.013 0.337+£0.012  0.252+£0.008 0.236 +0.008 0.180£0.010 0.278 £0.012

CIFARI10 0.252 +0.011 0.272+0.011 0.276 +£0.011 0.272+0.012 0.238 +£0.010 0.213 +£0.008 0.169 +0.008  0.259 +0.010

FMNIST 0.487 +0.012 0.547+0.012 0.555+0.011 0.523+0.013 0.356 +0.011 0.271 £0.011 0.187+£0.013  0.484 +0.017

MNIST 0.412 +0.010 0.482 +0.011 0.504 +£0.012 0.477£0.012 0.3454+0.011 0.284 £0.011 0.203 +£0.013  0.446 +0.012

Fraud 0.623 +0.009 0.591 £0.016 0.550 £ 0.017 0.427 +£0.022 0.221 £0.012 0.233+0.015 0.177 +£0.021  0.491 +0.013

Apsfail 0.624 +0.015 0.643 +0.011  0.606 +0.013 0.4944+0.019 0.229+0.018 0.236 = 0.017 0.242+0.020 0.483+£0.014

Click 0.216 = 0.008 0.218 £0.009 0.214 £+ 0.009 0.201 £0.009  0.174 £0.009 0.167 0.009 0.140 £0.011  0.204 &£ 0.009

Phoneme 0.388 £ 0.011 0.409 +0.011 0.399 £+ 0.011 0.350 £0.012  0.224 +£0.011 0.1924+0.011 0.126 £0.014 0.446 £ 0.011
Wind 0.5154+0.013 0.521+£0.015 0.515+0.016 0.501 £0.015 0.248 £0.011 0.226 £ 0.012 0.163£0.016  0.505 £ 0.015

Pol 0.432 +0.012 0.451+0.011 0.471+0.011 0.461+0.012 0.229+0.010 0.210£0.010 0.184 +£0.015 0.446 +0.014

Creditcard | 0.268 +0.010 0.2704+0.010 0.265 + 0.012 0.238 £0.012 0.194+£0.011 0.180+0.011 0.152£0.010 0.259 £ 0.010

CPU 0.659 +0.013 0.638 £0.012 0.613 £0.014 0.555 +£0.021  0.281 £0.018 0.250+0.015 0.2124+0.021  0.559 + 0.012

Vehicle 0.448 +0.015 0.469 +0.015 0.484+0.016 0.456 +£0.014 0.360 +0.013 0.287 £0.012 0.217+0.015 0.310 £ 0.014

2Dplanes 0.518 4+ 0.009 0.526 + 0.012 0.505 £ 0.012 0.460 +0.013  0.278 £0.013 0.240 +0.012 0.177+£0.018 0.568 +0.014
Average ‘ 0.442 0.458 0.451 0.411 0.259 0.228 0.178 0.409

Detecting label errors in CIFAR100 testset
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Figure 4: A boxplot of the Fl-score of the data valua-
tion methods on the CIFAR100 test dataset. The red
dot indicates the mean of the Fl-score. Beta Shapley
that focuses on small cardinality detects mislabeled
data points better than other baseline methods.

boxplot of the Fl-score of the different data valua-
tion methods. Beta(16,1) achieves 0.225 and outper-
forms other methods. For the three pairs of classes
with the largest number of mislabels—(willow tree,
maple tree), (pine tree, oak tree), (oak tree, maple
tree)—we also compared the detection performance
of Beta(16,1) with the state-of-the-art uncertainty-
based method proposed in Northcutt et al. (2021a).
The uncertainty-based method was developed in the
same paper that identified the CIFAR100 misannota-
tions, so it is a strong benchmark. Beta(16,1) and
the uncertainty-based methods achieve 0.307 and 0.273
F1-score, respectively, showing Beta(16,1) is effective
in identifying real-world label errors. Figure 5 shows
representative examples of mislabeled images and Beta
Shapley rightfully assigned negative values for them.
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Beta(16,1): -0.019
Original: couch
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1_“'

Figure 5: Examples of mislabeled images in the CI-
FARI100 test dataset. The corrected label suggested
by Northcutt et al. (2021b) is provided for compari-
son. Beta(16,1) values for the mislabeled samples are
negative, meaning that this type of labeling error can
harm the model.

5.2 Learning with subsamples

We now examine how the data value-based importance
weight can be applied to subsample data points. We
train a model with 25% of the given dataset by using
the importance weight max(tsemi(z:; U, D, w(a"g), 0) for
the i-th sample. With this importance weight, data
points with higher values are more likely to be selected
and data points with negative values are not used. We
train a classifier to minimize the weighted loss then
evaluate the accuracy on the held-out test dataset.
As Table 2 shows, Beta(4,1) shows the best overall
performance, but Beta(16,1) also shows very similar
performance. Beta(1,4) and LO0O-Last perform worse
than uniform sampling, suggesting that the marginal
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Table 2: Accuracy comparison of models trained with subsamples. We compare the eight data valuation methods
on the fifteen classification datasets. The Random denotes learning a model with subsamples drawn uniformly at
random. The average and standard error of classification accuracy are denoted by ‘averagetstandard error’. All
the results are based on 50 repetitions. Boldface numbers denote the best method.

Dataset LOO-First Beta(16,1) Beta(4,1) Data Shapley  Beta(1,4) LOO-Last KNN Shapley Random
Gaussian 0.763 £0.003 0.765+0.002 0.760 & 0.003 0.732£0.005 0.598 £0.008 0.569 £0.015  0.749 £0.005  0.727 4 0.007
Covertype  0.645+0.005 0.661+0.005 0.670+£0.005 0.661+0.004 0.607£0.007 0.567£0.008 0.635+0.006 0.636 £ 0.006
CIFAR10 0.625£0.004 0.628 £0.003 0.624 4 0.003 0.617£0.003 0.575+£0.004 0.553£0.006 0.580 £0.004  0.582 % 0.005
FMNIST 0.823 £0.004 0.842+0.003 0.840 & 0.004 0.830 £0.003 0.726+0.008 0.614+£0.012 0.801 £0.006 0.752 4 0.007
MNIST 0.762 £0.004 0.773 +£0.004 0.770 4 0.003 0.753£0.004 0.673+0.006 0.607£0.009 0.725+0.005 0.702 & 0.006
Fraud 0.883 £0.003  0.881 £ 0.003 0.883 £ 0.002 0.873£0.006 0.567+0.019 0.637£0.037 0.886 +0.003 0.866 & 0.004
Apsfail 0.866 £0.003  0.877 £0.003 0.878 £0.003 0.8704+0.004 0.67140.023 0.4774+0.034 0.864£0.003 0.858 £ 0.003
Click 0.566 £0.004 0.567 +£0.003 0.566 & 0.003 0.561 £0.004 0.535+0.004 0.520£0.004 0.551£0.004 0.538 & 0.005
Phoneme 0.741 £0.002 0.744 +0.003 0.743 4+ 0.002 0.738 £0.003 0.581+0.009 0.567 £0.017  0.727 £0.004 0.712 4 0.005
Wind 0.801 £0.003  0.804 £ 0.002 0.809 £ 0.003 0.796 £0.004 0.569+0.013 0.549£0.028 0.811+0.003 0.800 & 0.003
Pol 0.750 £0.004  0.731 £ 0.004 0.748 £ 0.004 0.746 £0.005 0.543+0.013 0.532+£0.018 0.762 £0.006 0.734 & 0.005
Creditcard  0.625+0.003  0.632+0.003 0.637 £0.003 0.632+0.004 0.571+£0.006 0.528+0.006 0.595+0.004 0.584 + 0.007
CPU 0.848 £0.004 0.870 £0.003 0.872+0.004 0.8624+0.004 0.628 +0.015 0.545+0.029 0.862+0.004  0.858 £ 0.004
Vehicle 0.754 £0.005 0.770 £0.003 0.7724+0.004 0.7614+0.005 0.67540.009 0.5924+0.010 0.729£0.005 0.728 £ 0.007
2Dplanes 0.802 £0.003 0.806 £0.002 0.803 & 0.003 0.796 £0.003  0.631+£0.009 0.615+£0.018  0.777 £0.005  0.755 & 0.006
Average 0.750 0.757 0.757 0.749 0.612 0.564 0.735 0.722
Add Largest First Add Largest First 1.0

oi2 Dataset: Covertype Dataset: Phoneme Detection o8
g 0.10 g oa00 ’
E oo g oors Subsample 0.6
g 7 £ 0.050
5 oos —— Beta(16,1) 5 o002 — Beta(16,1) Add-Largest 0.4
> 004 —— Beta(4,1) 2 0.000 —— Beta(4,1)
2 002 —— Data Shap o —— Data Shap 0.2
S =~ LOO-Last 5 -0.025 —— LOO-Last Remove-Lowest
g o | — Randon 0.0

—0.02 -0.075

0 20 40 60 80 100 0 20 40 60 80 100
Number of data added Number of data added

Remove Lowest First
Dataset: Covertype

Remove Lowest First
Dataset: Phoneme

0.02

3 3
g oo S 000
5 000 s
£ —0.01 £ _o.02
a — Beta(16,1) a — Beta(16,1)
57002 — getaray) > —— Beta(4,1)
© —0.03{ === Data Shap ® —0.04 — pata Shap
5 _0.04] = LOO-Last 5 — LoO-Last
o N o
5 — KNN S _0.06] = Kn
X & 7006
Random Random
0 20 40 60 80 100 0 20 40 60 80 100

Number of data removed Number of data removed
Figure 6: Accuracy difference as a function of the
number of data points (top) added or (bottom) removed.
We add (resp. remove) data points whose value is large
(resp. small) first. We denote a 95% confidence band
based on 50 repetitions. We provide additional results
on different datasets in Appendix.

contributions at large cardinality are not useful to
capture the importance of data.

5.3 Point addition and removal experiments

We now conduct point addition and removal experi-
ments which are used to evaluate previous data valu-
ation methods Ghorbani and Zou (2019). For point
addition experiments, we add data points from largest
to lowest values because adding helpful data points first
is expected to increase performance (similar to active

LOO-Last

Data Shap
Beta(1,16)

-
©
i
@©
3
9]
)

Figure 7: A summary of performance comparison on
the fifteen datasets. Each element of the heatmap
represents a linearly scaled frequency for each task to
be between 0 and 1. Better and worse methods are
depicted in red and blue respectively.

learning setup). For the removal experiments, we re-
move data points from lowest to largest values because
it is desirable to remove harmful or noisy data points
first to increase model performance. At each step of ad-
dition or removal, we retrain a model with the current
dataset and evaluate the accuracy changes on the held-
out test dataset. For point addition, Beta(16,1) shows
the most rapid gain from identifying valuable points by
putting more weights on small cardinality marginals (
Figure 6). For removal, data Shapley performs slightly
better than other methods. This is because we remove
data points from the entire dataset, so the uniform
weight can capture the effect of large cardinality parts
better than other methods.

Finally, we summarize all of our experiments in a
heatmap (Figure 7). For each ML task and data valua-
tion method, we count the number of datasets where
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the method is the best performer and linearly trans-
form it to be between 0 and 1. Beta(16,1), which
focuses on small cardinalities, is consistently the best
method on the detection, subsampling, and point addi-
tion tasks. Data Shapley, which is Beta(1,1) and puts
equal weights on all cardinalities, is the top performer
in the point removal task.

6 Concluding remarks

This work develops Beta Shapley to unify and extend
popular data valuation methods like LOO and Data
Shapley. Beta Shapley has desirable statistical and
computational properties. We find that marginal con-
tributions based on small cardinality are likely to have
larger signal-to-noise, which is why Beta(16,1) works
well in many settings. Our extensive experiments show
that Beta Shapley that weighs small cardinalities more
(e.g. Beta(16,1)) outperforms Data Shapley, LOO
and other state-of-the-art methods.

There are many interesting future works in this area.
Our sampling-based algorithm provides an efficient
implementation of data valuation, but the development
of scalable algorithms that can be applied to a large-
scale dataset is critical for the practical use of data
values in practice. As an orthogonal direction, Beta
Shapley opens up a new question about how to define
and obtain the optimal weight representing data values.
We believe it can depend on several factors including
ML task or data distribution.
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Appendix of Beta Shapley: a Unified and Noise-reduced Data
Valuation Framework for Machine Learning

In Appendix, we provide implementation details in Section A, additional explanations in Section B, and proofs
in Section C. In addition, we provide additional numerical results and demonstrate robustness of our results
against different datasets and a model using a support vector machine in Section D. Our implementation codes
are available at https://github.com/ykwon0407/beta_shapley.

A Implementation details

The proposed algorithm We propose to use the sampling-based Monte Carlo (MC) method to approximate
Beta Shapley value: at each iteration, we first draw a number k from the discrete uniform distribution from

[n], and randomly draw a subset S is from a class of set D;Z* uniformly at random. We then compute

wg%(k)(h(S U{z*}) — h(S)) and update the MC estimates. As for the utility computation, we can use a held-out

validation set of samples from Py.

Accuracy of the proposed algorithms The propose algorithm is based on the MC method, and thus it
guarantees to converge to the true value if we repeat the sampling procedure. In our experiments, we stop the
sampling procedure when the new increment is small enough compared to the current MC estimate. To do
this, we evaluate the Gelman-Rubin statistic for data values, which is well known for one of the most popular
convergence diagnostic methods (Vats and Knudson, 2021, Equation (4)). We set the number of Markov chains
as 10 and terminate the sampling procedure if the Gelman-Rubin statistic for all data values is less than 1.0005
to ensure accurate approximation, which is much less than a typical terminating threshold 1.1 (Gelman et al.,
1995). We provide a pseudo algorithm in Algorithm 1.

Algorithm 1 Efficient computation algorithm for Beta(«, 8)-Shapley

Require: A set to be valued D = {21, ..., 2, }. A utility function U. A terminating threshold p (in our experiment
p = 1.0005).
procedure
Initialize p = 2p, B =1, v(j) =0 for all j € [n].
Compute @((;z) (j) = (7;:11)10((1”%(]) for all j € [n].
while p > p do
for j € [n] do
Sample & a uniform distribution from [n].
Sample S € D;Zj uniformly at random.
Update v(j) < Z51v(j) + a5 (k) (U(S U {z}) — U(S)
end for
Update the Gelman-Rubin statistic p.
B+ B+1.
end while
end procedure

Datasets used in Figure 1 of the manuscript We use the two synthetic datasets, regression and classification
settings. As for the regression dataset, we generate input data from a 10-dimensional multivariate Gaussian with
zero mean and the identity covariance matrix, i.e., z; ~ N(0, I1p). The output is generated as y; = x?ﬁo + &4,
where By ~ N(0, I19) and €; ~ N(0,1). As for the classification dataset, we generate input data x; ~ N(0, I3). For
outputs, we draw from a Bernoulli distribution y; = Bern(;) for all i € [n]. Here m; := exp(zl3)/(1 +exp(z] 3))
for 8= (5,0,0).
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Table 3: A summary of datasets used in numerical experiments.

Dataset Sample size Input dimension Source

Gaussian 50000 5 Synthetic dataset
Covertype 581012 54 Blackard (1998)

CIFAR10 60000 32 Krizhevsky et al. (2009)
Fashion-MNIST 60000 32 Xiao et al. (2017)

MNIST 60000 32 LeCun et al. (2010)

Fraud 284807 31 Dal Pozzolo et al. (2015)
Creditcard 30000 24 Yeh and Lien (2009)
Vehicle 98528 101 Duarte and Hu (2004)
Apsfail 76000 171 https://www.openml.org/d/41138
Click 1997410 12 https://www.openml.org/d/1218
Phoneme 5404 6 https://www.openml.org/d/1489
Wind 6574 15 https://www.openml.org/d/847
Pol 15000 49 https://www.opennml.org/d/722
CPU 8192 22 https://www.openml.org/d/761
2DPlanes 40768 11 https://www.openml.org/d/727

Datasets used in Figure 2 and Section 5 of the manuscript We use the one synthetic dataset and the
fourteen real datasets. For the synthetic dataset, Gaussian, we generate data as follows. Given a sample size n,
we generate input data from a 5-dimensional multivariate Gaussian with zero mean and the identity covariance
matrix, i.e., z; ~ N(0, I5). For outputs, we draw from a Bernoulli distribution y; = Bern(w;) for all ¢ € [n]. Here
m; i= exp(x] B)/(1 + exp(x! B)) for B = (2,1,0,0,0). For the real datasets, we collect datasets from multiple
sources including OpenML'. A comprehensive list of datasets and details on sample size and data source are
provided in Table 3. We preprocess datasets to ease the training.

If the original dataset is the multi-class classification dataset (e.g. Covertype), we binarize the label by considering
1(y = 1). For OpenML and Covertype datasets, we consider oversampling a minor class to balance positive and
negative labels. For the image datasets Fashion-MNIST, MNIST and CIFAR10, we follow the common procedure
in prior works (Ghorbani et al., 2020; Kwon et al., 2021): we extract the penultimate layer outputs from the
pre-trained ResNet18 (He et al., 2016). The pre-training is done with the ImageNet dataset (Russakovsky et al.,
2015) and the weight is publicly available from Pytorch (Paszke et al., 2019). Using the extracted outputs, we fit
a principal component analysis model and select the first 32 principal components.

A.1 Model

Throughout the experiment, we use a logistic regression model or a support vector machine model using the
Python module scikit-learn (Pedregosa et al., 2011). As for KNN Shapley (Jia et al., 2019b), we used the
k-nearest neighborhood classifier with & = 10.

A.2 Experiment settings

As for Figure 1 of the manuscript, we consider 500, 500, and 2000 samples for the dataset to be valued D, the
validation dataset, and the held-out test dataset, respectively. The validation dataset is used to estimate utility,
and all the results are based on this held-out dataset. Except for this experiment, we use 200 samples for D and
200 samples for the validation dataset. For the held-out test dataset, we randomly choose 1000 samples. As for
the experiments in Figure 2 and Section 5, we randomly flip a label for 10% of samples for D and the validation
datasets. Below we provide details on ML tasks.

Noisy label detection Suppose z(1, ..., 2(") are data points such that they satisfy the ordering ¥(z(") <
oo < p(2™). We fit the K-Means clustering algorithm on {¢(2(1)), ..., (2(™)}, diving into the two non-intersect
sets {¢(zM),...,¥(2P)} and {¢(2(B+D), ... 4(2(™)}. Note that B is not necessarily the number of noisy

'https://www.openml.org/
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samples. We define a detection rule as follows: we select z is noisy if the data value is less than or equal to the
lower cluster mean. That is, if ¢(z) < & 253:1 ¥(2"), then z is a noisy data point. After that we compute a
F1-score, a harmonic mean of precision and recall of the rule, where

{z : z is flipped and selected by the rule}|

|
Recall =
e [{z : z is flipped}|

[{z : z is flipped and selected by the rule}|

Precision —
recision [{z : z is selected by the rule}|

Learning with subsamples We consider a situation where we select 50 samples among 200 samples, which is
25% of D. For a data valuation v, let A\;(rv) = max(v(z;),0) be the importance weight for sample z; = (z;, ;).
Then, we compare the test accuracy of a Weighted risk minimizer f, defined as

fv 1= argmin; Z yz log f(z:) + (1 — yi) log(1 — f(x4)),
JES50

where S5 is a set of the 50 subsamples. Here, the inverse weight ﬁ is used to consider an unbiased risk
minimizer. Note that this inverse propensity is used in the Horvitz-Thompson empirical measure. After obtaining
fv, we compute unweighted test accuracy using the held-out test dataset.

Point addition and removal experiments In Figure 7, we use the relative area as the performance of point
addition and removal experiments. Specifically, for the removal task, we compute the relative area as follows.

n/2
Relative area-removal(1)) := Z {U(D\{z(l), N = U(D)} )
k=1
where z(D ..., 2(") satisfy the ordering 1(z(1)) < --- < 4(2(™). Similarly, for the addition task, we consider
n/2
Relative area-addition(¢)) := Z {U(S U{z™, ... 2n=k+y) U(S)} )
k=1

where S is the initial set. In our experiment, S is randomly selected from D and |S| = 10.

B Additional explanations
In this section, we provide further details regarding Theorem 1, Theorem 4, and the Equation 4 of the manuscript.

B.1 A bound condition in Theorem 1

One drawback of Theorem 1 is that it is unknown whether lim;_, o (;/(j¢1) is bounded. Although Theorem 1 in
Hoeffiding (1948) showed a lower bound is greater than 1, i.e., 1 < ¢;/(j¢1) for any j, the existence of an upper
bound has not been shown in literature. In Figure 8, we show that this condition is plausible in our numerical
examples. The details on dataset is given in Appendix A.

B.2 Details on Theorem 4.

For fixed positive constants ¢; and cg, let II(c1, ¢2) be a set of measure @ such that (i) the total measure of

Q is ¢; and (ii) it mutually absolutely continuous with Pz and ¢y < dQ/dPz < 1. For Q € Il(cy,c2), let
=1 Ly, A A; 4L Z( )0z, be the Horvitz—Thompson empirical measure, where A; be a Bernoulli random

Vamable with a probablhty dQ/dPz(Z;), and ¢, be the Dirac delta measure on Z (Sérndal et al., 2003).

Ting and Brochu (2018) showed /- (h(IP’Q) h(Pz)) converges in distribution to a Gaussian distribution with

zero mean and v variance, where I/Q = [Z(2)Z(2)T(dPz/dQ(z))dPz(z) and Z is the Hadamard derivative of
h at Pz, which is the influence function when it exists. Since the variance v% is the function of Q € II(cy, ca),
the problem of finding the optimal subsampling weights can be formulated as finding ) that minimizes the
trace of variance, i.e., argminQen(Cl,cz)Tr(uQ). In the following theorem, we show that the Beta Shapley-based
Horvitz-Thompson empirical measure produces the optimal estimator with the smallest variance.
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Figure 8: Illustration of ¢;/(j¢1) as a function of cardinality j in (left) linear regression and (right) logistic
regression settings. The curve and band indicate mean and 95% standard error of ¢;/(j¢1) among different
samples. Note that the quantity (;/(j¢1) decreases as the cardinality increases and it empirically shows the
validity of the condition in Theorem 1.

Theorem 5 (Formal version of Theorem 4). Suppose h is Hadamard differentiable at Pz and the importance
weight \; for i-th sample z; is A\; x ’ Ysemi (23 b, D, w H and n=t Y0 N\ = ¢1 for some 3 > 1. If there is

PY € II(c1, c2) such that dQy/dPz(Z;) = i, then the asymptotic variance of h(]PSw) is Minger(c ) Tr(v?).

Theorem 5 shows asymptotic convergence of Var(h(]P’g”’)), unfortunately, its convergence rate is unknown. We
believe different choices of («, 8) can affect the convergence rate, and thus it can be used to choose the optimal
hyperparameter.

B.3 Derivation of Equation 4

Proof of Equation 4. For j € [n] and any probability density function £ defined on [0, 1], we set

1
W™ (5,€) = n / B - g ()t
0

Then, we have

Zw%g( - / ( et e
:A¥@ﬁ=

The last equality is due to the definition of £. This concludes a proof. O

C Proofs

Proof of Theorem 1. The first result, (j2¢;/n)~'Var(A;(z*,U,D)) — 1 as n increases, is from the central limit
theorem of U-statistics when j increases. Our result is from Theorem 3.1(i) of DiCiccio and Romano (2020). O

Proof of Theorem 2. If there exists a weight function w(™ : [n] — R such that > (?:i)w(”) (j) = n and the
value function 9sem; can be expressed as

n

1 n—1
)y = =% M) (YA (2%
Ysemi (273U, Dy w'™) "= (Jl) " (§)A;(z*:U, D).

Then by the form of the function tsemi(z*; U, D, w(")), it satisfies the linearity, null player and symmetry axioms.
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Now, we show the inverse. By Theorem 3 of Dubey and Weber (1977), when a function satisfies the linearity
and null player, there exists a weight function p : U‘;C:OZj — R such that ZSCD\{Z*} p(™(S) =1 and the value
function ¢ can be expressed as -

Y50y = Yy (S US UL~ U(S).

SCD\{z+}

In addition, due to the symmetry axiom, if there are two subsets S; and Sy such that S| = |S2| and S1,S2 C
D\{z*}, then u(S1) = (S2).2 Therefore, for v : [n] — R, we can further simplify ¢ as follows.

Y(=* U, D, u™) Z Yo U ULy - Us)

J=1 gcp\t="}
=7

=S"uG) Y. WU(SU{)) - U(s)),
j=1

scp\=r}
-7

where 37 v(j )(? 1) = 1. Thus, considering w(™(j) := n~'v(j), it concludes a proof. O

Proof of Proposition 3. The uniqueness of semivalues shown in Proposition 3 is directly from Theorem 10 of
Monderer and Samet (2002a). O

Proof of Theorem 4. We provide a proof for Theorem 5, which is a detailed version of Theorem 4. Theorem 5 is

specified in Appendix B.2. A key component of this proof is to show for some sequence of explicit constants (’yg )6)’

(7&"23 /1) psemi (2% U, D, w((lng) converges to the influence function as n increases by using the Silverman-Toeplitz
theorem.

To be more specific,

¢seml(z h D w Z ) Z h’(SU {Z*}) - h(S)

J=1 sgp\z*
1 n—1\1 1 h(SU{z*}) — h(S)
-y (]_l)j@;) >
SCD)

J

(n) n (n)
%’BZ ’ﬂ(g( )w](z*,m,

Vo,

where
() N () n—l)l
Vo = wy, (7)1 . -
B »B( )(j—l j

h(SU{z"}) = h(S)
2 1/j '

Note that 1;(2*, h) = Z(2*; h, Pz) as j — oo because Z is a Hadamard derivative of h at Pz. We formally denote

this by Z(z*; h, Pz). That is, if
=1 ) (P
Tim (y,73) (wa,g(J) <j _ 1) j> =0

2For a function vg(A) := 1(S € A) and a permutation 7* that sends 7*(S1) = S2 and fixes others, u(Si) =
¥(z"50s,, D, ™) = (25 vs,, D, ™) = p(S2).
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for all fixed j € [n], then by the Silverman-Toeplitz theorem, we have (vg% /n)_lwsemi(z*;h,D7wg%) —
I(Z*;h, Pz).

Note that

(n)(.) n—1\1 Beta(j+8-1n—j+a)(n
a5 1)5 7 Beta(a, ) j
1 n L .
_ J+B—-2¢1 _ p\n—j+a—1
Bente 7 ), £

and thus

n

(n) _ o) n1>1
vy =
)=l (HJ

— H+B8=2(1 _ pn—ita=1
Beta( a,ﬁ / ( > ( )

:m/tﬁz alZ() t)"dt
Betaiaa 8) / - (L= (L)) dt
Betazm B) /1(1 - t)ﬁflta,l%dt
m /1(1 —)7 :Z_:ta—“kdt
~ Beta(a, 8) Z Beta(a + k, ).

[Step 1] When 8 > 1, due to Beta(a + k, 8 — 1) + Beta(a+ k — 1, 5) = Beta(aw + k — 1,8 — 1) for any k € [n], we
have
N 1
7&% Beta(a, B) (Beta(a, 8 — 1) — Beta(a +n, 8 — 1))
_ [ Beta(a,p - 1) rE-1) I'(n+ «)
N ( Beta(o, 3)  Beta(a, ) T(n+ 3 + o — 1))

_ (Beta(a,5—-1) T(8-1) nl-8) —
- ( Beta(a, 3) Beta(a, B) ) o

The last approximation is due to Equation (1) of Tricomi et al. (1951) when n is large enough.
[Step 2] When 8 < 1, we have

(n) -1 Beta(a + k, )

Ya.8 = 22 " Beta(a. B)
— Beta(a, )

(a+Ek)(B) T(a+ B3)
_ZF (a+ B +Ek) T(«)T(B)

- T(a+ B) < I(a+ k)
- I(o) ZF(OH—,@—Fk)

k=0
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B a+5 Z l+a+k) 1
o Fa+6+k Ya+k

Nr(a+ﬂ) la s 1
~ () kz:%( +k) a+k’

The approximation is from Equation (7) of Gautschi (1959) when 0 < 8 < 1. Therefore, we have

I'(a+8 nta __ : —
)~ { e o8 255 = Ollogm) iff =1
o, I'(a+ n+ao :
T (@) -8 =0(n'?), p<1

[Step 3] For a fixed s, we have

™ n—1\1  Beta(j+p—-1,n—j+a) m=1)! 1
7“”<j—1>"” Beta(a, §) = D=3
_ MG4B-DIm-j+a) T 1
'n+a+p8-1) jIT'(n — j + 1) Beta(a, )
I'(n—j+ a)'(n) FGj+5-1) 1

"Tthta+tB—DOI(n—j+1) T(j+1) Beta(a,B)
—F(]+ﬁ_1) 1 O(IB)
I'(j+1) Beta(a,pB)

[Step 4] Now we consider limnﬁoo(yt(;%) wi"%(])(?:ll)% In case of 3 > 1, from [Step 1] and [Step 3], w

have 7&”% = O(1) and wg% () (?:11)% = O(n'~#), thus limn%oo(vg%) wg% (j)(? Ok 5 = 0. Similarly, in case of

B =1, from [Step 2] and [Step 3], we also have lim,,_, fy(n) Lyp(™) J 1L = 0. Thus, by Silverman-Toeplitz
a,B a,B J
theorem, if 5 > 1, then

5 Ve (273 1, D, w')) = T(2*; hy Pg) + 0, (1).
Yo,

Moreover, by Theorem 2 of Ting and Brochu (2018), learning with a Horvitz—Thompson empirical measure

(n) ¢sem1(Z*§ h’a D7 ng’%)

Vo,

defined with the importance weight \; such that \; ’

’ OC’%emi(Z*;h,D,wing)H gives
2 P2

an estimator with the minimum variance.

D Additional Experiments

D.1 Additional results using different datasets

In Figure 9, we shows the signal-to-noise ratio of A;(z*;U, D) as a function of the cardinality j for the four real
datasets. As in other figures, we denote a 95% confidence band based on 50 repetitions under the assumption
that the results follow the identical Gaussian distribution. In Figure 10, we illustrate the marginal contributions
as a function of the cardinality using the eleven datasets. This figure shares the same setting with Figure 2 of
the manuscript, but different datasets are used. In Figures 11 and 12, we present additional point addition and
removal experiment results using the thirteen datasets. Details on datasets and experiments settings are provided
in Section A.

D.2 Beta Shapley with a support vector machine model

Throughout our experiments, we considered a logistic model to compute a utility. In this section, we demonstrate
our results are robust against different models, in particular, a support vector machine model. In the following
experiments, we use the same experiment setup but a model. Figure 13 shows the marginal contribution for
clean and noisy samples as a function of the cardinality. Similar to the case of a logistic regression model, the



Yongchan Kwon, James Zou

Dataset: MNIST

Dataset: Phoneme

Dataset: Creditcard

Dataset: 2Dplanes

o116 olLe ol o13
= = ©12 T12
x 1.4 o 1.4 o x L
$12 SH12 g0 g11
210 210 208 2 1.0
gos $os $os s
© © © ©
gﬁ0.6 T 0.6 oa o7
D04 o k=) o

n in 04 0.2 n 0.6

60 80 100 120 140 160
Cardinality j

60 80 100 120 140 160
Cardinality j

60

80 100 120 140 160
Cardinality j

60 80 100 120 140 160
Cardinality j

Figure 9: The signal-to-noise ratio of A;(z*;U,®) as a function of the cardinality j for four real datasets. Similar
to Figure 1, the signal-to-noise ratio decreases as the cardinality j increases.

difference between clean and noisy groups is significantly big when the cardinality is small, but they overlap when
the cardinality is big. This suggests the uniform weight used in data Shapley might not be optimal, but Beta
Shapley can be more effective. Figure 14 shows a summary of performance comparison on the fifteen datasets

when a support vector machine is used.
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Figure 10: Illustrations of the marginal contributions A;(z*;U, D) as a function of the cardinality j on the eleven
datasets. Each color indicates a noisy (blue) and a clean (yellow) data point. When the cardinality j is large, it
is hard to tell if point is noisy or not as they become similar or even reversed.



Yongchan Kwon, James Zou

0.08
0.06
0.04
0.02
0.00
-0.02

Accuracy Difference

Add Largest First

Dataset: Gaussian

Add Largest First
Dataset: CIFAR10

Add Largest First
Dataset: FMNIST

g 0.15 g 0.12 g
0.20
S $o.10 S
!G_J 0.10 GLJ CILJ
£ > £ o.08 £ 0.15
[a) Beta(16,1) o Beta(16,1) o —— Beta(16,1)
0.05 0.06 0.10
a Beta(4,1) a Beta(4,1) a . = Beta(4,1)
I Data Shap o 0.04 Data Shap ® = Data Shap
5 0.00 LOO-Last 30,02 LOO-Last 5 0.05 = LOO-Last
S KNN g9 KNN S —— KNN
< _o.05 Random < 0.00 Random < 0.00 —— Random
0 20 40 60 80 100 0 20 40 60 80 100 20 40 60 80 100
Number of data added Number of data added Number of data added
Add Largest First Add Largest First Add Largest First
Dataset: MNIST Dataset: Fraud Dataset: Apsfail
0.100
g %0 8 o075 3 ooe
< c v g o004
0 0.15 @ 0.050 0 002
(] (] (]
b £ 0.025 £ 0.00
0 0.10 Beta(16,1) Q .000 —— Beta(16,1) 0O _0.02 —— Beta(16,1)
> Beta(4,1) > 7 ~— Beta(4,1) > ~— Beta(4,1)
§ 0.05 Data Shap § —0.025 = Data Shap E 0.04 = Data Shap
=1 LOO-Last S 0.050 = LOO-Last 5 —0.06 = LOO-Last
S 0.00 KNN S —— KNN S —o0.08 —— KNN
<™ Random < -0.075 —— Random < 510 —— Random
-0.100 :
0 20 40 60 80 100 0 20 40 60 80 100 0 20 40 60 80 100
Number of data added Number of data added Number of data added
Add Largest First Add Largest First Add Largest First
Dataset: Click Dataset: Wind Dataset: Pol
.07
o 0 o 0.050 o 015
g 006 £ 0.025 e
g 0.05 g 0.000 g 0.10
0.04 £ &
= E -0.025 £ .05
O 0.03 Beta(16,1) 9 ) o0s0 —— Beta(16,1) [a) Beta(16,1)
3 0.02 Beta(4,1) > ~— Beta(4,1) Z 0.00 Beta(4,1)
o Data Shap @ —0.075 = Data Shap s Data Shap
5 0.01 LOO-Last S _0.100 —— LOO-Last 3 005 LOO-Last
g 0.00 KNN 9 — KNN g KNN
< 0.0 Random < -0.125 = Random < Random
—0.01 ~0.150 -0.10
0 20 60 80 100 : 0 60 80 100 0 20 60 80 100

Add Largest First
Dataset: Creditcard

40
Number of data added

20

Numbe

Add Largest First
Dataset: CPU

40
r of data added

Add Largest First
Dataset: Vehicle

40
Number of data added

Add Largest First
Dataset: 2Dplanes

0.08 0.20

3 o0.06 3 ]

c c 0.15 €015

g 0.04 g g .

£ o0 £ 0.10 £ o010
Beta(16,1) Q 900 — Beta(16,1) [a) Beta(16,1) [a) Beta(16,1)
Beta(4,1) > - Beta(4,1) > Beta(4,1) > Beta(4,1)
Data Shap § —0.02 —— Data Shap E 0.05 Data Shap § 0.05 Data Shap
LOO-Last S -0.04 —— LOO-Last 5 LOO-Last S LOO-Last
KNN g —0.06 — KNN S 0.00 KNN J 0.00 KNN
Random < B == Random < Random < Random

-0.08
0 20 40 60 80 100 0 20 40 60 80 100 0 20 40 60 80 100 0 20 40 60 80 100

Number of data added

Number of data added

Number of data added

Number of data added

Figure 11: Accuracy change as a function of the number of data points added on the thirteen datasets. We add
data points whose value is small first.
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Figure 12: Accuracy change as a function of the number of data points removed on the thirteen datasets. We
remove data points whose value is small first.
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Figure 13: Illustrations of the marginal contributions A;(z*; U, D) as a function of the cardinality j on the eleven
datasets when a support vector machine is used. Each color indicates a noisy (blue) and a clean (yellow) data
point. We denote a 99% confidence band based on 50 independent runs. When the cardinality j is large, it is
hard to tell if point is noisy or not as they become similar or even reversed.
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Figure 14: A summary of performance comparison on the fifteen datasets when a support vector machine is used.
Each element of the heatmap represents a linearly scaled frequency for each task to be between 0 and 1. Better

and worse methods are depicted in red and blue respectively.
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