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Abstract

Learning embedding layers (for classes, words,
items, etc.) is a key component of lots of ap-
plications, ranging from natural language pro-
cessing, recommendation systems to electronic
health records, etc. However, the frequency of
real-world items follows a long-tail distribution
in these applications, causing naive training
methods perform poorly on the rare items. A
line of previous works address this problem by
transferring the knowledge from the frequent
items to rare items by introducing an auxiliary
transfer loss. However, when defined improp-
erly, the transfer loss may introduce harmful
biases and deteriorate the performance.

In this work, we propose a harmless transfer
learning framework that limits the impact of the
potential biases in both the definition and opti-
mization of the transfer loss. On the definition
side, we reduce the bias in transfer loss by fo-
cusing on the items to which information from
high-frequency items can be efficiently trans-
ferred. On the optimization side, we leverage a
lexicographic optimization framework to effi-
ciently incorporate the information of the trans-
fer loss without hurting the minimization of
the main prediction loss function. Our method
serves as a plug-in module and significantly
boosts the performance on a variety of NLP
and recommendation system tasks.

1 Introduction

Since the advent of the deep learning era, learn-
able embedding layers for categorical and discrete
features are basic modules for neural networks
in many fields, such as natural language process-
ing (NLP) (Vaswani et al., 2017; Devlin et al.,
2018; Bahdanau et al., 2014, e.g.), recommenda-
tion systems (Zhang et al., 2019; Guo et al., 2017,
e.g.), electronic health record (e.g. Kalyan and
Sangeetha, 2020; Qian et al., 2017; Choi et al.,
2018). Discrete items are first mapped to contin-
uous representations in the feature space through

the embedding layers and then processed by other
neural modules.

However, a key challenge in learning item em-
beddings is due to the long tail phenomenon
(Clauset et al., 2009): the frequencies of different
items are usually extremely imbalanced and there
often exists a large number of rare items that appear
only a small number of times. As a result, it is very
difficult to properly estimate the embeddings of
rare items (e.g. Yin et al., 2020; Peng et al., 2019;
Gao et al., 2019; Gong et al., 2018; Li et al., 2020a).
The rare items often suffer from the under-fitting
issue because they appears infrequently in the data
(Sennrich et al., 2015; Provilkov et al., 2019).

To solve this long tail problem, transfer learning
techniques are proposed (e.g. Gong et al., 2018;
Li et al., 2020b; Yin et al., 2020; Chen et al.,
2020) by propagating useful information from high-
frequency items to rare items. The idea of these
methods is to minimize the linear combination of
the main prediction loss {p,i, With an auxiliary
transfer 10ss yansfer Which encourages that the em-
beddings of the high-frequency and rare items fol-
lows a similar distribution, and hence allows us
to the regularize the training of the rare items us-
ing the information from the common items. The
basic assumption of the existing transfer learning
techniques is that the distribution of the underlying
embedding of the high-frequency and rare items
are similar, which is necessarily false in practice.
As a result, the transfer 108S £ipansfer introduces po-
tentially harmful bias and impacts the overall per-
formance.

The goal of this work is to limit the poten-
tial harmful information in the transfer learning
pipeline. We achieve this following two comple-
mentary directions:

1) Improving the definition of the transfer loss
Liranster SO that it inherently introduces less bias.

2) Adaptively balancing the combination coef-
ficient of £pin and Cianster, SO that the transferring



information is efficiently incorporated without be-
ing conflicting with the main 10ss £ain.

To improve the definition of {inter, We leverage
the co-appearance information to identify the rare
items that are expected to be embedded similarly to
the high-frequency items; by applying the transfer
loss only between them, we significantly reduce the
potential harmful bias. To adaptively balance fyin
and £yansfer, We formulate the transfer learning as
a lexicographic (lexico) optimization, in which we
minimize fyansfer SUbject to that the minimum of
lmain is achieved. This allows us to incorporate
the information of £y ansfer, Without interfering the
minimization of the main loss #j,i,. We provide a
simple algorithm for solving the lexico optimiza-
tion by extending the dynamic barrier algorithm
of (Gong et al., 2021) to incorporate the item-wise
structure in our problem.

We verify the performance of our method in
multiple applications, from language model, ma-
chine translation, named entity recognition to click-
through rate (CTR) prediction. Compared to differ-
ent baseline transfer learning methods, our method
achieves better or comparable results without tun-
ing the hyper-parameters in all the applications.

2 Problem Set: Learning with Long Tail

In the following, we first formulate the problem
and then introduce the details about our method.
We start by introducing the framework of transfer
learning for rare item embeddings. Assume we
have a dataset D regarding a set of discrete items Z,
such as the words in NLP and the users and prod-
ucts in recommendation systems. A typical deep
learning model consists of two following parts:

1) a set of continuous embedding vectors e =
{e; € R™: i € T}, which map the discrete items
in 7 into the R™ Euclidean space;

2) a deep neural network fy, which takes the
continuous embedding of the inputs and makes the
desirable predictions. Assume f is indexed by a
trainable parameter 6 € R™

Both e and # are parameters that we learn using
the training data. In practice, the items Z tend to
exhibit a long tail distribution, consisting of both
high-frequency, informative items that appear many
times in the dataset, and also a large set of rare
items that only appear a small number of times. As
a result, the embedding vectors of the rare items
may not be well estimated and hence deteriorate
the performance.

To address the long tail problem, a number of
works have been proposed to train the parameters
{e, 0} by regularizing the main prediction loss with
a transfer loss that propagate information from the
frequent items to the rare items:

?1191% {E(e, 9) = gmain(ev 9) + Agtransfer@)} s (1)

where A > 0 is a combination coefficient; the £,
is the main prediction loss on the training data
based on model fy and the embedding e, which
is usually cross-entropy loss, KL divergence, and
Ciranster 1S @ transfer loss, designed to transfer the
knowledge from the frequent items (the source do-
main) to the rare items (target domain). Denote by
S and T the items in the source and target domain,
respectively. The transfer loss is defined as

gtransfer(e) = Dist ({ei}i687 {ei}iGT) 5 )

where measures the discrepancy between the em-
pirical distributions of the source and target items
{ei}ies and {e;}ic. The discrepancy measure
Dist(-) can be defined in various ways, such as
Maximum Mean Discrepancy (MMD) (Chen et al.,
2020), adversarial networks (Gong et al., 2018; Yin
et al., 2020), moment matching (Peng et al., 2019),
Wasserstein distance (Xu et al., 2018) Additional
techniques, such as meta learning (Zhu et al., 2021)
and gradient alignment (Li et al., 2020b) have also
been explored.

In practice, the source domain S and target do-
main 7 is chosen based on the item frequency with
various heuristics. For example, Gong et al. (2018)
and Li et al. (2020b) uses the Pareto Principle (Dun-
ford et al., 2014) (or 80/20 rule), which places the
top 20% high-frequency items in S and the rest
in 7. Further, Yin et al. (2020) define the target
domain as the items with frequency lower than a
dataset-dependent threshold.

3 Harmless Transferring for Rare Items

The basic assumption that underpins the transfer
loss Yianster in (2) is that the distribution of the
high-frequency items es and rare items ez is simi-
lar. However, this is not necessarily true in practice.
There could be rare items that find no similar high-
frequency items and should be embedded differ-
ently. When this happens, the transfer 10ss £iansfer
may provide biased and harmful information and
hence deteriorate the overall performance.

In this work, we propose two techniques to limit
the potential harmful information in the transfer



learning pipeline, by improving both the definition
and the optimization of £yansfer-

1) In Section 3.1, we improve the definition of
Liranster 10 (2) to reduce potential harmful bias. This
is made possible by filtering out the irrelevant
items from the target domain 7 based on the co-
appearance information between the items.

2) In Section 3.2, we further limits the potential
harmful impact of lyanster by replacing the regular-
ized loss in (1) with a lexicographic (lexico) opti-
mization which minimizes fyqnsfer SUbject to that
the minimum of ¢,,,4;, is achieved. This allows
us to prioritize the optimization of #,;, when the
gradient direction #y,in and yansfer are conflicting
with each other. We provide a simple algorithm for
solving the lexico optimization by extending the
dynamic barrier algorithm of (Gong et al., 2021) to
incorporate the item-wise structure in our problem.

Head Tail

Figure 1: A demonstration of our method. 1) For tail
items, we set the target domain as items which have
similar (the dashed line denotes the large similarity) fre-
quent items (the orange circles), and remove tail items
with no similar frequent items (the orange triangle),
2) We dynamically control the coefficient between the
main loss and transfer loss in a way that efficiently in-
corporates the transfer loss information without hurting
the optimization of the main loss.

3.1 Selective Transfer Loss

In previous works, source S and target 7 domains
are decided solely based on frequency information,
which can not ensure that their embedding vectors
es and e have a similar distribution. This may
introduce harmful information into £ anefer. We ad-
dress this problem by incorporating co-appearance
information between the items, so that target do-
main 7 only include the rare items that find some
high-frequency items.

Specifically, starting with a pair of S and T using
standard method (say, based on frequency cutoff),
we refine 7 to only include rare items that find sim-
ilar items in S. To do so, we characterize each item
¢ € 7T by its co-appearance with the high-frequency

items. Specifically, let s; = [s;;]jes, Where s;;
denotes the number of times when item ¢ and j
co-appear in an n-gram window. Without further
information, the co-appearance vector s; provides
a naive representation of item ¢. Then, we filter the
target domain 7 by removing the rare items that
has low similarity with every high frequency item,
yielding a more selective target domain:

T,=Tn{icl: magicos(si, sj) >n}, (3
je
cos(+, -) denotes the cosine similarity between two
vectors, and 7 is a given threshold. We then replace
T with 7;7’ in the definition of £iansfer, that is,

etransfer(e) = Dist ({ei}i657 {62}16’7;,’> .

In this way, we filter out the irrelevant items from
the target domain, and hence reduce the potential
biases in iansfer-

3.2 Harmless Transfer via Lexico
Optimization

Despite the improved definition above, the trans-
fer loss ianster may still contain harmful bias that
will be inherited by the final result as we minimize
the regularized loss function in (1). As a result,
the choice of the regularization coefficient A in (1)
becomes critically important: a large A may over-
emphasize the transfer loss and amplify the harm-
ful biases, while a small A may yield insufficient
transferring. The optimal choice of A depends on
both £main and Ciransfer and need to be selected case
by case for individual problems using grid search
or other hyper-parameter optimization approaches,
which yields high computational cost.

To incorporate the benefit of the transfer loss
without hurting the optimization of the main loss,
we propose to estimate the parameters {e, 6} by
solving a lexicographic optimization problem (e.g.,
Dempe and Zemkoho, 2020; Gong et al., 2021):

mein gtransfer(e)a s.t. {6, 0} € arg min gmain, “)

where arg min £, denotes the set of (local) mini-
mum points of £;,in. This means that we prioritize
the optimization of the main loss, and minimize the
Liranster Only within the optimum set of £p,ip.

A key fact that underpins the formulation in (4)
is that the modern neural networks that we use
in practice are almost always over-parameterized,
and hence the optimum set of £,,,4;,, is not a set of



isolated points, but connected manifolds consist-
ing of an infinite number of points. Therefore, by
searching in the solution manifold the point that
minimizes fansfer, W€ gain improvement on the
transfer loss without hurting the main loss.

Dynamic Barrier Gradient Descent We adopt
the dynamic barrier gradient descent (DBGD) al-
gorithm by (Gong et al., 2021) to solve the lex-
icographic optimization problem in (4). DBGD
iteratively updates the parameters by

(670) — (670) - 6(:“67”9)7

where € is a step size and p = (pe, pg) is the update
direction for parameters (e, §) given by solving the
following optimization problem:

p = argmin ||V, g lransfer — v|?
” (5)
s.t. <V(e’9)£main, V> 2 ¢’

where ¢ is a non-negative barrier function that
equals zero only when we reach the minimum of
Linain- For example, for £, > 0, we can take

¢ = aomin(|| V (e,6) {main H2, lrnain)

as suggested by (Gong et al., 2021), where o > 0 is
a positive coefficient. The idea of (5) is as follows:

1. By enforcing that <V(e,9)£main, ,u> > ¢ >
0, we ensure that we always monotonically
minimize £pn,i, (When step size e is sufficiently
small), as £,,qin 1s the main loss function.

2. By minimizing H v(e,«9)£transfer _NHQ under the
inner product constraint, we fyanser 1S mini-
mized as much as possible without hurting the
optimization of £p,in.

As shown in (Gong et al., 2021), the problem in Eq.
5 yields a simple closed form solution:

m = v(e,e)gtramsfer + )\v(e,e)gmainy (6)

where ) is a non-negative coefficient defined by

A = max (b — v(eve)gt—rransferv(eﬂ)emain o).
Hv(eﬂ)emainu2 ’

)

Eq (6) can be viewed as the gradient of the regu-
larized loss (2). The key difference is that the \ in
(6) is decided adaptively by formula (7) in each it-
eration of the algorithm based on the inner product
of the gradients, rather than pre-determined in the
beginning.

3.2.1 Item-wise Dynamic Barrier Descent

To best exploit the special structure of our problem,
we propose to modify the off-the-shelf algorithm
above yield better results.

Update of & Because the transfer 10ss iransfer(€)
is independent with the neural network parameter 6,
that is, Vglyanster(€) = 0, the update on 6 follows
the standard gradient: g = AVglmain. It find its
handy to modify it to be g = Vglmain, that is, we
update 6 by standard gradient descent on £p,ip.

Update of Embedding Vectors e Another crit-
ical special property of our problem is that e =
{ei}iez consists of the embedding vectors of all
the items. It would be desirable to fine-grainedly
control the co-efficient for different items; doing
so can also decrease the computational cost since
we only need to calculate the coefficient for the
items that appear in the training mini-batch at each
iteration.

Specifically, we update each embedding vector
e; by e; < e; — €lie;, where pi.; is decided by

Ue;, = argmin| ‘Veigtransfer - Vi| |2
v

s.t. <vei€maina Vi> > Qbia

where ¢; is an item-wise control barrier associated
with e;: ¢; = amin(||Ve, fmain||?; fmain) (We sim-
ply take o = 2 in practice). Similar to (6), we can
show that i, is a linear combination of V¢, {main
and V¢, liransfer, With an item-wise coefficient ;.
See Algorithm 1 for details of the update rule.

Memory And Time Cost Compared with the
standard gradient descent on the main 10ss iain,
the main additional computational cost that we in-
troduce is calculating the gradient of £y ansfer, Which
is much faster than that of /,,;, because it only
involves embedding vectors e, and does not need
to backpropagate on the network fy. In practice,
we find that we introduce an additional 5% to 10%
time cost. For memory cost, we require to store the
gradient for fyanster at each iteration. Consider that
we store the gradient information for items in one
given mini-batch instead of the whole embedding
layer, the additional memory cost is light.

4 Related Works

Transfer Learning for Long-Tail Items Trans-
fer learning techniques are proposed (e.g. Gong
et al., 2018; Gao et al., 2019; Li et al., 2020b; Yin



Algorithm 1: Controllable Item-wise Optimization for Embeddings

Denote 6y, e; and {¢,} as the parameters, embeddings and learning rate at ¢-th iteration.

for Iteration ¢ do

Opp1 — 0 — €tV9tfmain(6t, 91‘,)7

€10 S €5 — € (vet,igtransfer(et) + )\t,ivet,igmain(et, at)) , Vitems

where

)\ : — max (z)t,i - vﬁmgtfamfer(et)—rvememain(et, Ht) 0
[Ver (e, 6P 0

¢t,i = amin(Hvetﬂ-gmain(@t)HQa gmain(et))'

end for

et al., 2020; Chen et al., 2020) to leverage use-
ful information from high-frequency items to low-
frequency items. These methods use 1) different
domain knowledge to split the S and 7 domain, 2)
different distance functions to transfer the knowl-
edge, and 3) different training pipelines. We have
discussed the first two directions above. For train-
ing pipelines, some (e.g. Gong et al., 2018; Li et al.,
2020b; Yin et al., 2020) jointly train the head and
tail item embeddings while others first train the
head item embeddings and then train the rare item
embeddings (Kang et al., 2019). Improving long-
tail item representations is not only an important
topic for discrete input items but also useful for
long-tail classification problems (e.g. Tang et al.,
2020; Kang et al., 2019; Tan et al., 2020). The Soft-
max layer can be viewed as an embedding layer
in which each dimension stands for an embedding
vector for one class.

Lexicographic optimization Lexicographic opti-
mization is a problem traditionally studied in opera-
tion research and economics (Ehrgott, 1998; Boggs
and Tolle, 1995; Lewis and Gale, 1994). Its appli-
cations in deep learning tasks are demonstrated in
Gong et al. (2021) with the dynamic barrier algo-
rithm. Similar methods that trade-off multiple ob-
jective functions can be found in multi-objective op-
timization methods, e.g. PCGrad (Yu et al., 2020)
and its variants (e.g. Lin et al., 2020; Javaloy and
Valera, 2021; Liu et al., 2021a).

5 Experiments

We answer the following two key questions through
empirical studies: 1) could our target domain se-
lection strategy outperform the simple frequency-
based methods? 2) could the lexicographic opti-
mization approach outperform the simple linear

combination method defined in (2)?

We test our method on a variety of tasks, in-
cluding natural language modeling, named entity
recognition, machine translation, and recommenda-
tion systems. In all experiments, we set the value of
7 to be the value of 0.2-quantile of all the similarity
scores. It means that we remove 20% words in
the rough target domain which only considered fre-
quency. For algorithm 1, we always set « = 2 and
use the default optimizer (e.g., Adam) in each ap-
plication to set the step size ¢;. In all experiments,
we average the results over three trials. We do not
report the variance in the table since the variance is
small (e.g. < 0.1) in many cases. We refer readers
to the appendix for full tables with the error bar.

For notation, we denote by ‘select’ our target
domain selection strategy, and ‘lexico’ the lexico-
graphic optimization algorithm 1, and ‘ours’ the
combination of two techniques.

5.1 Neural Language Modeling

Settings We use Wikitext-2 (WT2) and Wikitext-
103 (WT103) (Merity et al., 2016) to test our
method. We adopt the method proposed in (Gong
et al., 2018) and (Gao et al., 2019) as our base-
line algorithm. Gong et al. (2018) split the rare
words with 80/20 rule and then trains an adversar-
ial network as the fianster. Gao et al. (2019) add a
regularization min, % va Z;V] i %, to all
the words. This can be regarded as ianster Whose
source domain is a spherical uniform distribution
and the target domain is all words.

The practical difference of our method with the
baselines are: 1) We replace the target domain 7
in the baselines with the more selective domain 7;)’
following (3). For (Gong et al., 2018), we regard
words with the 20% highest frequency following



(Gong et al., 2018) as the source domain. For (Gao
etal., 2019), we only apply Algorithm 1 and do not
apply (3). 2) The update of each embedding vector
e; 1s based on an item-wise coefficient \; of the
main and transfer loss that is adaptively decided as
shown in Algorithm 1.

Model Description For WT2 datasets, we closely
follow the regularization and optimization tech-
niques introduced in AWD-LSTM (Merity et al.,
2018b). For WT103, we use Quasi-Recurrent
neural networks (QRNN)-based language models
(Merity et al., 2018a; Bradbury et al., 2017) as our
base model for efficiency.

# Dataset | Baseline + CosReg + Ours
WT2 Eval 68.6 67.4 65.5
Test 65.8 64.7 63.1

# Dataset | Baseline + FRAGE + Ours
WT2 Eval 68.6 66.5 64.3
Test 65.8 63.4 61.6

# Dataset | Baseline + FRAGE + Ours
WT103 Eval 32.0 31.3 30.5
Test 33.0 32.5 314

Table 1: Perplexities measured on validation and test
sets on WT2 and WT103. ‘CosReg’ refers Gao et al.
(2019) and FRAGE refers to Gong et al. (2018).

Cosine Similarity Calculation We construct
the tri-gram co-occurrence matrix (co-occurrence
counts with window size 3) with the top 1K fre-
quent words, calculate the cosine similarity be-
tween rare and frequent words, rank the similarity
and filter 20% items in the rare items.

Results Table 1 displays that for both FRAGE and
CosReg loss, our method can improve the baseline
performance on both evaluation and test sets. For
example, on WT2 dataset, we boost the test per-
plexity with a large-marginal improvement, from
63.4 of FRAGE to 61.6. We refer readers to the
appendix for sampled examples on WT103 test set.

# Dataset | Baseline | Select Lexico Both

WT2 Eval 68.6 68.1 65.1 64.3
Test 65.8 65.5 62.2 61.6

# Dataset | Baseline | Select Lexico Both

WT103 Eval 32.0 314 30.9 30.5
Test 33.0 32.5 32.1 314

Table 2: Ablation studies about our two techniques.
Experiments are based on FRAGE.

Analyses We further construct ablation studies for
understanding the benefits of each component in
our method. We start from Table 2 in which we
apply each technique in our method to the baseline.
We notice that

1) for small-size vocabularies (e.g. WT2), ‘select’
only brings marginal improvements, while apply-
ing lexico optimization can improve the 63.4 test
perplexity obtained by FRAGE to 62.2;

2) for WT103, whose vocabulary size is over 200K,
both components of our method can gain substan-
tial improvements over the baseline;

3) combining the two parts of our method together,
we achieve the best performance on these two
datasets.

Method Head Tail | Total
Baseline 217 3132 | 33.0
+FRAGE | 21.8 2972 | 325
+ Ours 21.5 275.6 | 314

Table 3: Perplexity of the high-frequency (head) and
rare (tail) words on the test set of WT103 language
modeling task.

As shown in Table 3, we substantially improve
the performance on rare items without hurting the
performance of high-frequency items.

WT2 WT103
. += Linear B 4 Linear
. —*— Ours . 2y —%— Ours.+

» A A

'Y A

3

Ak
31|

*

Test Perplexity

@

0.5

Transfer Loss #yansfer Transfer LoSS #yansfer
Figure 2: Test perplexity and the value of transfer loss.

We analyze whether the adaptive coefficient
strategy in lexico optimization outperforms the
standard method with a fixed coefficient A in (2).
We compare our approach with grid search the co-
efficient A for i ansfer- The blue curves in Figure 2
shows the performance as we vary A. Each point
on the curve denotes the £ ansier Value and the test
perplexity for one A\ value. We can see that our
method yields strictly better results than any fixed
A in grid search.

5.2 Named Entity Recognition and Machine
Translation

To verify whether our method can be useful for
other NLP problems, we set up experiments on
named entity recognition and machine translation.
Settings For name entity recognition, we follow Li
et al. (2020b), which transfers knowledge to rare
entities with GAN. They use GAN to define the dis-
crepancy measure in {iqnster and apply the method
to the CoNLL-03 dataset (Sang and De Meulder,
2003). We follow the BERT + CRF model used in



Method BLEU
Transformer Base (Vaswani et al., 2017)  27.8
+ FRAGE (Gong et al., 2018) 28.3
+ Ours 28.6

Table 4: BLEU scores for the WMT2014 EN-DE ma-
chine translation.

Li et al. (2020b), implement the method based on
the codebase Transformer (Wolf et al., 2020)
by ourselves and yield a slightly worse score than
the score reported in Li et al. (2020b). For machine
translation, we do experiments on neural machine
translation on the WMT2014 EN-DE (Bojar et al.,
2014) dataset and adopt the method FRAGE in
Gong et al. (2018). We follow the settings in Gong
et al. (2018) and use the Transformer-based ma-
chine translation model (Vaswani et al., 2017) as
our base model with Fairseq (Ott et al., 2019)
as the codebase. We follow all the other settings
the same as the language model case.

Cosine Similarity Calculation We calculate the
cosine similarity following the settings in language
model experiments.

Method F1

BERT (Devlin et al., 2018) + CRF  91.0
+ DEI (Li et al., 2020b) 91.8
+ Ours 92.5

Table 5: Named entity recognition results of baselines
and the proposed model on CoNLL-03.

Results As displayed in Table 4 and Table 5, we
notice that 1) the transfer learning can improve the
baseline performance 2) we can further improve
the transfer learning loss. We enhance the BLEU
score ! from 28.3 to 28.6 on WMT while boost the
F1 score from 91.8 to 92.5 on CoNLL-03.

5.3 Recommendation Systems

In recommendation systems (RS), learning tail item
embeddings is also an important topic (e.g. Yin
et al., 2020; Zhang et al., 2021; Zhu et al., 2021).
We extend our method to the click-through rate
(CTR) prediction task to verify its generalizability.
Settings We examine our method in CTR predic-
tion tasks and create two different datasets, Movie-
lens 1M (Harper and Konstan, 2015) and Criteo
(Cri). In CTR prediction, the user-item pair is
represented as a discrete feature vector, and each

"https://github.com/moses—-smt/
mosesdecoder/blob/master/scripts/
generic/multi-bleu.perl

feature dimension is converted into a dense em-
bedding. Passing a neural module, the combina-
tion of the dense embedding is finally converted
into a dense feature and processed by other neural
modules to give the final predictions. We apply
transfer learning to the embedding of the features.
For the simplicity of implementation, instead of
following recent works (e.g. Zhang et al., 2021;
Zhu et al., 2021), we follow our settings in the lan-
guage model section and use an adversarial network
(Tzeng et al., 2017) as the fyansfer. It introduces an
additional regularization term to the final training
objective, which is the same as the language model
experiments. We report AUC (Area Under the ROC
Curve) to measure the performance of models.
Model Description We direct apply our method to
DeepFM (Guo et al., 2017) and Autolnt (Song et al.,
2019) models. DeepFM consists of an FM com-
ponent and a deep component (e.g. MLP) which
are integrated into a parallel structure. The input
feature vectors are first converted into a dense em-
bedding by a lookup table, and then pass the FM
component and the deep component. Compared
to DeepFM, instead of MLP, AutoInt (Song et al.,
2019) uses a multi-head self-attentive neural net-
work with residual connections to explicitly model
the feature interactions.

Implementation Details We build our code upon
the implementation given by Liu et al. (2021b) 2.
Liu et al. (2021b) automatically creates models
with the different number of parameters with learn-
able embedding sizes. This allows us to examine
our method with flexible model sizes. We addition-
ally introduce exponential moving average (EMA)
(Booth et al., 2006) to reproduce the results of (Liu
et al., 2021b).

Dataset Description Movielens 1M dataset en-
codes each example into a 7-dimension discrete
feature vector, which represents timestamp, age,
gender, occupation, age, zip code, years, and gen-
der. Among these dimensions, zip code is encoded
into 3439 different classes, and has a long tail fre-
quency. Criteo contains 39 feature dimensions. We
apply transfer loss to the zip code embeddings for
Movielens 1M, and for all the feature dimensions
with more than 100 values for Criteo.

Cosine Similarity Calculation We construct the
side-information matrix to calculate cosine similar-
ity. For each typical item, we count the times this

https://github.com/ssui-1liu/
learnable-embed-sizes-for-RecSys
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item co-occurred with one of the top 1K items in
one record and construct the 1K dimension feature
vector.
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Figure 3: The frequency distribution of all the items in
the Movielens 1M and Criteo training datasets.
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Figure 4: Using Moivelen 1M and 10K parameter
model, we show the test log loss and test AUC at differ-
ent epochs for the baseline method and our method.

in which we train the 10K parameters Deep FM
model on the Movielens 1M dataset. We train the
model with 90 epochs and plot the test log loss and
test AUC every 5 epochs. We notice that compared
to the baseline, our method has comparable con-

Deep FM Autolnt vergence speed and finally boosts both test log loss
#P | B +T +Ours| B +T +Ours (0.370 v.s. 0.368) and test AUC.
10k | 849 849 852 |845 84.6 84.8
20k | 85.0 849 852 |84.7 848 84.8 SGD + 0.9 Momentum SGD
30k | 85.1 850 853 |84.7 848 849 #P B +T  +Ours B +T + Ours
10k | 84.9 84.7 85.1 842 842 843
Table 6: Test AUC on the Movielens 1M. ‘# P’ denotes 20k | 849 84.8 85.1 843 843 844

the number of parameters; ‘B’ the baseline only trained
with £, “+ T” denotes the transfer learning using the
regularized loss (2).

Deep FM Autolnt
#P B +T +QOurs| B +T + Ours
50k | 79.7 798 80.0 | 793 795 79.7
20k | 79.6 79.6 799 | 792 794 79.6

Table 7: Test AUC on Criteo with DeepFM and Autolnt.

Results The results of our method and baseline are
shown in Table 6 and Table 7. In these two tables,
we examine our method with different architectures
(DeepFM and Autolnt) and different model sizes.
For all these results, we report the performance of
the baseline method (training only with £p,ip), the
transfer learning method (2) in which the coeffi-
cient is set to A = 1072, and our method. From
these results, we observe that:

1) our method never hurts the baseline perfor-
mance, and sometimes can boost the results; sim-
ply applying transfer learning, on the other hand,
requires a proper A to avoid hurting the baseline
performance;

2) compared to Movielens 1M, we can achieve
more improvements on Criteo dataset. One rea-
sonable explanation is that Criteo contains more
long-tail items (see Figure 3) and therefore our
method can be more helpful in this case.
Convergence Speed We empirically examine the
convergence speed of both our method and the
baseline method without 4 anster. We demonstrate
the test loss together with test AUC in Figure 4,

Table 8: Test AUC on Movielens 1M dataset with
DeepFM model. The meanings of ‘# P’, ‘B’, and ‘+
T’ are the same as Table 6.

0.845,

A~ Baseline A~ Baseline

(:-)) 0.8500 —%— Ours —*— Ours
< ,
0.84% 40 75 084G 40 75
SGD + M SGD

Figure 5: The test AUC vs. epochs when we use
SGD and SGD+Momentum to train the 10 K -parameter
DeepFM model on the Movielens 1M dataset.

Different Optimizers The default optimizer in RS
is Adam, and we test whether our method can be ap-
plied for different optimizers. We report the results
in Table 8 and Figure 5. We observe that 1) SGD
with momentum performs worse than Adam while
SGD performs the worst, and 2) our method can
improve the baseline performance with all different
optimizers. It is possible to combine our method
with the other recent advanced optimizers.

6 Conclusion

This work improves transfer learning for rare items
embeddings in multiple tasks. In the future, we
plan to 1) extend our method for more general
methods and settings in the embedding learning
problems, 2) apply our method to datasets with
larger-scale vocabulary, and 3) develop an online
version algorithm for selecting the target and source
domain.
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.1 Qualitative Analysis

#2 Context A former basketball player , he grew up in <unk>, Indiana , where he starred on the <unk> Community High
School basketball team , setting four school records . After high school , he attended DePauw University , where he
played basketball and earned a degree in [MASK]

Baseline top-5 the . ; that engineer

Ours top-5 the . engineer science law

Reference he attended DePauw University , where he played basketball and earned a degree in economics .

#2 Context Bradley Kent " Brad " Stevens ( born October 22 , 1976 ) is an American professional basketball head coach for the
Boston Celtics of the [MASK]

Baseline top-5 . team the season

Ours top-5 . the team year NCAA

Reference an American professional basketball head coach for the Boston Celtics of the NBA .

#2 Context several of the tanks destined to be deployed to the Eighth Army in the Middle East for the North African Campaign
were left in Britain when their cooling systems were determined to be unable to cope with the intense North [MASK]

Baseline top-5 . wind sea ; winds

Ours top-5 ; . Britain its Africa

Reference their cooling systems were determined to be unable to cope with the intense North African heat .

Table 9: Comparison of next-token prediction on WT103 data. ‘[MASK]’ denotes the location to make prediction,
while the reference displays the sentence in the corpus.

# Dataset | Baseline + CosReg  + Ours
WT2 Eval 68.6 67.4 65.5+0.2
Test 65.8 64.7 63.1+0.3

# Dataset | Baseline + FRAGE  + Ours
WT2 Eval 68.6 66.5 64.3+0.2
Test 65.8 63.4 61.6:0.1

# Dataset | Baseline + FRAGE  + Ours
WT103 Eval 32.0 31.3 30.54+0.1
Test 33.0 32.5 31.440.1

Table 10: Perplexities measured on validation and test sets on WT2 and WT103.

In Table 9, we sample some examples from WT103 test set. ‘Baseline’ denotes the results of the model
without transfer loss, and ‘ours’ denotes our method results. ‘Reference’ shows the ground-truth sentence
sampled from the dataset.

.2 Full Results

Method BLEU

Transformer Base (Vaswani et al., 2017) 27.84+0.2
+ FRAGE (Gong et al., 2018) 28.3+0.1
+ Ours 28.61+0.2

Table 11: BLEU scores for the WMT2014 Ee—De machine translation.



Method F1

BERT (Devlin et al., 2018) + CRF  91.0+0.1
+ DEI (Li et al., 2020b) 91.8+0.1
+ Ours 92.5+0.0

Table 12: Named entity recognition results of baselines and the proposed model on CoNLL-03.

Deep FM Autolnt

#P B +T + Ours B +T + Ours
10k | 84.9+0.1 84.94+0.1 85.24+0.1 | 84.5+0.1 84.6+0.2 84.840.1
20k | 85.0+0.1 84.9+0.1 85.24+0.1 | 84.7+0.1 84.8+0.2 84.8+0.1
30k | 85.1£0.0 85.0£0.0 85.34+0.0 | 84.7+0.0 84.8£0.0 84.9+0.0

Table 13: Test AUC on the Movielens 1M. ‘# P’ denotes the number of parameters, ‘B’ the baseline only trained
with pain, While ‘“+ T denotes with £iangfer-

Deep FM Autolnt

#P B +T + Ours B +T + Ours
50k | 79.740.2 79.840.1 80.0+0.1 | 79.3+0.1 79.5+0.2 79.7+0.1
20k | 79.6£0.1 79.6£0.1 79.94+0.1 | 79.2+0.2 79.4+0.1 79.6+0.0

Table 14: Test AUC on the Criteo dataset with DeepFM and Autolnt.



