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Homomorphic Encryption is a promising approach to perform 

secure inference on Machine Learning models such as CNNs 

by allowing cloud servers to perform computations on 

encrypted data directly. However, CNN inference over 

encrypted images has high computational complexity. Prior 

works propose accelerators for individual HE primitives on 

FPGAs. In this work, we focus on an integrated design for end-

to-end acceleration of inference on encrypted data. We 

develop parameterized IP cores for HE primitives and CNN 

layers. To understand the tradeoffs between various 

parameters such as hardware resources and performance and 

optimize the overall performance, we develop a 

parameterized performance model to evaluate the resource 

consumption and latency of the complete design. The 

performance model allows design space exploration to 

identify the optimal architectural parameters of the 

accelerator for a given FPGA, CNN model, and security 

requirements. We implement our design on a Xilinx VU13P 

FPGA and compare its performance with software 

implementation on a state-of-the-art server with a multi-core 

CPU. Our implementation for a widely studied 8-layer CNN 

inference for a batch of 8K images achieves average inference 

time of 38.8 ms per image, which is 4.1× improvement over 

the software baseline on the state-of-the-art server.  
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