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Abstract
This study examines an aspect of the role of emotion in multimedia learning, i.e., 
whether participants can recognize the instructor’s positive or negative emotion 
based on hearing short clips involving only the instructor’s voice just as well as also 
seeing an embodied onscreen agent. Participants viewed 16 short video clips from a 
statistics lecture in which an animated instructor, conveying a happy, content, frus-
trated, or bored emotion, stands next to a slide as she lectures (agent present) or 
uses only her voice (agent absent). For each clip, participants rated the instructor on 
five-point scales for how happy, content, frustrated, and bored the instructor seemed. 
First, for happy, content, and bored instructors, participants were just as accurate in 
rating emotional tone based on voice only as with voice plus onscreen agent. This 
supports the voice hypothesis, which posits that voice is a powerful source of social-
emotional information. Second, participants rated happy and content instructors 
higher on happy and content scales and rated frustrated and bored instructors higher 
on frustrated and bored scales. This supports the positivity hypothesis, which posits 
that people are particularly sensitive to the positive or negative tone of multimedia 
instructional messages.

Keywords  Animated pedagogical agent · Emotion · Instructional video · Multimedia 
learning · Voice

Introduction

Objective and Rationale

Consider an instructional video such as exemplified in Fig. 1 in which an instruc-
tor (e.g., in this case, an animated pedagogical agent) stands next to a slide as 
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she lectures. This is an example of an instructional multimedia message (Mayer, 
2020) because the video contains both words (i.e., spoken by the instructor and 
printed on the slides) and graphics (i.e., embodied by the image of the instructor 
and rendered on the slides), which are intended to foster learning. According to 
the cognitive theory of multimedia learning (Mayer, 2014, 2020), this may appear 
to be a purely cognitive event, in which the learner engages in cognitive processes 
such as attending to the relevant words and images (i.e., selecting), mentally 
organizing them into coherent verbal and visual representations (i.e., organizing), 
and relating the representations with each other and with relevant prior knowl-
edge activated from long-term memory (i.e., integrating).

However, in the present study, we explore the idea that online multimedia 
learning may involve affective processing as well as cognitive processing, consist-
ent with research on affective processes during learning with technology includ-
ing animated pedagogical agents (Baylor et al., 2003; D’Mello, 2013; D’Mello & 
Graesser, 2012; Johnson & Lester, 2016; Johnson et al., 2000; Lester et al., 1997) 
within the larger field of affective computing (Calvo et  al., 2015; Picard, 2000; 
Wu et al., 2016). More specifically, we examine whether adding the presence of 
an onscreen instructor (including eye gaze, gestures, facial expression, and body 
stance) had a stronger impact on how well learners recognized the emotional tone 
of an instructor compared to only having auditory cues (i.e., the emotional tone 
of the voice). The impact of this work is intended to inform researchers and edu-
cators on how an instructor’s dynamic image (including gesture, eye gaze, facial 
expression, and body stance) and voice convey affective cues that the learner rec-
ognizes and reacts to during learning, thereby priming affective processing dur-
ing learning (Mayer, 2020).

Fig. 1   Image of animated instructor presenting lecture on binomial probability
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In particular, we test the voice hypothesis, which posits that the instructor’s voice 
conveys affective cues (for affective processing during learning) in addition to verbal 
content (for cognitive processing during learning) (Nass & Brave, 2005). As the first 
step in investigating the voice hypothesis, we examine whether people can recog-
nize the emotional tone of an instructor (e.g., happy, content, frustrated, or bored) 
in short video clips that contain only the instructor’s voice along with informational 
slides just as well as in video clips that contain the instructor’s image (including ges-
ture, eye gaze, facial expression, and body movement) and voice along with slides. 
If people are just as accurate in recognizing the emotional tone of the instructor 
solely from voice as from voice and embodied image, this would be evidence for the 
power of voice to convey emotion in multimedia messages and support for the voice 
hypothesis.

In conjunction, we also test the positivity hypothesis, which posits that people can 
recognize whether an instructor is displaying positive or negative emotion (Horovitz 
& Mayer, 2021; Lawson et al., 2021a, 2021b). If people give higher ratings on the 
happy and content scales for happy and content instructors, and higher ratings on 
the frustrated and bored ratings for frustrated and bored instructors, this would be 
evidence for the idea that people are sensitive to the emotional tone of instructors, 
particularly whether the emotional tone is positive or negative.

Understanding the role of disembodied voice in conveying emotion in instruc-
tional video has theoretical and practical implications. On the theoretical side, if 
students can recognize the emotional tone of instructors simply from a disembod-
ied voice, this provides evidence that the first step in a model of cognitive-affective 
learning can be achieved without the need for an onscreen agent. On the practical 
side, it might be easier and most cost-efficient for instructional designers to create 
instructional videos with voice over rather than with an instructor present on the 
screen. Additionally, many instructional videos online have already been employ-
ing the use of the disembodied voice, such as Khan Academy. Overall, the primary 
innovative contribution of the present study is to determine whether voice cues are 
sufficient to convey the emotional tone of the instructor, in the absence of embodi-
ment cues conveyed by having a gesturing agent visually represented on the screen.

Literature Review

The present study is situated within the larger field of affective agents, which 
includes long-standing efforts to create onscreen agents that are perceived by 
users as having a distinct personality or persona (Cassels et al., 2000; Johnson & 
Rickel, 1997; Lester et al., 1997; Schroeder & Craig, 2021). Within this field, a 
more specific subfield concerns affective agents in education, which includes the 
long-standing study of how features of a pedagogical agent affect how learners 
perceive the agent’s persona, respond to it, and ultimately, how the agent affects 
their learning outcomes (Baylor et  al., 2003; Clarebout et  al., 2002; Craig & 
Schroeder, 2018; Craig et al., 2002; Heidig & Clarebout, 2011; Schroeder et al., 
2013). Finally, within the field of affective agents in education, an even more 
specific subfield concerns how the agent’s voice affects the learner’s perceptions 
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of the agent and their learning outcome (e.g., Horovitz & Mayer, 2021; Lawson 
et al., 2021a, 2021b; Ryu & Ke, 2018). In this study, we focus on the role of the 
agent’s voice and conversational style in online multimedia instructional presen-
tations, as preliminary step towards understanding the role of voice in interactive 
conversational agents who can engage in a natural language conversation with 
learner.

Previous research has demonstrated the role of the onscreen agent’s voice and 
embodiment in promoting rapport and learning, consistent with idea that affective 
virtual agents can convey emotion that affects learning outcomes (Fiorella, 2022; 
Fiorella & Mayer, 2022; Mayer, 2021). Similarly, in a meta-analysis of affect in 
embodied pedagogical agents, Guo and Goh (2015) reported a significant impact 
of virtual agent affect on knowledge retention and transfer. Furthermore, prelimi-
nary work has provided encouraging evidence for positivity principle, which states 
that students learn more from an onscreen agent who displays positive emotional 
cues through voice, gesture, eye gaze, facial expression, and body stance (Horovitz 
& Mayer, 2021; Lawson et al., 2021a). In a recent study, Horovitz and Mayer (2021) 
asked college students to view a video lecture on a statistical concept displaying 
a happy human instructor, a bored human instructor, a happy virtual instructor, or 
a bored virtual instructor. For both human and virtual instructors, students who 
received the positive instructor rated the emotional state of positive instructor as 
more positive, rated their own emotional state as more positive, rated their motiva-
tion to learn as stronger, but did not perform better on a transfer posttest. Lawson 
et al. (2021a) reported similar findings in a study involving only animated instruc-
tors who displayed positive (i.e., happy or content) or negative (i.e., frustrated or 
bored) emotion. This work is consistent with related work showing that students 
were able to perceive the emotional stance of an onscreen human or virtual instruc-
tor after watching a short video clip from a statistics lesson, particularly whether the 
instructor was displaying positive (i.e., happy or content) or negative (i.e., frustrated 
or bored) emotion (Lawson et al., 2021b). Overall, this preliminary work shows that 
providing both voice cues and embodiment cues can help learners perceive and react 
to the emotional tone of onscreen agents. The present study extends this work by 
examining whether voice cues are sufficient to create the same effects in conveying 
emotion to learners.

Previous research has demonstrated the role of an intelligent tutor’s conver-
sational style in building rapport with learners, in which the social connection is 
intended to improve student learning. For example, Finkelstein et al. (2013) reported 
that elementary school students who were native speakers of African American 
Vernacular English (AAVE) learned better from an online peer who used features 
of in AAVE throughout the session. In a parallel line of research, Makransky et al. 
(2019) found a gender matching effect for high school students learning from a tutor 
in immersive virtual reality, in which girls learned better when the tutor was a young 
woman in white lab coat who spoke with a friendly female voice whereas boys 
learned better from a superhero drone who spoke in a tough male voice. In a related 
study, Ogan et al. (2012) found that learning in a high school peer tutoring environ-
ment was related to the conversational style used by the participants, suggesting that 
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intelligent tutors should shift gradually from direct style to more playful face-threat 
style over time.

Parallel results have been obtained in determining the conditions under which 
polite wording makes an intelligent more effective. For example, high school stu-
dents learned better from a polite intelligent tutor only if they made the many errors 
during the intervention, indicating that polite wording may be important for the most 
needy students (McLaren et  al., 2011). Similarly, college students learned better 
from a polite intelligent tutor only if they were highly inexperienced with the con-
tent of the lesson, again indicating that polite wording may be important for strug-
gling students (Wang et al., 2008). These studies help confirm the importance of the 
tutor’s conversational style in promoting learning, which complements research on 
the emotional tone of the tutor’s voice.

In their classic book, Wired for Speech, Nass and Brave (2005) offer empiri-
cal evidence and logical argument for the proposal that voice conveys social and 
affective information in technology-mediated communications. For example, Nass 
et al. (2001) found that people preferred a happy voice to a sad voice. Additionally, 
voice affects the emotional impact of a narrated story, in which happy voices make 
happy stories seem happier and sad voices make sad stories seem sadder (Nass et al., 
2001). Brave et  al. (2005) reported that onscreen agents who exhibited empathic 
emotions were rated as more likeable and trustworthy. Edwards and Kortum (2012) 
reported that voice characteristics affected ratings of the perceived usability of an 
interactive voice response system. Edwards et  al. (2019) reported that voice char-
acteristics affected ratings of credibility, social presence, and motivation to learn. 
Baylor et  al. (2003) found that people rated an onscreen agent as more engaging 
when it had a human voice rather than a machine-generated voice. Mayer and DaPra 
(2012) and Mayer et  al. (2003) reported that students learned better and reported 
better social rapport when an onscreen agent used an appealing human voice rather 
than a machine-generated voice. Liew et al. (2020) reported that learners reported 
higher ratings of social rapport and performed better on transfer posttests when the 
instructor had an enthusiastic voice rather than a bland voice.

Overall, in reviews of research, Mayer (2014, 2020) concluded that students feel a 
better social-emotional connection with the instructor and learn better from lessons 
in which the instructor uses an appealing human voice rather than a dull machine 
voice, although there is evidence that modern text-to-speech engines can produce 
appealing human-like voice (Craig & Schroeder, 2017). Thus, the research litera-
ture highlights examples in which affective information is carried by the voice of an 
instructor. We conclude that there is justification to further explore the role of voice 
for conveying emotion in multimedia instructional messages.

Theory and Predictions

As shown in Fig. 2, Russell’s (1980, 2003) model of core affect represents human 
emotion along two orthogonal dimensions: a positive–negative dimension and an 
active–passive dimension. In the present study, we explore animated instructors who 
are intended to convey the emotion corresponding to each of the four quadrants in 
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Russell’s model (Fig. 2), which we have labeled as happy (positive/active), content 
(positive/passive), frustrated (negative/active), and bored (negative/passive). This 
way of classifying emotions is similar to Pekrun and Perry’s (2014; Loderer et al., 
2019) taxonomy of achievement motivation, which highlights the long-standing 
body of research on the role of emotion in academic learning.

The instructor in the present study is an animated young woman who conveys 
these four emotions through image (including animated gesture, eye gaze, facial 
expression, and body stance) and voice (i.e., a recorded human voice) as she gives a 
lecture on the statistical topic of binomial probability. Her voice is a recorded human 
voice, produced by a young adult woman actor completing her studies in Theater. 
Her gestures, body movement, facial expression, and eye movements were created to 
mimic a video of the human actor as she delivered the lecture with each of the four 
emotions (as specified in Lawson et al., 2021a, 2021b).

The theoretical framework we use to guide our work is an adaptation of the 
cognitive-affective model of e-learning, represented in Fig. 3, which we have been 
developing to understand the role of emotional elements in online lessons (Horovitz 
& Mayer, 2021; Lawson et al., 2021a, 2021b; Mayer, 2021). The cognitive-affective 
model of e-learning is a more specific framework that we derived from the Cogni-
tive Affective Theory of Learning with Media (CATLM, Moreno & Mayer, 2007), 
and is consistent with aspects of the Integrated Cognitive Affective Model of Learn-
ing with Multimedia (ICAMLM, Plass & Kaplan, 2016). In particular, the cogni-
tive-affective model of e-learning attempts to capture the steps in how the emotional 

Fig. 2   Adapted version of Russell’s (1980, 2003) model of core affect
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elements of a multimedia instructional message affect the learner’s affective and 
cognitive processing during learning. As summarized in Fig. 3, the model posits that 
learners recognize the emotional tone displayed by the instructor (i.e., first link in 
Fig. 3), which triggers an emotional response within the learner such as feeling the 
same emotion as the instructor (i.e., second link in Fig. 3), which primes a cognitive 
response in the learner such as exerting more effort to make sense of the instruc-
tional message (i.e., the third link), resulting in a better learning outcome (i.e., 
fourth link). Our focus in the present study is on the first link in e-learning, which 
involves the students’ recognition of the emotional tone of the instructor. In particu-
lar, we examine the link between the emotional tone of the instructor’s voice and the 
learner’s recognition of the instructor’s emotional tone. Our rationale for focusing 
on this first step is that it is crucial for initiating the chain of affective and cognitive 
processes that lead to improvements in learning outcomes. Therefore, it is useful for 
both theory and practice to calibrate the emotional cues in the instructional message, 
in order to determine, for example, whether the instructor’s voice is enough to initi-
ate the learning processes summarized in Fig. 3.

In the present study, participants view short video clips from an instructional 
video on statistics and they rate each clip on 5-point scales for happy, content, frus-
trated, and bored emotional tone. Each clip contains slides about a statistical topic 
and an animated instructor who conveys a happy, content, frustrated, or bored emo-
tional tone as she lectures based on her animated gesture, eye-gaze, facial expres-
sion, body stance, and her recorded human voice (agent present) or based solely 
on her recorded human voice (agent absent condition). We are interested in (1) 
whether people can recognize the emotional tone of the instructor just as well from 
the instructor’s voice alone (i.e., the agent absent condition) as from the instructor’s 
image and voice (i.e., the agent present condition) in line with the voice hypothesis, 
and (2) whether people can correctly recognize the emotional tone of the instructor, 
particularly whether the instructor’s emotional stance is positive or negative, in line 
with the first step in the positivity hypothesis.

First, based on the voice hypothesis, we predict that the recorded human voice 
of the instructor should carry enough affective cues that participants should be able 
to recognize the emotional tone of the lesson, regardless of whether there is an ani-
mated agent on the screen or not (hypothesis 1). The pattern of ratings (i.e., for the 
happy, content, frustrated, and bored scales) should be the same for the agent absent 
condition as for the agent present condition when the instructor is happy (hypothesis 
1a), content (hypothesis 1b), frustrated (hypothesis 1c), and bored (hypothesis 1d).

Second, based on the affective-cognitive model of e-learning, participants 
should be able to the distinguish between different emotional tones (hypothesis 

Affective-Cognitive Model of e-Learning

Fig. 3   Affective-cognitive model of e-learning
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2). Happy instructors should be rated higher on the happy scale than on the scales 
for all other emotions (hypothesis 2a), content instructors should be rated as more 
content than all other emotions (hypothesis 2b), frustrated instructors should 
be rated as more frustrated than all other emotions (hypothesis 2c), and bored 
instructors should be rated as more bored than all other emotions (hypothesis 2d). 
More specifically, based on research showing that people are most sensitive to 
the positive–negative dimension (Loderer, et  al., 2020), we propose a positivity 
hypothesis, which posits that people can distinguish between whether an instruc-
tor is displaying a positive or negative emotion. Happy and content instructors 
should be rated higher on the happy and content scales (hypothesis 2e) whereas 
frustrated and bored instructors should be rated higher on the frustrated and bored 
scales (hypothesis 2f).

Method

Participants

Participants were recruited from Amazon Mechanical Turk (Mturk) and had to cur-
rently reside in the Unites States to be allowed to participate. There were 100 par-
ticipants in total, with 34 female participants, 65 male participants, and 1 person 
identifying as a different gender. The mean age of participants was 36.86 years old 
(SD = 11.48), ranging from 21 to 69 years old. Of the 100 participants, 96 indicated 
that they were born in the United States. Additionally, 6 participants indicated they 
were “Asian/Asian-American,” 20 participants indicated they were “Black/Afri-
can/African-American,” 5 participants indicated they were “Hispanic/Latinx,” 1 
participant indicated they were “Native American,” 66 participants indicated they 
were “White/Caucasian,” and 2 participants reported they were a mix of different 
ethnicities.

Design

The experiment used a 2 (instructor presence: instructor present and instructor 
absent) × 4 (emotion of instructor: happy, content, frustrated, and bored) within-sub-
jects design. All participants saw 2 sets of videos clips (each covering a portion of a 
statistics lesson) displaying each of the 4 emotions for each of the 2 instructor pres-
ence conditions, yielding a total of 16 clips.

Materials

The materials were all computer-based and included 16 video clips and rating scales 
associated with each video clip, as well as a postquestionnaire.
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Video Clips

This study included 16 video clips taken from a lesson on binomial probability. 
Eight of the video clips included an animated pedagogical agent standing next to a 
screen displaying different slides. Of these eight video clips, 4 of these clips showed 
the same information on an introduction to binomial probability in different emo-
tional tones: happy (example clip: https://​youtu.​be/​JXiPp​sm7lPA, content (exam-
ple clip: (example clip: https://​youtu.​be/​1gTXe​u6UuP8), frustrated, (example clip: 
https://​youtu.​be/​xfQ1n​5lVcBg), and bored (example clip: https://​youtu.​be/​NYQc9​
zsyVEk). The other 4 of these video clips consisted of a clip discussing joint prob-
ability from the lesson, and once again displayed this same information in each of 
four different emotional tones.

The animated pedagogical agents were created based on basic principles of emo-
tional design with gesture, eye-contact, body movement, and facial expression, in 
which positive agents displayed outward gesture (e.g., trusting one’s arms outward), 
leaning forward, made frequent eye-contact, and showed a smile, whereas negative 
agents displayed inward gesture (e.g., folding one’s arms next to one’s body), leaned 
away from the audience, made infrequent eye contact, and showed inattentive facial 
expression (as described in Adamo et  al., 2021). In addition, animated characters 
were created to parallel the gesture, body stance, facial expression, and eye move-
ments in a video of an actor who was asked to present the lesson in each of four 
emotional states (i.e., happy, content, frustrated, or bored) and was monitored to cor-
rect any deviations from the basic principles of emotional design (as described in 
Adamo et al., 2021).

The other 8 video clips were organized in the same way (2 sets of clips, each 
explaining the material using four different emotional tones), but these video clips 
did not include an animated pedagogical agent on screen. The agent was missing, 
but the screen displaying the different slides was still visible along with the same 
recorded human voice with each of the four emotional tones: happy (example clip: 
https://​youtu.​be/​qH0G4​WXW6SM), content (example clip: https://​youtu.​be/​wgLpD​
z9zcgI), frustrated (example clip: https://​youtu.​be/​QR7-​2Nbk_​Mw), and bored 
(example clip: https://​youtu.​be/​5aIry​9fBiA0).

The eight video clips displaying the first part of the lesson, explaining an intro-
duction to binomial probability, were displayed in a randomized order. Once the par-
ticipant saw all eight of these video clips, the second set of eight video clips display-
ing the second part of the lesson, explaining joint probability, were displayed in a 
randomized order.

Video Clip Ratings

After each video clip, participants were asked to rate the emotional tone of the 
video. There were six questions displayed after each video. The first four questions 
asked the participants, “Please slide the bar to the number associated with the level 
at which you think the video portrayed these emotions:” with a 5-point slide bar 
for “Happy,” “Content,” Frustrated,” and “Bored.” Each slide bar went from “1—
Not at All” to “5—Very.” The next question asked participants, “Please slide the 

https://youtu.be/JXiPpsm7lPA
https://youtu.be/1gTXeu6UuP8
https://youtu.be/xfQ1n5lVcBg
https://youtu.be/NYQc9zsyVEk
https://youtu.be/NYQc9zsyVEk
https://youtu.be/qH0G4WXW6SM
https://youtu.be/wgLpDz9zcgI
https://youtu.be/wgLpDz9zcgI
https://youtu.be/QR7-2Nbk_Mw
https://youtu.be/5aIry9fBiA0
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bar to the number associated with the level at which you think the video was active/
passive.” Participants responded on a 5-point slide bar from “1—Passive” to “5—
Active.” The last question participants responded to asked, “Please slide the bar to 
the number associated with the level at which you think the video was pleasant/
unpleasant.” Participants responded on a 5-point slide bar from “1—Unpleasant” to 
“5—Pleasant.”

Postquestionnaire

After watching all the videos and rating them, participants completed a short post-
questionnaire. Participants were first asked, “How interesting was the presented 
material?” and asked to rate on a 5-point slide bar from “1—Not at all interesting” 
to “5—Very interesting.” They were also asked, “How much knowledge did you 
have about binomial probability prior to this study?” and asked to rate on a 4-point 
slide bar from “1—None” to “4—Extensive.” Then, participants were able to write 
comments about the videos and the emotional tone of the videos. Lastly, participants 
were asked to provide demographic information, including age and gender.

Procedure

Participants volunteered for this study on the crowdsourced platform, Amazon 
Mechanical Turk (Mturk). In order to participate, they clicked a Qualtrics link. 
Participants were first shown a consent page. Once they agreed to participate, they 
moved forward in the survey. They were asked to prove they were human by using 
reCAPTCHA, followed by being given onscreen printed instructions on how to par-
ticipate in the study. Then, they watched each of the 16 videos and rated the emo-
tional tone after each video. Once done with that, they completed the postquestion-
naire and were compensated $3 for their time.

Results

Statistical Analyses

For each type of instructor (i.e., happy, content, frustrated, and bored), we averaged 
the ratings across two clips on the happy, content, frustrated, and bored scales for the 
agent present and agent absent conditions. Then, we conducted 2 (agent condition: 
agent present vs. agent absent) × 4 (emotion rating: for happy, content, frustrated, 
and bored scales) repeated measures ANOVAs, followed up by pairwise tests. The 
voice hypothesis predicts no significant interaction between the two agent conditions 
and the four emotion ratings. The cognitive-affective model of e-learning predicts a 
main effect of emotion, in which the target emotion is rated higher than each of the 
others. More specifically, to test the positivity hypothesis, we conducted a 2 (agent 
condition) × 2 (valence: positive vs. negative emotion scales) × 2 (activity: active 
vs. passive emotion scales) repeated measures ANOVAs. The positivity hypothesis 
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predicts a main effect of valence in which happy and content instructors are rated 
higher on positive scales and frustrated and bored instructors are rated higher on 
negative scales.

Happy Videos

Voice Hypothesis

Hypothesis 1a states that participants should be equivalent in the pattern of ratings 
of the emotion tone of the happy instructor in matching clips with voice alone as 
with voice and onscreen agent. Means and standard deviations of ratings for the 
happy instructor are displayed in Table 1 by agent presence condition (agent absent 
and agent present) and emotion scale (happy, content, frustrated, and bored). There 
was not a significant main effect of agent presence, F(1, 99) = 0.59, p = 0.443, nor 
an interaction, F(3, 297) = 0.39, p = 0.759. This pattern is consistent with the voice 
hypothesis, as there is not any evidence that the pattern of ratings was different for 
the agent absent and agent present conditions.

Positivity Hypothesis

Hypothesis 2a states that participants will rate the happy instructor higher on the 
happy scale than on any of the other scales. A 2 × 4 ANOVA showed that there 
was a significant main effect of emotion, F(3, 297) = 151.04, p < 0.001. To further 
understand this main effect, multiple t-tests were run on the emotion ratings using 
a Bonferroni correction (α = 0.017). Participants gave a higher rating for the happy 
instructor on the happy scale than the frustrated scale (p < 0.001, d = 1.40) and the 
bored scale (p < 0.001, d = 1.15). There was no significant difference between the 
happy and content ratings (p = 0.136), suggesting that participants did not distin-
guish between positive emotions.

To focus specifically on the positivity hypothesis, we conducted a 2 (agent 
present vs. agent absent) × 2 (positive vs. negative emotion) × 2 (active vs. pas-
sive emotion) ANOVA. There was a main effect for positive vs. negative emotion 
in which participants rated the happy instructor significantly higher on positive 
scales (M = 3.75, SD = 0.71) than on negative scales (M = 1.96, SD = 1.20), F(1, 
99) = 182.99, p < 0.001, d = 1.35, in line with the positivity principle, and there 
was no significant interaction with presence of agent, F(1, 99) = 0.64, p = 0.427. 

Table 1   Means and standard 
deviations on four emotional 
tone ratings for the happy 
instructor by agent condition

Bolded numbers represent the means and standard deviations of the 
target emotion. Scale runs from 1 (Not at all) to 5 (Very)

Agent condition Happy Content Frustrated Bored

M SD M SD M SD M SD

Agent present 3.80 0.81 3.72 0.78 1.89 1.17 1.99 1.31
Agent absent 3.80 0.89 3.70 0.87 1.94 1.23 2.03 1.34
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These findings are generally consistent with hypothesis 2a and supportive of the 
positivity hypothesis, showing that participants were able to differentiate between 
positive and negative instructors, regardless of whether there was an instructor on 
the screen or not.

Content Videos

Voice Hypothesis

Hypothesis 1b states that participants should be equivalent in rating the emotional 
tone of the content instructor (on the happy, content, frustrated, and bored scales) 
for the condition with voice alone as for the condition with voice and onscreen 
agent. Means and standard deviations of ratings for the content instructor are dis-
played Table 2 by agent presence condition (agent absent and agent present) and 
emotion scale (happy, content, frustrated, and bored). There was no main effect 
of agent presence, F(1, 99) = 1.70, p = 0.195, nor was there an interaction, F(3, 
297) = 0.86, p = 0.464. These results are consistent with hypothesis 2b and the 
voice hypothesis from which it is derived.

Positivity Hypothesis

Hypothesis 2b states that participants will rate the content instructor higher on 
the content scale than on any of the other scales. In support, the 2 × 4 ANOVA 
showed there was a significant main effect of emotion, F(3, 297) = 104.30, 
p < 0.001, and Bonferroni corrected t-tests (α = 0.017) showed that participants 
rated the content video as more content than happy (p < 0.001, d = 0.40), frus-
trated (p < 0.001, d = 1.46), and bored (p < 0.001, d = 1.03). In line with the posi-
tivity hypothesis, a 2 (agent present vs. agent absent) × 2 (positive vs. negative 
emotion) × 2 (active vs. passive emotion) ANOVA showed a main effect for posi-
tive vs. negative emotions in which participants rated the content instructor sig-
nificantly higher on positive scales (M = 3.42, SD = 0.67) than on negative scales 
(M = 2.15, SD = 1.14), F(1, 99) = 142.25, p < 0.001, d = 1.18, and there was no 
significant interaction with presence of agent, F(1, 99) = 1.70, p = 0.195. These 
findings are consistent with hypothesis 2b and the positivity hypothesis.

Table 2   Means and standard 
deviations on four emotional 
tone ratings for the content 
instructor by agent condition

Bolded numbers represent the means and standard deviations of the 
target emotion. Scale runs from 1 (Not at all) to 5 (Very)

Agent condition Happy Content Frustrated Bored

M SD M SD M SD M SD

Agent present 3.26 0.89 3.58 0.75 1.91 1.19 2.31 1.27
Agent absent 3.32 0.85 3.54 0.75 2.00 1.27 2.37 1.26
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Frustrated Videos

Voice Hypothesis

Hypothesis 1c states that participants should be equivalent in rating the emotional 
tone of the frustrated instructor (on the happy, content, frustrated, and bored scales) 
for the condition with voice alone and the condition with voice and onscreen agent. 
Means and standard deviations of ratings for the frustrated instructor are displayed 
Table 3 by agent presence condition (agent absent and agent present) and emotion 
scale (happy, content, frustrated, and bored). There was no main effect of agent pres-
ence, F(1, 98) = 0.11, p = 0.741, but there was an interaction between agent pres-
ence and emotion, F(3, 294) = 11.19, p < 0.001, in which the agent present condition 
appears to be better than the agent absent condition in recognizing the instructor’s 
frustrated emotional tone. To further investigate this interaction, multiple t-tests 
were run on the emotion ratings using a Bonferroni correction (α = 0.008). For the 
video with an instructor present, the frustrated instructor was rated as more frus-
trated than happy (p < 0.001, d = 0.42) and content (p < 0.001, d = 0.40), but there 
was no significant difference between frustrated and bored ratings (p = 0.185). For 
the video without an instructor, the frustrated instructor was rated similarly across 
all emotions (ps > 0.210). In contrast to all other videos, these findings are not con-
sistent with hypothesis 1c nor the voice principle from which it is derived because 
participants were better able to recognize the frustrated emotion as different from 
other emotions when there was an instructor on screen, but not when there was only 
voice.

Positivity Hypothesis

Hypothesis 2c states that participants will rate the frustrated instructor higher on the 
frustrated scale than on any of the other scales. In support, the 2 × 4 ANOVA showed 
there was a significant main effect of emotion, F(3, 294) = 7.08, p < 0.001, and Bon-
ferroni-corrected t-tests (α = 0.017) showed that participants rated the frustrated 
video as more frustrated than happy (p = 0.004, d = 0.30) and content (p = 0.007, 
d = 0.29), but there was no significant difference between the frustrated and bored 
ratings (p = 0.430). In line with the positivity hypothesis, a 2 (agent present vs. agent 
absent) × 2 (positive vs. negative emotion) × 2 (active vs. passive emotion) ANOVA, 
showed a main effect for positive vs. negative emotion in which participants rated 

Table 3   Means and standard 
deviations on four emotional 
tone ratings for the frustrated 
instructor by agent condition

Bolded numbers represent the means and standard deviations of the 
target emotion. Scale runs from 1 (Not at all) to 5 (Very)

Agent condition Happy Content Frustrated Bored

M SD M SD M SD M SD

Agent present 2.44 1.32 2.48 1.27 3.26 1.21 3.11 1.18
Agent absent 2.68 1.22 2.74 1.20 2.91 1.23 2.91 1.21
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the frustrated instructor significantly higher on negative scales (M = 3.04, SD = 0.96) 
than on positive scales (M = 2.58, SD = 1.17), F(1, 99) = 9.07, p < 0.003, d = 0.31; 
however, this main effect was mediated by a significant interaction between agent 
type and positive–negative valence, F(1, 99) = 15.18, p < 0.001, in which the effect 
was stronger for the agent present condition that the agent absent condition. These 
findings are generally consistent with hypothesis 2c and the positivity hypothesis, 
but only for the agent present condition.

Bored Videos

Voice Hypothesis

Hypothesis 1d states that participants should be equivalent in rating the emotional 
tone of the bored instructor (on the happy, content, frustrated, and bored scales) for 
the condition with voice alone as for the condition with voice and onscreen agent. 
Means and standard deviations of ratings for the bored instructor are displayed in 
Table 4 by agent presence condition (agent absent and agent present) and emotion 
scale (happy, content, frustrated, and bored). There was no main effect of agent 
presence, F(1, 99) = 0.40, p = 0.527, nor an interaction, F(3, 297) = 1.83, p = 0.143. 
These results are consistent with hypothesis 2d and the voice hypothesis from which 
it is derived.

Positivity Hypothesis

Hypothesis 2d is that participants will rate the bored instructor higher on the bored 
scale than on any of the other scales. The 2 × 4 ANOVA showed there was a signifi-
cant main effect of emotion, F(3, 297) = 84.02, p < 0.001. To further investigate this 
interaction, multiple t-tests were run on the emotion ratings using a Bonferroni cor-
rection (α = 0.017). In line with hypothesis 2d, participants rated the bored instruc-
tor as more bored than happy (p < 0.001, d = 1.02), content (p < 0.001, d = 1.03), and 
frustrated (p < 0.001, d = 0.99). To focus specifically on the positivity hypothesis, we 
conducted a 2 (agent present vs. agent absent) × 2 (positive vs. negative emotion) × 2 
(active vs. passive emotion) ANOVA. In line with the positivity hypothesis, there was 
a main effect for positive vs. negative emotion in which participants rated the bored 
instructor significantly higher on negative scales (M = 3.51, SD = 0.79) than on positive 
scales (M = 2.13, SD = 1.25), F(1, 99) = 83.55, p < 0.001, d = 0.91. These findings are 

Table 4   Means and standard 
deviations on four emotional 
tone ratings for the bored 
instructor by agent condition

Bolded numbers represent the means and standard deviations of the 
target emotion. Scale runs from 1 (Not at all) to 5 (Very)

Agent condition Happy Content Frustrated Bored

M SD M SD M SD M SD

Agent present 2.10 1.35 2.18 1.33 2.89 1.08 4.17 0.99
Agent absent 2.10 1.28 2.16 1.28 2.99 1.11 4.02 1.10
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consistent with the positivity hypothesis, showing that participants were able to dif-
ferentiate between positive and negative instructors, regardless of whether there was an 
instructor on the screen or not.

In sum, the major new contribution of this study is to show that people are able to 
detect whether an instructor is displaying positive or negative emotion from a short clip 
of a narrated slideshow, without the need to see an embodied onscreen agent. Thus, 
we conclude that the instructor’s voice is sufficient to accomplish the first step in the 
cognitive-affective model of e-learning–conveying positive or negative emotion that is 
detected by the learner.

Discussion

Voice Hypothesis

Consistent with the voice hypothesis, voice alone (i.e., agent absent condition) was suf-
ficient to convey the emotional tone for three of the four instructors, with no additional 
benefit created by adding an embodied onscreen agent (i.e., agent present condition). 
Specifically, participants were just as accurate in rating the happy, content, and bored 
instructors on the four emotion scales based solely on voice (agent absent condition) 
as based on voice with onscreen embodied agent (agent present condition). However, 
the participants needed both to see and hear the frustrated instructor rather than simply 
hear her in order give an accurate pattern of ratings. This suggests that voice generally 
is a powerful source of affective information, but in certain situations (e.g., a frustrated 
instructor) it needs to be supplemented with a visual image of an embodied onscreen 
agent. This work contributes to the research base showing the powerful contribution of 
human voice to convey emotion in instructional messages.

On the theoretical side, we conclude that there is partial support for the voice 
hypothesis, particularly for positive emotions as shown by findings in which voice was 
sufficient to convey happy and content emotion (and one of the two negative emotions). 
Overall, a major theoretical implication of this study is that voice is a powerful source 
of affective information in multimedia instructional messages as represented by the first 
step in the cognitive-affective model of e-learning represented in Fig. 3.

On the practical side, we conclude that in many situations the same emotional 
impact can be achieved by an instructor’s voice as by an instructor’s voice and embod-
ied image on the screen. This means that when the goal is to convey positive emotion, 
instructional designers may be able to present narrated slides with voice-over rather 
than to go to the expense of also adding onscreen embodied agents. However, when the 
goal is to convey more nuanced or unexpected emotions, such as frustration, it may be 
necessary to present both voice and embodiment cues.

Positivity Hypothesis

Consistent with the cognitive-affective model of e-learning, participants generally 
rated the instructor higher on the target emotion conveyed by the instructor than 
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on other emotions. However, for two of the four types of instructors, participants 
were not able to distinguish between the two positive emotions (i.e., rating the happy 
instructor high on both the happy scale and the content scale) or the two negative 
emotions (i.e., rating the frustrated instructor high on both the frustrated scale and 
bored scale). Taking a more focused approach, there was consistent support for the 
positivity hypothesis across all four types of instructors, in which happy and content 
instructors were rated higher on happy and content scales whereas frustrated and 
bored instructors were rated higher on frustrated and bored scales.

On the theoretical side, we conclude that there is evidence to support the posi-
tivity hypothesis in that the results show that people are sensitive as to whether an 
instructor is conveying positive or negative emotional tone. Usually they can make 
that determination based solely on voice, but in some situations (i.e., for a frustrated 
instructor) they also need embodiment cues to be able to make the distinction. Over-
all, a major theoretical implication of this study is that positive–negative emotional 
tone is a salient dimension for people as they process multimedia instructional 
messages.

On the practical side, this work has implications for the design of socially-sen-
sitive intelligent tutoring systems based on artificial intelligence. We conclude that 
instructional designers should carefully consider the degree to which instructional 
messages convey positive or negative emotional tone. To the extent that positive 
emotion is related to improved learning outcomes, as hypothesized in the cognitive-
affective model of e-learning, instructional designers should ensure that instruc-
tional messages convey positive emotional tone through voice, and if necessary, 
through an onscreen agent’s embodiment.

Limitations and Future Directions

There are several limitations to this study that should be noted. First, the clips shown 
to participants were very short, i.e., all were under a minute. Because of this, it is 
hard to generalize how well participants may be able to recognize the emotional 
tones of a longer lesson. Additionally, the affect of an instructor, and thus the emo-
tional tone of the voice, may change over time in a longer lecture. Because of this, it 
is more difficult to determine how learners may react to changes in emotional tone. 
Future research should investigate how learners identify the emotional tones of an 
instructor in a natural setting and over time. However, short clips may be character-
istic of some intelligent learning environments.

Additionally, the results of this study may be difficult to generalize to all ani-
mated instructors when compared to no instructor. The way in which these animated 
instructors were created is not necessarily how all animated pedagogical agents are 
created, and thus suggests that different results may be gleaned from the use of dif-
ferent animated instructors. For example, other programs may be better able to cre-
ate embodied onscreen agents that convey positive emotions, which could create dif-
ferences between instructor present and instructor absence conditions, not seen in 
this study. Future research should investigate the voice hypothesis using different 
animated agents.
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This is a preliminary study that focuses just on the first step in the cognitive-
affective model of e-learning. We did not examine effects on learning processes 
and outcomes. It should be noted that just because people can detect the emo-
tion being displayed by the voice in a video clip, this may not necessarily mean 
they will feel the emotion in a way that influences their learning processes and 
outcomes. Although, other work shows that people are affected by the emotion 
they detect in embodied pedagogical agents (Horovitz & Mayer, 2021; Lawson 
et  al., 2021a, 2021b), a main new contribution of this study is that people are 
able to detect the whether the instructor is exhibiting positive or negative emotion 
from voice alone. Further research should be done investigating how including 
an instructor’s visual presence impacts how well learners engage with and learn 
from the presented material.

Future research should also investigate how the gender of an instructor could 
influence the voice hypothesis. The instructor in this experiment was a young 
woman with a feminine voice. There could be differences in how learners recog-
nize the emotions of masculine voices compared for feminine voices.

Conclusion

In conclusion, first, this study provides evidence for the voice hypothesis, which 
posits that voice is a powerful vehicle for conveying emotion in multimedia 
instructional messages. Second, this study provides evidence for the positivity 
hypothesis, which posits that people are particularly sensitive to whether a multi-
media instructional message conveys a positive or negative emotional tone.
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