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Abstract

Federated Learning (FL) is a decentralized
machine-learning paradigm, in which a global
server iteratively aggregates the model parame-
ters of local users without accessing their data.
User heterogeneity has imposed significant chal-
lenges to FL, which can incur drifted global mod-
els that are slow to converge. Knowledge Distil-
lation has recently emerged to tackle this issue,
by refining the server model using aggregated
knowledge from heterogeneous users, other than
directly aggregating their model parameters. This
approach, however, depends on a proxy dataset,
making it impractical unless such prerequisite is
satisfied. Moreover, the ensemble knowledge is
not fully utilized to guide local model learning,
which may in turn affect the quality of the aggre-
gated model. Inspired by prior art, we propose a
data-free knowledge distillation approach to ad-
dress heterogeneous FL, where the server learns a
lightweight generator to ensemble user informa-
tion in a data-free manner, which is then broad-
casted to users, regulating local training using the
learned knowledge as an inductive bias. Empir-
ical studies powered by theoretical implications
show that, our approach facilitates FL with better
generalization performance using fewer communi-
cation rounds, compared with the state-of-the-art

1. Introduction

Federated Learning (FL) is an effective machine learn-
ing approach that enables the decentralization of com-
puting and data resources. Classical FL, represented by
FEDAVG (McMahan et al., 2017), obtains an aggregated
model by iteratively averaging the parameters of distributed
local user models, therefore omits the need of access-
ing their data. Serving as a communication-efficient and
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privacy-preserving learning scheme, FL has shown its po-
tential to facilitate real-world applications, including health-
care (Sheller et al., 2020) and natural language process-
ing (Hard et al., 2018; Ammad-Ud-Din et al., 2019), to
name just a few.

Along with its promising prospect, FL faces practical chal-
lenges from data heterogeneity (Li et al., 2020b), in that user
data from real-world is usually non-iid distributed, which
inherently induces deflected local optimum (Karimireddy
et al., 2020). Moreover, the permutation-invariant property
of deep neural networks has further increased the hetero-
geneity among user models (Yurochkin et al., 2019; Wang
et al., 2020b). Thus, performing element-wise averaging of
local models, as adopted by most existing FL. approaches,
may not induce an ideal global model (Li et al., 2020c;b).

A variety of efforts have been made to tackle user hetero-
geneity, mainly from two complementary perspectives: one
focuses on stabilizing local training, by regulating the devia-
tion of local models from a global model over the parameter
space (Li et al., 2020b; Dinh et al., 2020; Karimireddy et al.,
2020). This approach may not fully leverage the underlying
knowledge across user models, whose diversity suggests
informative structural differences of their local data and
thus deserves more investigation. Another aims to improve
the efficacy of model aggregation (Yurochkin et al., 2019;
Chen & Chao, 2021), among which knowledge distillation
has emerged as an effective solution (Lin et al., 2020; Li
& Wang, 2019). Provided with an unlabeled dataset as the
proxy, knowledge distillation alleviates the model drift issue
induced by heterogeneity, by enriching the global model
with the ensemble knowledge from local models, which is
shown to be more effective than simple parameter-averaging.
However, the prerequisite of a proxy data can leave such
an approach infeasible for many applications, where a care-
fully engineered dataset may not always be available on
the server. Moreover, by only refining the global model,
the inherent heterogeneity among user models is not fully
addressed, which may in turn affect the quality of the knowl-
edge ensemble, especially if they are biased due to limited
local data (Khoussainov et al., 2005), which is a typical case
for FL.

Observing the challenge in the presence of user heterogene-
ity and the limitations of prior art, in this work, we propose a
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data-free knowledge distillation approach for FL, dubbed as
FEDGEN (Federated Distillation via Generative Learning).
Specifically, FEDGEN learns a generative model derived
solely from the prediction rules of user models, which, given
a target label, can yield feature representations that are con-
sistent with the ensemble of user predictions. This generator
is later broadcasted to users, escorting their model training
with augmented samples over the latent space, which em-
bodies the distilled knowledge from other peer users. Given
a latent space with a dimension much smaller than the input
space, the generator learned by FEDGEN can be lightweight,
introducing minimal overhead to the current FL framework.

The proposed FEDGEN enjoys multifold benefits: i) It ex-
tracts the knowledge out of users which was otherwise mit-
igated after model averaging, without depending on any
external data. ii) Contrary to certain prior work that only
refines the global model, our approach directly regulates
local model updating using the extracted knowledge. We
show that such knowledge imposes an inductive bias to local
models, leading to better generalization performance under
non-iid data distributions. iii) Furthermore, the proposed
approach is ready to address more challenging FL scenarios,
where sharing entire model parameters is impractical due to
privacy or communication constraints, since the proposed
approach only requires the prediction layer of local models
for knowledge extraction.

Extensive empirical studies echoed by theoretical elabo-
rations show that, our proposed approach yields a global
model with better generalization performance using fewer
communication rounds, compared with the state-of-the-art.

2. Notations and Preliminaries

Without ambiguity, in this work, we discuss a typical FL.
setting for supervised learning, i.e., the general problem
of multi-class classification. Let X C RP be an instance
space, Z C R4 be a latent feature space with d < p, and
Y C R be an output space. T denotes a domain which
consists of a data distribution D over X and a ground-truth
labeling function ¢* : X — )Y, i.e. T := (D,c*). Note
that we will use the term domain and task equivalently.
A model parameterized by 8 := [07; 6P] consists of two
components: a feature extractor f : X — Z parametrized
by 6/, and a predictor h : Z — AY parameterized by 67,
where AY is the simplex over ). Given a non-negative,
convex loss function  : AY x ) — R, the risk of a model
parameterized by 6 on domain 7 is defined as £7(0) =

Eonp [ (h(f (x;67);67),c*(z))].

Federated Learning aims to learn a global model parame-
terized by 6 that minimizes its risk on each of the user tasks
Tr. McMabhan et al., 2017):

ming E7, e [Lr(0)], )]

min E

where 7 = {7, }5_, is the collection of user tasks. We
consider all tasks sharing the same labeling rules ¢* and
loss function I, i.e., Ty, = (D, ¢*). In practice, Equation 1
is empirically optimized by ming + Zszl L1,(6), where
Ly(0) = ﬁ Seien, LA(f(zs; 67);07),c"(xi))] is the
empirical risk over an observable dataset Dy. An implied
assumption for FL is that the global data D is distributed to
each of the local domains, with D = U{D;}K_,.

Knowledge Distillation (KD) is also referred as a teacher-
student paradigm, with the goal of learning a lightweight
student model using knowledge distilled from one or more
powerful teachers (Bucilua et al., 2006; Ba & Caruana,
2014). Typical KD leverages a proxy dataset Dp to min-
imize the discrepancy between the logits outputs from the
teacher model @7 and the student model O, respectively. A
representative choice is to use Kullback-Leibler divergence
to measure such discrepancy (Hinton et al., 2015):

mine; E, s, | Dcv. [o(g(/(2;64); 07)o(9(f (2:05):6%)]]

where ¢(-) is the logits output of an predictor h, and
o(+) is the non-linear activation applied to such logits, i.e.
h(z;0P) = o(g(z; 07)).
The idea of KD has been extended to FL to tackle user
heterogeneity (Lin et al., 2020; Chen & Chao, 2021), by
treating each user model @y, as the feacher, whose infor-

mation is aggregated into the student (global) model 8 to
improve its generalization performance:
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One primary limitation of the above approach resides in
its dependence on a proxy dataset Dp, the choice of which
needs delicate consideration and plays a key role in the
distillation performance (Lin et al., 2020). Next, we show
how we make KD feasible for FL in a data-free manner.
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Figure 1. Overview of FEDGEN: a generator G, (-|y) is learned
by the server to aggregate information from different local clients
without observing their data. The generator is then sent to local
users, whose knowledge is distilled to user models to adjust their
interpretations of a good feature distribution.
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Algorithm 1 FEDGEN

1: Require: Tasks {73} |;
Global parameters 6, local parameters {6, } 1
Generator parameter w; p(y) uniformly initialized;
Learning rate «, 3, local steps 7', batch size B, local
label counter c;..

2: repeat
3:  Server selects active users A uniformly at random,
then broadcast w, 0, p(y) to A.

4:  for all user k € A in parallel do

5 0k < 0,

6: fort=1,...,Tdo

7 {zi,yitiin ~ Tho {20 ~ G (19:), 5 ~ p(y) }is.
8 Update label counter c.

9 0y < 0, — 5V, J(0)). > Optimize Equation 5
10: end for
11: User sends 0y, ¢, back to server.
12:  end for
13:  Server updates 6 + ﬁ > ke Ok, and p(y) based

on {cy e
14 w <+ w— aVy,J(w).
15: until training stop

> Optimize Equation 4

3. FEDGEN: Data-Free Federated Distillation

via Generative Learning
In this section, we elaborate our proposed approach with a
summary shown in Algorithm 1. An overview of its learning
procedure in illustrated in Figure 1.

3.1. Knowledge Extraction

Our core idea is to extract knowledge about the global view
of data distribution, which is otherwise non-observable by
conventional FL, and distill such knowledge to local mod-
els to guide their learning. We first consider learning a
conditional distribution Q* : ) — X to characterize such
knowledge, which is consistent with the ground-truth data
distributions:

Q" = argmax E,,)Ezngay llogp(ylz)], (2)

Q.Y—X

where p(y) and p(y|z) are the ground-truth prior and pos-
terior distributions of the target labels, respectively, both
of which are unknown. To make Equation 2 optimizable
w.r.t @, we replace p(y) and p(z|y) with their empirical
approximations. First, we estimate p(y) as

x> B, p e (@) = )],

where I(-) is an indicator function, and Dy, is the observable
data for domain 7. In practice, p(y) can be obtained by
requiring the training label counts from users during the
model uploading phase. Next, we approximate p(y|x) using

the ensemble wisdom from user models:

T

Equipped with the above approximations, directly optimiz-
ing Equation 2 over the input space X’ can still be prohibitive:
it brings computation overloads when X is of high dimen-
sion, and may also leak information about the user data
profile. A more approachable idea is hence to recover an
induced distribution G* : ) — Z over a latent space, which
is more compact than the raw data space and can alleviate
certain privacy-related concerns:

)] E)

Following the above reasoning, we aim to perform knowl-
edge extraction by learning a conditional generator G, pa-
rameterized by w to optimize the following objective:

Z g(z;6%)) :|

(C))
where g and o are the logit-output and the activation func-
tion as defined in Section 2. Given an arbitrary sample
y, optimizing Equation 4 only requires access to the pre-
dictor modules 0}, of user models. Specifically, to enable
diversified outputs from G(-|y), we introduce a noise vector
e ~ N (0, I) to the generator, which is resemblant to the re-
parameterization technique proposed by prior art (Kingma
& Welling, 2014), so that z ~ G (-|ly) = Gu(y, €le ~
N(0,1)). We discuss more implementation details in the
supplementary.

log p(y|z) o log p(y|z; Ok).

G" = acl;g max By s Eznc(zly)

K
{Z log p(ylz; 6

k=1

Hgnj( w) = Eyp)BenGu (zly) |:

Given arbitrary target labels y, the proposed generator can
yield feature representations z ~ G, (+|y) that induce ideal
predictions from the ensemble of user models. In other
words, the generator approximates an induced image of a
consensual distribution, which is consistent with the user
data from a global view.

3.2. Knowledge Distillation

The learned generator GG, is then broadcasted to local users,
so that each user model can sample from G,, to obtain aug-
mented representations z ~ G, (-|y) over the feature space.
As a result, the objective of a local model 6y, is altered to
maximize the probability that it yields ideal predictions for
the augmented samples:

min J(0h) = Lr(0k) + Eympiy) 2 i) [(A(260)59)] (5)

where £4(04) == 23, cp, [l(h(f(xi;9,{);02)70*(3@-))]
is the empirical risk given local data Dj,.. We show later
that the augmented samples can introduce inductive bias to
local users, reinforcing their model learning with a better
generalization performance.
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Up to this end, our proposed approach has realized data-
free knowledge distillation, by interactively learning a
lightweight generator that primarily depends on the pre-
diction rule of local models, and leveraging the generator to
convey consensual knowledge to local users. We justify in
Section 6.2 that our approach can effectively handle user het-
erogeneity in FL, which also enjoys theoretical advantages
as analyzed in Section 4.

3.3. Extensions for Flexible Parameter Sharing

In addition to tackling data heterogeneity, FEDGEN can also
handle a challenging FL scenario where sharing the entire
model is against communication or privacy prerequisites.
On one hand, advanced networks with deep feature extrac-
tion layers typically contain millions of parameters (He
et al., 2016; Brown et al., 2020), which bring significant
burdens to communication. On the other hand, it has been
shown feasible to backdoor regular FL approaches (Wang
et al., 2020a). For practical FL applications such as health-
care or finance, sharing entire model parameters may be
associated with considerable privacy risks, as discussed in
prior work (He et al., 2020).

FEDGEN is ready to alleviate those problems, by sharing
only the prediction layer 67 of local models, which is the
primary information needed to optimizing Equation 4, while
keeping the feature extractor 0}: localized. This partial shar-
ing paradigm is more efficient, and at the same time less
vulnerable to data leakage, as compared with a strategy that
shares the entire model. Empirical study in Section 6.4
shows that, FEDGEN significantly benefits local users, even
without sharing feature extraction modules. We defer the
algorithmic summary of this variant approach to the supple-
mentary.

4. FEDGEN Analysis

In this section, we provide multiple perspectives to under-
stand our proposed approach. We first visualize what knowl-
edge is learned and distilled by FEDGEN, then analyze why
the distilled knowledge is favorable, from the viewpoint of
distribution matching and domain adaptation, respectively.
We primarily focus on interpreting the rationale behind FED-
GEN and leave detailed discussion and derivations to the
supplementary.

4.1. Knowledge Distillation for Inductive Bias

We illustrate the KD process in FEDGEN on a FL prototype,
which contains three users, each assigned with a disjoint
dataset Dy, k € {1,2,3}. When trained using only the
local data, a user model is prone to learn biased decision
boundaries (See Figure 2a).

Next, a generator G, (-|y) is learned based on the predic-
tion rule of user models. For clear visualizations, we learn

G (-]y) on the raw feature space Y — X C R? instead of
a latent space. As shown in Figure 3, r(z|y), which denotes
the distribution derived from G, (z|y), gradually coincides
with the ground-truth p(z|y) (Figure 2d), even when the
individual local models are biased. In other words, G, (x|y)
can fuse the aggregated information from user models to
approximate a global data distribution.

We then let users sample from G, (x|y), which serves as
an inductive bias for users with limited data. As a result,
each user can observe beyond its own training data and
adjust their decision boundaries to approach to the ensemble
wisdom (Figure 2b).

4.2. Knowledge Distillation for Distribution Matching
A notable difference between FEDGEN and prior work is
that the knowledge is distilled to user models instead of the
global model. As a result, the distilled knowledge, which
conveys inductive bias to users, can directly regulate their
learning by performing distribution matching over the latent
space Z:

Remark 1. Let p(y) be the prior distribution of labels,
and r(zly) : ¥ — Z be the conditional distribution de-
rived from generator G,. Then regulating a user model
0. using samples from r(z|y) can minimize the conditional
KL-divergence between two distributions, derived from the
generator and the user; respectively:

I%%X Bynp(y),znr(zly) [l0g p(yl2; Or)]

= min Dxw[r(z[y)lp(2ly; k)], (6)

where we define p(z|y; 0y ) as the probability that the input
feature to the predictor 8y, is z given that it yields a label y.
In practice, Equation 6 is optimized by using empirical sam-
ples from the generator: {(z,y)|y ~ p(y),z ~ Gu(z|y)},
which is consistent with the second term of the local model
objective (Equation 5), in that Vy € V-

max B r(zpy) logp(yl2: 6x)] = min By, (aly) [H((2 65);9)] -

Distinguished from prior work that applies weight regular-
ization to local models (Li et al., 2020b; Dinh et al., 2020),
FEDGEN can serve as an alternative and compatible solu-
tion to address user heterogeneity, which inherently bridges
the gap among user models w.r.t their interpretations of an
ideal feature distribution.

4.3. Knowledge Distillation for Improved
Generalization

One can also draw a theoretical connection from the knowl-
edge learned by FEDGEN to an improved generalization
bound. To see this, we first present a performance bound for
the aggregated model in FL, which is built upon prior arts
from domain adaptation (Ben-David et al., 2007; 2010):
Theorem 1. (Generalization Bounds for FL) Consider an

FL system with K users. Let Ty, = (Di,c*) and T = (D, c") be
the k-th local domain and the global domain, respectively. Let
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3-rd user decision boundary

(a) User decision bound-

aries before KD. aries after KD.

User decision boundary [after] distillation

(b) User decision bound-

Global model performance Global Data & Oracle Decision Boundary

(c) Global model deci-
sion boundaries.

(d) Oracle decision bound-
aries learned over all data.

Figure 2. After KD, accuracy has improved from 81.2% to 98.4% for one user ( Fig 2a - Fig 2b), while a global model obtained by
parameter-averaging (without KD) has 93.2% accuracy (Fig 2¢), compared with an oracle model with 98.6% accuracy (Fig 2d).
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(d) r(x|y) learned after
250 training steps.

(c) r(z]y) learned after
150 training steps.

Figure 3. Samples from the generator gradually approaches to ground-truth distribution, where each user model (teacher) sees limited,
disjoint local data. Background color indicates oracle decision boundaries learned over the global data.

R : X — Z be a feature extraction function that is simultaneously
shared among users. Denote hy the hypothesis learned on domain
Tk, and h = % Zszl hi the global ensemble of user hypotheses.
Then with probability at least 1 — §:

Lr(h) =Ly <11( > hk>

? Z (dHAH(ﬁhf)) + )\k)

k
4 2em 4K
— | dl log —
\/m o8 d tlog 1) )

where L1, (hy,) is the empirical risk on Ty, A, := miny (L7, (h)+
L7 (h)) denotes an oracle performance. ds s+ (Dy, D) denotes

the divergence measured over a symmetric-difference hypothe-
sis space. Dy, and D is the induced image of Dj, and D over
5, [B(2)] = v, [B(R(x))] given a
probability event B, and so for D.

R, respectively, s.t. E

Specifically, £7(h) is usually considered as an ideal upper-
bound for the global model in FL (Peng et al., 2019; Lin
et al., 2020). Two key implications can be derived from
Theorem 1: i) Large user heterogeneity leads to high dis-
tribution divergence (dy AH(ﬁky 15)), which undermines
the quality of the global model; ii) More empirical samples
(m) are favorable to the generalization performance, which
softens the numerical constraints.

In other words, the generalization performance can be im-

proved by enriching local users with augmented data that
aligns with the global distribution:

Corollary 1. Let T, Ti, R defined as in Theorem 1. D denotes
an augmented distribution, and D, = %(Dy, + Da) is a mixture

of distributions. Accordingly, Da, 15;6 denotes the induced image
of Da, D}, over R, respectively Let D, = D U DA be an
empirical dataset of Dy, with |Dy| = m, |D}| = m' > m. If

dynn(Da, D) is bounded, s.t 3 € > 0, dna(Da, D) < ¢ then
with probability 1 — §:

) < *Zﬁw hi) +

42 (diog 2™ 110g 2K %)
m’ d )

where T, = {Dj,c*} is the updated local domain,
dur1(Dy, D) < dusrwu(Dk,D) when € is small, and

\/%(dlog Qedm/ + log %) < \/%(dlog 22’” + log %).

Such an augmented distribution D4 can facilitate FL from
multiple aspects: not only does it relax the numerical con-
straints with more empirical samples (m’ > m), but it
also reduces the discrepancy between the local and global
feature distributions (dy A (252, D)). This finding coin-
cides the merits of FEDGEN: since the generator G, (z|y)
is learned to recover an aggregated distribution over the
feature space, one can treat samples from the generator
{zly ~ B(y),z ~ Gyu(z|y)} as the augmented data from
Da, which naturally has a small deviation from the global
induced distribution D. More rigorous analysis along this
line is left to our future work. We elaborate the role of such
an augmentation distribution D4 in the supplementary.

Z dyan(Di, D) + Ai)
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5. Related Work

Federated Learning (FL) is first proposed by (McMahan
et al., 2017) as a decentralized machine learning paradigm.
Subsequent work along this line tackles different challenges
faced by FL, including heterogeneity (Karimireddy et al.,
2020; Li et al., 2020b; Mansour et al., 2020), privacy (Duchi
et al., 2014; Agarwal et al., 2018), communication effi-
ciency (Guha et al., 2019; Konec¢ny et al., 2016), and conver-
gence analysis (Kairouz et al., 2019; Qu et al., 2020; Yuan &
Li, 2019). Specifically, a wealth of work has been proposed
to handle user heterogeneity, by regularizing model weight
updates (Li et al., 2020b), allowing personalized user mod-
els (Fallah et al., 2020; Dinh et al., 2020), or introducing
new model aggregation schemes (Yurochkin et al., 2019;
Mansour et al., 2020). We refer readers to (Li et al., 2020a)
for an organized discussion of recent progress on FL.

Knowledge Distillation (KD) is a technique to compress
knowledge from one or more teacher models into an empty
student (Hinton et al., 2015; Bucilua et al., 2006; Ba & Caru-
ana, 2014; Jacobs et al., 1991). Conventional KD hinges
on a proxy dataset (Hinton et al., 2015). More recent work
enables KD with fewer data involved, such as dataset dis-
tillation (Wang et al., 2018), or core-data selection (Tsang
et al., 2005; Sener & Savarese, 2018). Later there emerges
data-free KD approaches which aim to reconstruct samples
used for training the teacher (Yoo et al., 2019; Micaelli &
Storkey, 2019). Particularly, (Lopes et al., 2017) extracts the
meta-data from the teacher’s activation layers. (Yoo et al.,
2019) learns a conditional generator which yield samples
that maximizes the teacher’s prediction probability of a tar-
get label. Along the same spirit, (Micaelli & Storkey, 2019)
learns a generator by adversarial training. Different from
prior work, we learn a generative model that is tailored for
FL, by ensembling the knowledge of multiple user models
over the latent space, which is more lightweight for learning
and communication.

Knowledge Distillation in Federated Learning has re-
cently emerged as an effective approach to tackle user het-
erogeneity. Most existing work is data-dependent (Lin et al.,
2020; Sun & Lyu, 2020; Guha et al., 2019; Chen & Chao,
2021). Particularly, (Lin et al., 2020) proposed FEDDFU-
SION, which performs KD to refine the global model, as-
suming that an unlabeled dataset is available with samples
from the same or similar domains. Complementary KD
efforts have been made to confront data heterogeneity (Li &
Wang, 2019; Sattler, 2021). Specifically, (Li & Wang, 2019)
transmits the proxy dataset instead of the model parameters.
FEDAUX (Sattler, 2021) performs data-dependent distilla-
tion by leveraging an auxiliary dataset to initialize the server
model and to weighted-ensemble user models, while FED-
GEN performs knowledge distillation in a data-free manner.
FEDMI1X (Yoon, 2021) is a data-augmented FL framework,
where users share their batch-averaged data among others

to assist local training. On the country, FEDGEN extracts
knowledge from the existing user model parameters, which
faces less privacy risks. FEDDISTILL (Federated Distilla-
tion) is proposed by (Seo et al., 2020) which extracts from
user models the statistics of the logit-vector outputs, and
shares this meta-data to users for KD. We provide detailed
comparisons with work along this line in Section 6.

6. Experiments

In this section, we compare the performance of our pro-
posed approach with other key related work. We leave
implementation details and extended experimental results
to the supplementary.

6.1. Setup

Baselines: In addition to FEDAVG (McMahan et al., 2017),
FEDPROX regularizes the local model training with a prox-
imal term in the model objective (Li et al., 2020b). FE-
DENSEMBLE extends FEDAVG to ensemble the prediction
output of all user models. FEDDFUSION is a data-based
KD approach (Lin et al., 2020), for which we provide un-
labeled training samples as the proxy dataset. FEDDIS-
TILL (Jeong et al., 2018) is a data-free KD approach which
shares label-wise average of logit-vectors among users. It
does not share network parameters and therefore experi-
ence non-negligible performance drops compared with other
baselines. For a fair comparison, we derive a baseline from
FEDDISTILL, which shares both model parameters and the
label-wise logit vectors. We name this stronger baseline as
FEDDISTILL™.

Dataset: We conduct experiments on three image datasets:
MNIST (LeCun & Cortes, 2010), EMNIST (Cohen et al.,
2017), and CELEBA (Liu et al., 2015), as suggested by the
LEAF FL benchmark (Caldas et al., 2018). Among them,
MNIST and EMNIST dataset is for digit and character im-
age classifications, and CELEBA is a celebrity-face dataset
which is used to learn a binary-classification task, i.e. to
predict whether the celebrity in the picture is smiling.

Configurations: Unless otherwise mentioned, we run 200
global communication rounds, with 20 user models in total
and an active-user ratio r = 50%. We adopt a local updating
step T = 20, and each step uses a mini batch with size
B = 32. We use at most 50% of the total training dataset
and distribute it to user models, and use all testing dataset
for performance evaluation. For the classifier, we follow
the network architecture of (McMahan et al., 2017), and
treat the last MLP layer as the predictor 6% and all previous
layers as the feature extractor 0,]: . The generator G, is MLP
based. It takes a noise vector € and an one-hot label vector
y as the input, which, after a hidden layer with dimension
dy,, outputs a feature representation with dimension d. To
further increase the diversity of the generator output, we
also leverage the idea of diversity loss from prior work (Mao
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Figure 4. Visualization of statistical heterogeneity among users on MNIST dataset, where the x-axis indicates user IDs, the y-axis indicates
class labels, and the size of scattered points indicates the number of training samples for a label available to that user.

Top-1 Test Accuracy.

Dataset Setting FEDAVG FEDPROX FEDENSEMBLE FEDDISTILL FEDDISTILLY FEDDFUSION FEDGEN
MNIST a=0.05 87.70£2.07  87.49+2.05 88.85+0.68 70.56+1.24 86.70+£2.27 90.024+0.96 91.30+0.74
T—ZO’ a=0.1 90.16+0.59  90.10+0.39 90.78+0.39 64.11+ 1.36 90.28+0.89 91.114+0.43 93.03+0.32
B a=1 93.84+0.25 93.83 +£0.29 93.91£0.28 79.88+0.66 94.73£0.15 93.374+0.40 95.52+0.07
CeLEBA. T 5/10 87.48+0.39  87.67+0.39 88.48+0.23 76.68+£1.23 86.37+£0.41 87.01£1.00 89.70+0.32
T=20 T or=5/25 89.13£0.25  88.84+0.19 90.22+0.31 74.99£1.57 88.05+ 0.43 88.93£0.79 89.62+0.34
B r=10/25 89.12+0.20  89.01+0.33 90.08+0.24 75.88+1.17 88.14+0.37 89.25+0.56 90.29+0.47
a=0.05 62.254+2.82  61.93£2.31 64.99+0.35 60.49+1.27 61.56£2.15 70.40+0.79 68.53£1.17
EMNIST, «a=0.1 66.214+2.43  65.29+£2.94 67.53£1.19 50.32£1.39 66.06+3.18 70.944+0.76 72.15+£0.21
T=20 a=10 74.83+£0.69  74.24+0.81 74.90£0.80 54.77£0.33 75.55 £0.94 74.364+0.40 78.431+0.74
EMNIST, T=20 74.83+£0.99  74.12+0.88 75.12+£1.07 46.194+0.70 75.41£1.05 75.434+0.37 78.48+1.04
a=1 T=40 77.02+1.09  75.93 £0.95 77.68+0.98 46.724+0.73 78.12+£0.90 77.584+0.37 78.924+ 0.73

Table 1. Performance overview given different data settings. For MNIST and EMNIST, a smaller « indicates higher heterogeneity. For

CELEBA, r denotes the ratio between active users and total users. 71" denotes the local training steps (communication delay).
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et al., 2019) to train the generator model.

User heterogeneity: for MNIST and EMNIST dataset, we
follow prior arts (Lin et al., 2020; Hsu et al., 2019) to
model non-iid data distributions using a Dirichlet distri-
bution Dir(«), in which a smaller « indicates higher data
heterogeneity, as it makes the distribution of p(y) more
biased for a user k. We visualize the effects of adopting
different « on the statistical heterogeneity for the MNIST
dataset in Figure 4. For CELEBA, the raw data is naturally
non-iid distributed. We further increase the data heterogene-
ity by aggregating pictures belonging to different celebrities
into disjoint groups, with each group assigned to one user.

6.2. Performance Overview:
From Table 1, we can observe that FEDGEN outperforms
other baselines with a considerable margin.

Impacts of data heterogeneity: FEDGEN is the only al-
gorithm that is robust against different levels of user het-
erogeneity while consistently performs well. As shown in
Figure 5, the gain of FEDGEN is more notable when the
data distributions are highly heterogeneous (with a small ).
This result verifies our motivations, since the advantage of
FEDGEN is induced from the knowledge distilled to local
users, which mitigates the discrepancy of latent distributions
across users. This knowledge is otherwise not accessible by
baselines such as FEDAVG or FEDPROX.

As one of most competitive baselines, the advantage of
FEDDFUSION vanishes as data heterogeneity becomes mit-
igated, which gradually becomes comparable to FEDAVG,
as shown in Figure 5a and Figure S5c. Unlike FEDDFUSION,
the performance gain of our approach is consistently sig-
nificant, which outperforms FEDDFUSION in most cases.
This discrepancy implies that our proposed approach, which
directly distills the knowledge to user models, can be more
effective than fine-tuning the global model using a proxy
dataset, especially when the distilled knowledge contains
inductive bias to guide local model learning.

As a data-free KD baseline, FEDDISTILL experiences non-
negligible performance drops, which implies the importance
of parameter sharing in FL. FEDDISTILLT, on the other
hand, is vulnerable to data heterogeneities. As shown in
Table 1, it can outperform FEDAVG when data distributions
are near-iid (e.g. when o > 1), thanks to the shared logit
statistics as the distilled knowledge, but performs worse
than FEDAVG when « gets smaller, which indicates that
sharing such meta-data alone may not be effective enough
to confront user heterogeneity.

FEDENSEMBLE enjoys the benefit of ensemble predictions
from all user models, although its gain is less significant
compared with FEDGEN. We ascribe the leading perfor-
mance of our approach to the better generalized performance
of local models. Guided by the distilled knowledge, a user

model in FEDGEN can quickly jump out of its local opti-
mum, whose aggregation can be better than the ensemble of
potentially biased models as in FEDENSEMBLE.

Learning efficiency: As shown in Figure 6, FEDGEN has
the most rapid learning curves to reach a performance and
outperforms other baselines. Although FEDDFUSION en-
joys a learning efficiency higher than other baselines under
certain data settings, due the advantages induced from a
proxy data, our approach can directly benefit each local user
with actively learned knowledge, whose effect is more ex-
plicit and consistent (More illustrations in supplementary).

Comments on sharing generative model: Given a com-
pact latent space, the generative model can be lightweight
for learning or downloading. In practice, we use a genera-
tor network with 2 compact MLP layers, whose parameter
size is small compared with the user classification model.
The above empirical results also indicates that the leading
performance gain combined with a faster convergence rate
can trade off the communication load brought by sharing a
generative model.

6.3. Sensitivity Analysis

Impacts of straggler users: We explore different numbers
of total users versus active users on the CELEBA dataset,
with the active ratios r ranging from 0.2 to 0.9. Figure 5b
shows that our approach is next to FEDENSEMBLE when
the number of straggler users are high (r = 0.2, with 5
out 25 active users per learning round), and is consistently
better than all baselines w.r.t to the asymptotic performance
given a moderate number of active users. Combined with
Figure 6a and Figure 6b, one can observe that our approach
requires much less communication rounds to reach high
performance, regardless of the setting of straggler users.

Effects of different network architectures: we conduct
analysis on the MNIST dataset, using both CNN and MLP
network architectures. As shown in Figure 5d and Figure 5c,
the outstanding performance of FEDGEN is consistent
across two different network settings, although the over-
all performance trained with CNN networks is noticeably
higher than those with MLP networks.

Effects of communication frequency: We explore differ-
ent local updating steps 1" on the EMNIST, so that a higher
T means longer communication delays before the global
communication. Results in Table 1 indicates that our ap-
proach is robust against different levels of communication
delays (See supplementary for more results).

Effects of the generator’s network architecture and
sampling size: Extended analysis has verified that FED-
GEN is robust across different generator network architec-
tures (Table 2). Moreover, sampling synthetic data from
the generator only adds minor training workload to local
users (Table 2). The gain of FEDGEN over FEDAVG is con-



Data-Free Knowledge Distillation for Heterogeneous Federated Learning

Test Accuracy.
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Effects of the Generator Network Structure.
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Table 2. Effects of the generator’s network structure, using EMNIST dataset with o = 0.1.
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Figure 8. Learning curves on MNIST with limited param. sharing.

Top 1 Accuracy (%)

Algorithms ~ FEDAVG FEDDISTILLT FEDDFUSION FEDGEN

a=0.05 59.67+0.76 58.83+0.62 59.62+0.84  63.60+£0.63
a=0.1 58.39+0.74 56.254+0.98 58.38+£0.81  65.424+0.29
a=1 74.49+ 0.57 74.24+0.60 74.51£0.55  79.724+0.52
a=10 86.35+0.60 86.89+0.26 86.284+0.69  87.92+0.46

Table 4. Performance overview on MNIST, by only sharing the last
prediction layer.

sistently remarkable given different synthetic sample sizes,
whereas a sufficient number of synthetic samples brings
even better performance (Figure 7). Especially, in Table 2,
we explored different dimensions for the input noise (d.)
and the hidden layer (d;,) of the generator while keeping
its output layer dimension fixed (i.e. the dimension of the
feature space Z). Table 3 shows the training time for one
local update, averaged across users and the communica-
tion rounds. B¢ denotes the number of synthetic samples
used for each mini-batch optimization. By default, we set
Bg = B, and B is the number of real samples drawn from

Table 3. Effects of the number of synthetic samples, using EMNIST dataset with o« = 0.1.

the local dataset (see Algorithm 1).

6.4. Extensions to Flexible Parameter Sharing
Motivated to alleviate privacy and communication concerns,
FEDGEN is ready to benefit distributed learning without
sharing entire model parameters. To explore this potential,
we conduct a case study on FEDAVG, FEDDISTILLT, and
FEDGEN, where user models share only the last prediction
layer and keep their feature extraction layers localized. Note
that FEDDFUSION is not designed to address FL with partial
parameter sharing, which requires entire user models for
KD. For a fair comparison, we modify FEDDFUSION to let
it upload entire user models during the model aggregation
phase, but disable the downloading of feature extractors, so
that the server model can still be fine-tuned using the proxy
data.

Results in Table 4 show that our approach consistently out-
performs other baselines by a remarkable margin, the trend
of which is more significant given high data heterogeneity
(Figure 8). Its distinguished performance from FEDDFU-
SION verifies the efficacy of data-free distillation under this
challenging scenario. This promising results show that FED-
GEN has the potential to further reduce communication
workload, not only by fast convergence but also by a flexi-
ble parameter sharing strategy.

7. Conclusions

In this paper, we propose an FL paradigm that enables effi-
cient knowledge distillation to address user heterogeneity
without requiring any external data. Extensive empirical ex-
periments, guided by theoretical implications, have shown
that our proposed approach can benefit federated learning
with better generalization performance using less communi-
cation rounds, compared with the state-of-the-art.
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8. Theoretical Derivations

8.1. Notations and Preliminaries

Let X C RP be the input space, Z C R? be the latent feature space, and )V C R be the output space. R : X — Z denotes a
representation function that maps inputs into features. 7 denotes a domain (or task), which consists of a data distribution D over X’ and

a ground-truth labeling function ¢* : X — ). Given a domain 7 := (D, ¢*) and a representation function R, we use D to denote the
induced image of D under R (Ben-David et al., 2007), s.z. given a probability event I3,

E..5B(2)] = Ecnp[B(R(2))].
Accordingly, ¢* denotes the induced labeling function under R:
" (2) :=Eznp [ (2)|R(z) = 2].

Let h : Z — Y denote a hypothesis that maps features to predicted labels, and H C {h : Z — Y} denote a hypothesis class. For our
analysis, we assume the FL tasks are for binary classification, i.e. Y = {0, 1}, and the loss function is 0-1 bounded, with I(g, y) = |§ — y|.
Same assumptions have been adopted by various prior art (Ben-David et al., 2007; Blitzer et al., 2008; Ben-David et al., 2010; Lin et al.,
2020; Ben-David et al., 2007).

Given two distributions D and D’, dy (D, D’) is defined as the H-divergence between D and D', i.e.:

d'H(D7 D/) =2 sup |PrD(A) - Pr'D’ (A)|}7
Aec Ay

where A3 is a set of measurable subsets under D and D’ for certain h € H. Moreover, HAH is defined as the symmetric difference
hypothesis space (Blitzer et al., 2008), i.e.:

HAH := {h(z) ® W' (2),h,h' € H}
where @ denotes the XOR operator, so that h(z) & h’(z) indicates that h and h’ disagrees with each other. Accordingly, A# a3 is a set
of measurable subsets for V h(z) @ h'(z) € HAH. Then dy (-, -) is defined as the distribution divergence induced by the symmetric
difference hypothesis space (Blitzer et al., 2008):
dHAH(D,D/) =2 sup |PI‘D(.A) - PrD/ (.A)l}

A€Ayan

Specifically, let D, D’ be two arbitrary distributions on the input space X, and let D, D' be their induced images over R. Then based on
the definition of dz A% (-, -), one can have:

dron(D, D) =2 sup  [Esnp [Pr(A(R(2)))] — Eonpr [Pr(A(R(2)))]|

A€Ap A

=2 sup [E, 5 [Pr(A(z))] —E, 5 [Pr(A(2))]|
A€AyAn

=2 sup [Prp(A) —Prs (A}
A€EAy A

8.2. Derivations of Remark 1

Remark. Let p(y) be the prior distribution of labels, and r(z|y) : Y — Z be the conditional distribution derived from generator Ga,.
Then regulating a user model 0y, using samples from r(z|y) can minimize the conditional KL-divergence between two distributions,
derived from the user and from the generator, respectively:

r%%X ]Eywp(y),zwr(z\y) [lng(y|Z, ek)] = Helin DKL[T(Z‘y)Hp(ZkUv ek)]a
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Proof. Expanding the KL-divergence, we have

o Dxu[r(z|y)lp(2]y; k)] = Eympy) [Ez~’"<2‘y> {log %H

=Eyp)Eznr(zly) 1087 (2[Y)] = Eynp) Eznr(zpy) log p(2ly; 6)]
= —H(r(z[y)) = Eynp)Eznr(zpy) log p(z[y; 0)].
constant w.r.t O,
where H (r(z|y)) is constant w.r.t 8. Therefore when optimizing ), we have:
min Dxw[r(zly)llp(z]y; Ok)]
= n;in - Eyrwp(y),zrwr(z\y) [Ing(qu: ek)]
p(ylz; 01)p(2) ]
p(y)
= HéaX Epr(y)EZNT(Zly) [lng(y|Z7 ek) + lng(Z) - logp(y)}

k

= I%‘:X Eynp)Eznr(epy) [log

=maxEyp() Eervr(zly) [log p(y|2; Ok)]-

where H(r(z|y)) denotes the entropy of the probability distribution r(z|y) which is not optimizable w.r.t 8y, and p(z|y; 0x) =

2|z:8)p(2) g defined as the probability that the input representation to the predictor is z if it yields a label y. O

8.3. Derivations of Theorem 1

Before deriving Theorem 1, we first present an upper-bound for the generalization performance from prior art (Ben-David et al., 2007),
which analyzes the role of a feature representation function in the context of domain adaptation:

Lemma 1. Generalization Bounds for Domain Adaptation (Ben-David et al., 2007; Blitzer et al., 2008):

Let Ts and Tr be the source and target domains, whose data distributions are Ds and Dr. Let R : X — Z be a feature representation

function, and Ds, Dr be the induced images of Ds and Dt over R, respectively. Let H be a set of hypothesis with VC-dimension d.
Then with probability at least 1 — 5,V h € H.:

5 4 2 4 .
L7 (h) < Lrs(h) + \/m (dlog edm +log 7> + dyan(Ds, Dr) + A, 8)

o

where e is the base of the natural logarithm, ﬁTS (h) is the empirical risk of the source domain given m observable samples, and
A = minpey (L7 (h) + L5 (h)) is the optimal risk on the two domains.

One insight from Lemma 1 is that a good representation function plays a tradeoff between minimizing the empirical risk (ﬁTS (h)) and
the induced distributional discrepancy ( dy A (Ds, Dr)). Based on Lemma 1, one can establish Theorem 1 as the following:

Theorem. (Generalization Bounds for FL) Consider an FL system with K users. Let T, = (Dy,c*) and T = (D, c*) be the k-th
local domain and the global domain, respectively. Let R : X — Z be a feature extraction function that is simultaneously shared among

users. Let hy denote the hypothesis learned on domain Ty, and h = % Zszl hi, be the global ensemble of user predictors. Then with
probability at least 1 — §:

1 A 1 ~ 4 2em 4K
< = — D, D — 1 log —
Lr(h) < % kEZ[K] L, (he) + % kEZ[K](dHAH( e D) + Ak) + \/m (d og == +log — ),

where L1, (hy) is the empirical risk of hy, Ax := min, (L7, (k) + L1 (h)) denotes an oracle performance on Ty, and T, and Dy, and D
is the induced image of Dy, and D from R, respectively, s.t. E [B(2)] = Ez~p, [B(R(x))] given a probability event B, and so for

D.

2Dy

Proof. By treating each one of the local domains k € [K] as the source and the global domain as the farget, one can have that, V 6 > 0,
with probability 1 — £

N o~ 4 2 4K
L7 (he) < L7, (hie) + dran(Dr, D) + Ak + \/m (dlog % + log T)
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Also, due to the convexity of risk function and Jesen inequality, one can have:

Lr(h) = th <—Z£Thk

kE[K]

Therefore,

1 . -~ 4 2 4K
Pr ET(thkez[;q L7, (hi) + Z(dHM(Dk,D)HkH\/ (dlog Zm—i-logT)

ke[K]

1 1 . L 2 4K
<P D Lr(h) > 2 > | Lrh)+ D <dHM<Dk,D>+Ak>+\/m (d1 0g = +1og7)

kE[K] ke[K] ke[K]

<Pr \/ Lr(he) > ﬁTk (hi) + d’HAH('ﬁk, f)) + Ak + \/:i (dlog 2(;771 + log %)
| kelK)
<> S _s
ke(K] K

O

Theorem 1 shows that the performance of the aggregated hypothesis is upper-bounded by: 1) the local performance of each user
hypothesis (L7; (h)), 2) the dissimilarity between the global and local distributions over the feature space (dy A3 (D, D)), 3) the oracle

performance (\y), and 4) the numerical constraints regarding the number of empirical samples m and the VC-dimension d.
8.4. Derivations of Corollary 1

Corollary. Let T, Tx, R defined as in Theorem 1. Dy denotes an augmented data distribution, and D}, = %(Dk + Da) is a mixture
of distributions. Accordingly, Da and f)k denote the induced image of Da and D}, over R, respectively. Let ZA)]'C = Dy, UDa be
an empirical dataset of D}, with |Di|=m, |D}| = |Di| + |Da| = m’ . Assume the discrepancy between Dy and D is bounded, s.t
Jde> 0, dHAH(DA,D) < €, then with probability 1-6:

2 4K
<chT, (hi) + KZdHM Dy, D Z/\k+\/ (dlog e;” + log 5> ©)

where Ty = {D},, ¢} is the updated local domain, X}, = miny, (L7 (h)+L7 (h)) denotes the oracle performance, and dy 3¢ (D, D) <

durn (ﬁk, @) when € is small.

Proof. Equation 9 can be directly derived by Theorem 1. We now focus on analyzing the relation between dHAH(f)k, ﬁ) and
du s (D}, D), which is the data dissimilarity before and after data augmentation using samples from distribution D 4, respectively.

Based on the definition of dz A (-, -), one can derive that:

dyan(Dj, D)
=2 sup |E._p; [Pr(A(2)] — E._p [Pr(A(2))]
A€Aynn
=2 s [Byp, i, PAE)] — .p PAG)]
=2 sup |1E.p, [PrOAG)] + 5E. 5, PHAG)] ~ E.op [Pr(A(z))]\
A€Aynn
< s [ g, [PAGR)] — Eoop PHAR)]| + sup [E. g, [Pr(A(=))] — E._p [Pr(A(2)
AEAy Ay A€AyAH

T L
=§dHAH(Dk,D) + §dHAH(DA7 D).

It is clear that %dH AH (15 A, ﬁ), which is bounded by e, affects the dissimilarity between the induced image of local and the global
distribution, therefore plays a key role in upper-bounding the global performance (L7 (h) in Equation 9). Next, we discuss different
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scenarios when FL can benefit from such augmented data, and when the quality of augmented distribution D 4 can limit the generalization
performance of the aggregated model.

D 4 can benefit local users when ¢ is small: To see this, one can assume that:

dyan(Da,D) =€ < min dyan(Dr, D),
of which the intuition is that, after feature mapping, the discrepancy between the augmented distribution and the global distribution is
smaller than the discrepancy between an individual user and the global. Based on this assumption, one can conclude that V 75, € T

1 -1 -
dwan(Dy, D) =5@usn(Dr, D) + 5dusn(Da, D)

1 S -
< EdHAH (Dy, D) + min dysn(Dj, D)
<dwuan(Dx, D),

Therefore, a small dyAn (15 A, ﬁ) benefits local users w.r.t their generalization performance, by both reducing the data discrepancy and
enriching the empirical samples, in that:

L (hi) < Ly (he) + N + < dynrn (D, D)+ \/:l, <d log Qe;n + log %) ( Derived from Lemma 1).
[ —

<d3 A3 (Dy,D)

</ 7 (dlog 29 +log 3)

D 4 has positive effects on the generalization performance when ¢ is moderate: Instead, one might as well assume that

K
L 1 .
durn(Da,D) =€e< % ;dHAH(Dk7D)7

which implies that, after feature mapping over R, the dissimilarity between D 4 and the global distribution D is at least as small as the
average dissimilarity between local users and the global. Based on this assumption, one can derive that:

., o~ S~ 4 2em’ 4 4 2em 4
D;., D) < Dy, D — (dl log = | <4/— (dlog == +1log -
;dHAH( k> D) < gdHAH( k> D), \/m, (d og —— + og5> < \/m (d og —— tlog 5)7

which can still contribute to a tighter upper-bound for the global performance in Equation 9, compared with not using the augmented data.

Conversely, when ¢ is over-large, which implies that D4 is not relevant to the original FL task, it may have negative impacts on the
generalization performance. O

9. Extended Experiments

We first discuss some practical considerations for implementing our algorithm:

» Weighting user models: User models vary in their ability to predict certain labels over others due to their statistical hetero-
geneity. Therefore, we use the number of training labels available to users to summarize a weight matrix A = {Aj|c €

YV, ke{1,2,---,K}}, st Ve, i, 4, % = % indicates the ratio of training samples for label c between two users 7 and 7, and
J J

>k Ak = 1Ve € Y. We then apply this weight matrix to adjust the generator objective as the following:

K

, 1
min J(w) := Eywpy) Ezncuy 2ly) {/\Zl (U (g >, 9 95)) y)] :

We found that this weighted objective can further mitigate the impact of negative ensemble, especially when a teacher model is too
weak to predict certain labels due to lacking training samples of that category.

Stochastic generative learning: Built upon prior arts on generative learning (Kingma & Welling, 2014), we use an auxiliary noise
vector with dimension d,, to infer the desirable feature representation for a given label y, s.t. z ~ G (:|y) = Guw(y, €le ~ N(0,1)).
To further increase the diversity of the generator output, we also leverage the idea of diversity loss from prior work (Mao et al.,
2019) to train the generator model.

9.1. Prototype Results
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We adopt an one-round FL setting for the prototype experiment, for which the dataset Userl User2 User3 Oracle
Before  97.1 81.3 81.2

distributions of local users, as well as their model decision boundaries before and 98.4
after knowledge distillation, are illustrated in Figure 9. Accuracy of user models on After 98.6 98.3 98.2

the global dataset is also summarized in Table 5, from which one can observe that
the generalization performance of user models have been notably improved by the Table 5. Accuracy (%) before and after KD.
distilled knowledge.

1-st user data. 2-nd user data. 3-rd user data. Total data.

(a) Local user data distribution and total data distribution.
1-st user decision boundary.  2-nd user decision boundary.  3-rd user decision boundary. Oracle decision boundary.

(b) User models generate biased decision boundaries before KD, provided with incomplete local data.

1-st user decision boundary 2-nd user decision boundary 3-rd user decision boundary Oracle Decision Boundary

(c) Decision Boundaries of user models are improved after KD.

Figure 9. Knowledge distillation process for the prototype experiment.

9.2. Experimental Setup

We provide the network architecture for the generator and the classifier in Table 6 and Table 7. For the generator G.,, we adopt a two-MLP
layer network. It takes a noise vector € and an one-hot label vector y as the input, which, after a hidden layer with dimension dj, outputs a
feature representation with dimension d. For the classifier, we adopt a network architecture with a CNN module followed by a MLP
module. Hyperparameter settings for the experiments are provided in Table 8.

Dataset Hyperparameter Value
Dataset Hyperparameter Value CNN Module [16, M, 32, M, 64]
CELEBA do,dp,d  32,128,32 CELEBA  MILP Module [784, 32]
MNIST& EMNIST dp,dp,d 32,256, 32 MNIST CNN Module [6, 16]
& EMNIST MLP Module [784, 32]

Table 6. Network architecture for the generator G, .

Table 7. Network architecture for the classification model.
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Hyperparameter Value
Learning rate 0.01
Optimizer sgd
Local update steps (7") 20
Shared Parameters Batch size (B) 32
Communication rounds 200
# of total users 20
# of active users 10
FEDDFUSION Ensemble Optimizer adam
Generator learning rate 10~4
Ensemble batch size 128
FEDGEN Generator Optimizer adam
Generator learning rate 10~4
Generator inference size 128

User distillation batch size 32

FEDDISTILL& FEDDISTILLT  Distillation coefficient 0.1

FEDPROX Proximal coefficient 0.1

Table 8. We use the above configurations for experiments unless mentioned otherwise.

9.3. FEDGEN with Partial Parameter Sharing

Algorithm 2 summarizes an variant approach of FEDGEN for a specific FL setting, where only the last prediction layer is shared among
users while keeping the feature extraction layers localized.

Algorithm 2 FEDGEN with Partial Parameter Sharing

1: Require: Tasks Ty, k€ {1,--- , K};

Global predictor 7, local parameters {0, = [0}; OV

Generator parameter w; p(y) uniformly initialized;

Learning rate «, f3, local steps ', batch size B, local label counter cy,.
2: repeat
3 Server selects active users .4 uniformly at random, then broadcast w, 67, p(y) to A.
4:  for all user k£ € A in parallel do
5 0, < 07,
6: fort=1,...,Tdo
7
8
9

{zi, i}y ~ Tes {20 ~ Guo (-190), 55 ~ Bly) Vit
Update label counter c.
: Ok «— gk — ﬂngJ(Ok)
10: end for
11: User sends OZ, ¢, back to server.
12:  end for
13:  Server updates 7 + ﬁ > ke 0r. and p(y) based on {cy frea.
14:  w <+ w— aVy,J(w).
15: until training stop

9.4. Extended Experimental Results

We elaborate the learning curves trained on the MNIST, CELEBA, and EMNIST dataset in Figure 10, Figure 11, and Figure 12, respectively,
with their performance summarized in Table 9.
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Figure 10. Performance curves on MNIST dataset, where a smaller a denotes larger data heterogeneity.
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(b) CELEBA, r = 5/10.
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Figure 11. Performance curves on CELEBA dataset.
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Figure 12. Performance curves on EMNIST dataset, under different data heterogeneity and communication frequencies.
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Top-1 Test Accuracy.

Dataset  Setting FEDAVG  FEDPROX FEDENSEMBLE FEDDISTILL FEDDISTILLT FEDDFUSION FEDGEN
a=0.05 87.70+2.07 87.49+£2.05 88.85+0.68  70.56+1.24 86.70+2.27  90.02+0.96 91.30+0.74
a=0.1 90.16+0.59 90.10£0.39  90.78+0.39  64.11£1.36 90.28+0.89  91.11+£0.43 93.03+0.32
a=1 93.844+0.25 93.83 £0.29 93.91+0.28  79.884+0.66 94.73+0.15  93.37£0.40 95.52+0.07
a=10 94.23£0.13 94.06£0.10  94.25+0.11  89.214+0.26  95.04+£0.21  93.36£0.45 95.79+0.10

r=5/10 87.48+0.39 87.67+0.39  88.48+0.23  76.68+1.23 86.37+0.41  87.01+1.00 89.70+0.32
CELEBA r=05/25 89.13£0.25 88.84+£0.19  90.22+0.31  74.99+1.57 88.05+0.43 88.93+£0.79 89.62+0.34
r=10/25 89.12+0.20 89.01+0.33  90.08+0.24  75.88+1.17 88.14+0.37  89.25+0.56 90.29+0.47

a=005 6225+2.82 61.93+2.31 64.99+£035 60.49+1.27 61.56+2.15 70.40+£0.79 68.53£1.17

EMNIST, oo =0.1 66.21+£2.43 65.29+£2.94  67.53+1.19 50.32£1.39 66.06+3.18  70.94+0.76 72.15+0.21
T7=20 a«a=1 74.83£0.99 74.12+£0.88  75.12+1.07  46.19+0.70 75.41£1.05  75.43+0.37 78.48+1.04
a=10 74.83+£ 0.69 74.24+£0.81  74.90+0.80  54.77+0.33 75.55+£0.94 74.36+£0.40 78.43+0.74

a=0.05 6451£1.13 63.60+0.69  65.74+£0.45 60.73+£1.62 60.73+1.06 70.46£1.16 67.64 £0.75

EMNIST, av=0.1 67.71£1.31 66.79+0.77  68.96+0.66  49.54£1.18 67.01+£0.38  71.55+0.43 70.90 +0.49
T=40 «a=1 77.02£1.09 7593 £0.95 77.68+0.98  46.72+0.73  78.12£0.90  77.58+0.37 78.92+ 0.73
a=10 77.52+£0.66 76.54+£0.71  77.92+0.62  54.85+0.44 78.37+£0.76  77.31£0.45 79.29+0.53

MNIST

Table 9. Performance overview under different data heterogeneity settings. For MNIST and EMNIST, user data follows the Dirichlet
distribution with hyperparameter «, with a smaller « indicating higher heterogeneity. For CELEBA, r denotes the ratio between active
users and total users. 7" denotes the local training steps (communication delay). All above experiments use batch size B=32.



