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Abstract

Social media and other platforms rely on automated de-
tection of abusive content to help combat disinformation, ha-
rassment, and abuse. One common approach is to check user
content for similarity against a server-side database of prob-
lematic items. However, this method fundamentally endangers
user privacy. Instead, we target client-side detection, notifying
only the users when such matches occur to warn them against
abusive content.

Our solution is based on privacy-preserving similarity test-
ing. Existing approaches rely on expensive cryptographic
protocols that do not scale well to large databases and may
sacrifice the correctness of the matching. To contend with this
challenge, we propose and formalize the concept of similarity-
based bucketization (SBB). With SBB, a client reveals a small
amount of information to a database-holding server so that it
can generate a bucket of potentially similar items. The bucket
is small enough for efficient application of privacy-preserving
protocols for similarity. To analyze the privacy risk of the re-
vealed information, we introduce a framework for measuring
an adversary’s confidence in inferring a predicate about the
client input correctly. We develop a practical SBB protocol for
image content, and evaluate its client privacy guarantee with
real-world social media data. We then combine SBB with
various similarity protocols, showing that the combination
with SBB provides a speedup of at least 29 x on large-scale
databases compared to that without, while retaining correct-
ness of over 95%.

1 Introduction

Faced with various policy-violating activities ranging from
disinformation [64] to harassment [21,35,51] and abuse [10,
78], social media companies increasingly rely on automated
algorithms to detect deleterious content. One widely used
approach is to check that user content is not too similar to
known-bad content. For example, to detect child sexual abuse
imagery [10], some platforms utilize similarity hashing ap-
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proaches like PhotoDNA [54] or PDQHash [1]. These ap-
proaches map user-shared images into unique representations
that encode perceptual structure, enabling quick comparisons
against a database of hash values. Such approaches could be
helpful for combating other forms of bad content, such as the
viral spread of visual misinformation on end-to-end encrypted
messaging services [64]. For example, they could augment
other efforts to provide users with important context about
shared content [5, 16].

Currently deployed approaches rely on sending user con-
tent or a similarity hash of the content to a moderation ser-
vice. This risks user privacy. As we detail in the body, the
service can easily match a submitted similarity hash against
known images to learn the content of a user’s image with
overwhelming confidence. Privacy can be improved utilizing
cryptographic two-party computation (2PC) [44, 82] tech-
niques to only reveal matching content to the moderation
service and nothing more. The recent CSAM image detec-
tion system proposed by Apple [3] goes one step further and
notifies the platform only when the number of matching im-
ages surpasses a certain threshold. Automated notification
of platforms necessarily raises concerns about privacy and
accountability (e.g., how to ensure the system is not used for
privacy-invasive search for benign images).

An alternative approach is to have only the client learn the
output of similarity checks, to enable client-side notifications,
warning or otherwise informing users. This may not be suit-
able for all classes of abusive content, such as CSAM, where
the recipient may be adversarial, but could be useful for other
abuse categories (misinformation, harassment, etc.). However,
the scale of databases makes it prohibitive both to send the
known-bad hashes to the client or, should hashes be sensitive,
apply 2PC techniques to ensure as little as possible about
the database leaks to clients. For an example of the latter,
Kulshrestha and Mayer’s [44] private approximate member-
ship computation (PAMC) protocol achieves state-of-the-art
performance, but nevertheless requires about 27 seconds to
perform a similarity check against a database with one million
images. The protocol also has an average false negative rate of



almost 17% for slightly transformed images, meaning many
similar images may be erroneously marked as dissimilar.

In this work, we target client-side detection, in order to
warn users against abusive content. To this end, we explore
the question of how to scale privacy-preserving image simi-
larity protocols, while preserving correctness of the similarity
testing. We introduce and formalize the concept of similarity-
based bucketization (SBB). The idea is to reveal a small
amount of structured information in a message to a database-
holding server, so that it can determine a bucket of possibly
relevant database entries. Ideally the bucket consists of only
a small fraction of the full database, enabling use of a sub-
sequent similarity testing protocol on the bucket to perform
the final similarity check. We explore instantiating the testing
protocol in a variety of ways.

The key technical challenge facing SBB is balancing the
competing goals of minimizing bucket size (efficiency) with
leaking as little information as possible (privacy). For ex-
ample, one could modify a standard similarity hash, say
PDQHash, to provide only very coarse comparisons. But as
we will show, this still leaks a lot of information to the server,
allowing high-confidence attacks that can associate the coarse
hash to the specific content of a client request. More broadly
we need a framework for navigating this tension.

We propose such a framework. It formalizes information
leakage using a game-based definition. To be specific, an
adversarial server attempts to learn, from an SBB message
generated for some image drawn from an adversary-known
distribution, a predicate about the underlying image. As an
important running example, we use a “matching predicate”
that checks if the underlying image has the same perceptual
hash value as that of a known target image. Unlike in more
traditional cryptographic definitions (e.g., [31]), we do not re-
quire the adversarial server to have negligible success (which
would preclude efficiency) and instead offer a range of mea-
sures including accuracy improvement over baseline guessing,
adversarial precision, and adversarial area under the receiver
operating characteristic curve (AUC). Indeed, there is no one-
size-fits-all approach to measuring privacy damage, and our
framework allows one to more broadly assess risks.

We offer a concrete SBB mechanism that increases adver-
sarial uncertainty compared to naive approaches. It converts
any similarity hash that uses Hamming distance to a privacy-
preserving coarse embedding; we focus on PDQHash because
it is widely supported. We combine techniques from locality-
sensitive hashing [30] with lightweight noise mechanisms.
The ultimate algorithm is conveniently simple: apply a stan-
dard PDQHash to an image, choose a designated number d
of bit indices randomly, flip each selected bit with probabil-
ity v, and then send the resulting d bits and their indices to
the server. An image in the server’s database is included in a
bucket should k or fewer of the relevant d bits of its PDQHash
mismatch with those that are sent from the client.

Using real-world social media data, we empirically assess

correctness, efficiency and privacy under various definitions.
We explore various settings of d, vy, and k, and show that it
is possible to ensure average bucket sizes of 9.3% of the
database, while: (1) ensuring that the similar images are in-
cluded in the bucket at least 95% of the time, and (2) an
optimal adversary for the matching predicate achieves less
than 50% precision, signifying low confidence in matching
attacks. We caution that these empirical results are dataset-
dependent, and may not generalize to every potential use case.
Instead they can be interpreted as a proof-of-concept that SBB
works in a realistic scenario.

We then combine our SBB mechanism with various sim-
ilarity protocols, with different privacy guarantees for the
server’s content. For the expedient approach of downloading
the bucket of server PDQHash values and performing compar-
isons on the client side, SBB provides a speedup of 29x or
more. A full similarity check requires less than 0.5 seconds
for a database of 22 images. We also explore using SBB
to speed up an ad hoc similarity protocol based on secure
sketches [20], as well as 2PC protocols implemented in the
EMP [77] and CrypTen [43] frameworks. Our experiments
indicate that SBB can provide speed-ups of 601 %, 97x, and
67x, respectively, and often enables use of 2PC that would
fail otherwise due to the size of the database.

We conclude by discussing various limitations of our re-
sults, and open questions that future work should answer be-
fore deployment in practice. Nevertheless, we expect that our
SBB approach will be useful in a variety of contexts. En-
crypted messaging apps could use it to help warn users about
malicious content, with significantly better privacy than ap-
proaches that send plaintext data to third-party servers [5, 16].
In another setting, social media platforms that currently query
their users’ plaintext data to third-party services to help iden-
tify abuse (e.g., [26, 74]) could use our techniques to improve
privacy for their users. To facilitate future research, our proto-
type implementation is publicly available.'

2 Background and Existing Approaches

In this section, we provide some background about a key mo-
tivating setting: providing client-side detection of bad content
in end-to-end (E2E) encrypted messaging. That said, our ap-
proaches are more general and we discuss other deployment
scenarios in Appendix D.

Content detection and end-to-end encryption. Content
moderation aims to mitigate abuse on social media platforms,
and can include content removal, content warnings, block-
ing users, and more. Most moderation approaches rely on
detecting objectionable content, particularly at scale where
automated techniques seem to be requisite. Social media com-
panies often maintain large databases of known adversarial
content [10,54] and compare a client message with items in
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the databases to see if the message is sufficiently similar to
some piece of adversarial content. However, this approach
requires the client to reveal plaintext message content, which
stands in tension with privacy-preserving technologies like
E2E encryption. On the other hand, leaving contents unmoder-
ated on the platform is unsatisfactory given the harms caused
by abusive content such as misinformation, child sexual abuse
material (CSAM), harassment, and more.

Governments” and non-governmental organizations’ have
for many years emphasized the need for technical innovations
that could enable law enforcement access to encrypted data,
while minimizing risks of privacy violation [2,23, 68]. How-
ever, security experts have repeatedly expressed concern that
such ‘backdoor’ access would fundamentally break the pri-
vacy of E2E encryption [18,42,55,61] or, if it provided content
blocking functionality, enable problematic censorship [61].

In this work, we target mitigations that allow privacy-
preserving client-side detection of content similar to known
bad content. We focus on images, as discussed below. Our
protocol is agnostic to how client software uses this detection
capability, but we believe that client software should be de-
signed to empower users with information and the ability to
make their own decisions about content.

Our techniques may be useful, for example, to mitigate
the increasing use of E2E encrypted messaging for harmful
disinformation campaigns [33,64]. A widely discussed ap-
proach is to warn users against known disinformation. Recent
research [41] has shown that when carefully designed, such
warnings are effective in guiding user behaviors to avoid dis-
information. Our work provides a technical solution for the
client-side warning mechanism. To be specific, the proposed
system queries whether a client’s received content is similar
to known disinformation and returns the answer only to the
client. Such a design avoids both outright censorship and no-
tifying platform operators that a particular client received a
particular piece of content. This solution would enable the
kinds of user-initiated known content detection approaches
that have been suggested recently [11,52], and could help
complement existing anti-abuse techniques that do not con-
sider content, such as those used in WhatsApp [79].

But warning-style approaches that inform and empower
users may not be suitable for threats like CSAM, where the
recipients of messages can themselves be bad actors. Here
client software would seemingly have to limit user choice, au-
tomatically blocking detected content and/or notifying some
authority about it. Recent designs for CSAM mitigations in-
clude the Kulshrestha-Mayer protocol [44] (when used to
notify the platform) and the CSAM detection proposal by
Apple [3]. Cryptographers have, in turn, raised the alarm that,
while efforts to combat CSAM are laudable, these platform-
notifying systems represent a potential E2E encryption back-
door that is subject to misuse by platform operators or govern-
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ments [32,53] and that future work is needed to make such
systems transparent and accountable. Our work is different, as
we target client-side notification and not platform notification.

Another concern is that even client-side notification ends
up a stepping stone towards riskier backdoor/censorship mech-
anisms, because once the former is deployed it will be easier
to deploy, or justify deploying, the latter. Client-side function-
ality at least provides the opportunity for activists and others
to detect changes to client-side software and understand their
effects, adding some transparency and accountability. At the
same time, arguments for, or against, various anti-abuse mech-
anisms would do well to delineate between approaches that
empower users to understand and control their online expe-
rience (warnings, the ability to select users/content to block)
and that disempower users (client-side or platform-side auto-
matic censorship). We believe our techniques will be useful
for the former, without intrinsically promoting the latter.

Client-side similarity testing and privacy. As mentioned
above, we focus on private image similarity testing services.
These allow a client, who receives some value w on an E2E
encrypted platform, to submit a request to a service provider
holding a database B; the response indicates to the client
whether w is similar to any item in . As the database B
may be quite large, we need scalable solutions. The service
provider could be the messaging platform, or a third party
service. In the case when the provider is a third party service,
the protocol runs between the client and the testing service,
without involvement of platform servers.

A key concern will be the privacy risk imposed on clients
by a testing service. Our threat model consists of an adversary
in control of the service’s servers, who wants to learn infor-
mation about a client’s image w by inspecting messages sent
to the service in the course of similarity testing. This is often
referred to as a semi-honest adversary, though our approaches
will meaningfully resist some types of malicious adversaries
that deviate from the prescribed protocol. In terms of privacy
threat, we primarily focus on what we call a matching attack,
in which the adversary wishes to accurately check whether
w matches some adversarially chosen image (see Section 4
for a formalization). A matching attack enables, for exam-
ple, adversarial service operators to monitor whether clients
received any image on an adversarially chosen watchlist.

In this initial work we primarily focus on the risks against
a single query from the client, and explicitly do not consider
adversaries that just want to recover partial plaintext infor-
mation, such as if the adversary wants to infer if an image
contains a person or not. While we believe our results also
improve privacy for such attacks, we do not offer evidence
either way and future work will be needed to explore such
threats. We also do not consider misbehaving servers that
seek to undermine correctness, e.g., by modifying 5 to force
clients to erroneously flag innocuous images. How to build
accountability mechanisms for this setting is an interesting



open question. We simulate the scenarios of adversaries that
somehow can take advantage of known correlations between
queried images in Appendix E and propose potential mitiga-
tion solutions in Section 7.

Nevertheless there are already several challenges facing
developing a service that prevents accurate matching attacks
in our setting. While prior work has established practical pro-
tocols for private set membership [45,75], these only provide
exact equality checks. Even small manipulations such as im-
age re-sampling, minor cropping, or format conversion make
exact matching schemes fail. Second, the database B can be
arbitrarily large and may require frequent update. For instance,
the published dataset from Twitter with activities of accounts
associated to the Russian Internet Research Agency consist
of 2 million images in total [29].

Existing approaches. We review deployed systems and
suggested designs for image similarity testing.

Plaintext services. Most current deployments have the
client upload their image to a third party service. A prominent
example is the PhotoDNA service. After a client submits an
image to the service, it immediately hashes the image using
a proprietary algorithm [54]. Importantly, the hash can be
compared to other hashes of images in a way that measures
similarity of the original images. Such hashes are often called
similarity hashes [15,58] or perceptual hashes [83]. (We show
examples later.) The original image that was sent to the ser-
vice is deleted after hashing. This plaintext design has various
benefits, including simplicity for clients and the ability to
hide the details of the hashing used. The latter is important in
contexts where malicious users attempt to modify an image
w € B in the service’s bad list to create an image w’ that will
not be found as similar to any image in 5 (including w) [81].

Another example of a plaintext service is WhatsApp’s in-
app reverse search function to combat visual misinforma-
tion [5], rolled out in June 2020. This feature allows users to
submit their images to Google reverse image search for the
source or context of a specific image. In this case, the user
needs to reveal their image to both Google and WhatsApp,
sacrificing user privacy.

Hashing-based services. For privacy-aware clients, reveal-
ing plaintext images represents a significant privacy risk. An
alternative approach is to use a public hashing algorithm, have
the client first hash their image, and submit only the resulting
representation to the similarity checking service. While this
requires making the hashing algorithm available to clients
(and, potentially, adversarial users), it improves privacy be-
cause the original images are not revealed to the service. It
also improves performance: hashes can be compact (e.g., 256
bits) and compared against a large database B in sublinear
time [57]. This approach is used by Facebook’s ThreatEx-
change [26] service that allows organizations to share hashes
of images across trust boundaries. They use a custom similar-
ity hash called PDQHash [1].

Sharing hashes, however, still has privacy risk. For example,
although the lossy process of PDQHash generation makes
recovering the exact input impossible in general, revealing
the hash allows inferring whether a queried value is similar
to another image. An adversary at the service provider’s side
may brute-force search a database of images to find ones close
to the queried value.

Cryptography-based services. An alternative approach that
preserves privacy is to employ a secure 2PC protocol [82]
between the client and service. Existing 2PC protocols for
similarity matching (e.g., [7, 13,39]) can, in the best case,
ensure that no information about the client’s image is leaked
to the server and that nothing about B (beyond whether it
contains a similar image) leaks to the client. However, existing
2PC protocols do not efficiently scale to large databases 5.

Recent work by Kulshrestha and Mayer [44] proposed pri-
vate approximate membership computation (PAMC) to allow
similarity testing of images encoded as PDQHashes. The
protocol begins by splitting the database B into buckets. Us-
ing private information retrieval, a client retrieves a bucket
from the server with the bucket identifier generated from the
PDQHash of their image. The chosen bucket is not disclosed
to the server. The two parties then perform a private similarity
test to determine whether the client PDQHash has sufficiently
small Hamming distance to any image in the bucket. The
protocol is still rather expensive, with their initial experiments
requiring 37.2 seconds for a one-time set up and 27.5 seconds
for a query for a block list with the size of 22°. These times
exclude network delays (measurements were performed with
client and server on the same workstation). While a step closer
to practicality, this remains prohibitive particularly since we
expect that performance in deployment would be worse for
lightweight client hardware such as mobile phones.

Concurrent work by Apple [3] proposed a protocol that
encodes images from a user’s cloud storage into perceptual
hashes. The perceptual hashing algorithm maps similar im-
ages into identical hashes with high probability. The protocol
then performs private set intersection between the encoded
hashes and a database of known CSAM images. The private
contents are revealed to the platform only when the number of
matches exceeds a certain threshold. Whether such a protocol,
designed for CSAM detection, is fit for client-side detection
remains a question for future work to explore.

In summary, all three existing design approaches for image
similarity testing — revealing images as client requests, using
similarity representations like PDQHash as client requests,
and employing secure 2PC protocols — do not provide satis-
fying solutions. The first two designs do not provide sufficient
privacy, while 2PC designs are currently not sufficiently effi-
cient. Thus we need a new approach to similarity testing.
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Figure 1: Two-stage framework for using similarity-based
bucketization to determine if an image w is similar to one in
an image dataset 5.

3 Similarity-Based Bucketization

To enable efficient, privacy-preserving client-side similarity
testing, we take inspiration from previous work that used
bucketization to support efficient private set membership test-
ing [45,75]. These will, however, not work for image similar-
ity testing. We therefore introduce a new two-step framework,
as shown in Figure 1. It first enables scaling by utilizing what
we call similarity-based bucketization (SBB) to gather a sub-
set B C B, called a bucket, of possibly relevant images. The
second step is to perform a similarity testing protocol over the
bucket; we explore how SBB can provide scaling improve-
ments for several different similarity testing protocols. In this
section we introduce coarse embeddings, which allow crude
similarity comparisons, rather than the granular ones that reg-
ular similarity hashes provide. A summary of the notation we
use throughout this paper appears in Table 1. For simplicity,
we refer to the similarity testing server as the server.

Formalizing SBB. We formalize embeddings first. A simi-
larity embedding method is a function F: W — {0, 1}/ for
the space of images VW and where ¢ is a parameterizable
length. Some embeddings map images to R’ (or a suitably
granular approximation of it), but we focus on bit strings un-
less explicitly mentioned otherwise. Associated with F is a
distance measure A: {0,1}' x {0,1}* — Z. We focus on A
being Hamming distance. Most often one sets an application-
dependent threshold 7 as the definition of similarity, and
builds F so that matches with distance values smaller than 7'
indicate the images depicted are perceptually similar.

An example F is the aforementioned PDQHash [1].
PDQHash was designed to capture the “syntactic” similarity
between images. Syntactic similarity captures if two images
are essentially the same, e.g., the same image but of different
quality, or rotated slightly. This is different from semantic
similarity, which focuses on whether images share the same
features, e.g., the same person. Algorithms designed for syn-
tactic similarity also include PhotoDNA [54] and pHash [83].
PDQHash first converts a given image w from RGB to lumi-
nance, then uses two-pass Jarosz filters to compute a weighted
average of 64 x 64 subblocks of the luminance image. Given
the 64 x 64 downsample, the algorithm computes a two-

Symbol  Description

w/W an image / set of all images

B set of images held by server

D distribution from which images are sampled

l length of similarity embedding

F similarity embedding method

v§iy result of similarity embedding / set of all such results
A distance function between two similarity embeddings
T distance threshold for similarity matching using A
Dr distribution of similarity embeddings induced by F
Emb coarse embedding algorithm

Sim coarse embedding similarity algorithm

)4 an output of Emb

d length of p

B candidate bucket generated from Sim

Y parameter of [E; sy, flipping bias

k coarse threshold of Sim

Table 1: Notation frequently used in this paper.

dimenstional discrete cosine transform (DCT), and keeps only
the first 16 slots in both X and Y directions. After that, each
entry of the 16 x 16 DCT output is transformed into a binary
bit after being compared to the median, with 1 indicating
larger than the median and O indicating otherwise.

Coarse embedding schemes. To allow bucketization via
similarity, we define a coarse embedding scheme E =
(Emb, Sim, (W, Ayy)), as a pair of algorithms and an asso-
ciated metric space. The (possibly randomized) embedding
algorithm Emb(w) takes as input a value w € W and outputs
a value p € {0,1}¢. Here d is a configurable parameter. We
call p the embedding of w, or simply the embedding when w
is clear from context. The deterministic algorithm Sim(p,w’)
takes as input p € {0,1}¢ and w’ € W and outputs a bit. The
bit being one indicates that the embedding of w' is similar to
the embedding of w, which is denoted as p. It will be con-
venient to abuse notation, by letting Sim(p, 5) be defined to
output the set {w' | W' € BASim(p,w') =1}.

One idea for a coarse embedding scheme would be to sim-
ply use F directly, but with smaller ¢ and smaller 7. To be
specific, using PDQHash as an example, a coarse PDQHash
scheme E.ppg = (Emb.ppg, Sim:ppg, (W, Aw)) can be im-
plemented as follows: Emb.ppo(w) computes the hash of w
on the first 4 x 4 slots of the DCT output, rather than 16 x 16
of the output, producing a 16-bit binary string. The 16-bit
value can then provide much cruder similarity comparison.
Then Sim.ppg(p, B) iterates over all w' € B, hashes them, and
returns those with distance smaller than a coarse threshold k&
as a bucket B. Unfortunately this scheme doesn’t meet our
privacy goals, as we will explore in detail in Section 5.

Correctness and compression efficiency. We define Ay
via an existing similarity embedding F, i.e., Ay (w,w') =
A(F(w),F(w')). We say that a coarse embedding scheme
is (T,€,D)-correct if, for an image w sampled from D, a
distribution over W, and for any w' such that Ay, (w,w') < T,



we have that Pr[Sim(Emb(w),w’) = 1] > 1 — €&, where the
probability is taken over the random coins used by Emb and
the choice of w from D. A trivial coarse embedding scheme
is to just use F itself, which would be (7,0, D)-correct for
any T and D. But as mentioned, doing this will not provide
the desired privacy.

Another type of trivial coarse embedding scheme is to
have Sim always output one. Then Emb could output a fixed
constant value regardless of input, meaning nothing leaks
about w. This would also be (7,0, D) correct for arbitrary T
and any given D, but won’t be useful because, in our SBB
application, the bucket would end up being the entire set 5.

We define a compression efficiency metric as follows. A
coarse embedding scheme is (B, 0., D)-compressing if for a
distribution D over W, B C W, w drawn from D we have that

E [%} < o where B={w |w € B,Sim(Emb(w),w) =1}
and the probability space is over the choice of w from D and
the coins used by Emb. This measures the average ratio of

bucket size to dataset size.

LSH-based coarse embedding. We propose a coarse em-
bedding scheme that is based on locality sensitive hash-
ing (LSH) [30]. An LSH function family allows approxi-
mate nearest neighbour search with high-dimensional data.
Formally, the scheme E; sy = (Emby gy, Simzsy, WV, Aw))
is defined as follows (see also Figure 2). Let Z be a family of
hash functions that maps points from a high-dimensional in-
put space I into a hash universe U of lower dimension. When
I = {0,1}’ and A is Hamming distance, the construction of
an LSH function family is intuitive. For an /-bit string v, we
denote the individual bits as vy, ...,v,. An indexing function
isamap I: {0,1}Y — {0,1} and we let Z be the set of all
index functions, which is the LSH function family.

In our context, we randomize the selection of LSH func-
tions for every individual query, and add noise to ensure pri-
vacy. Emb; sy takes an image w as input, and computes the
similarity embedding of it via v <— F(w). In our implemen-
tation, we use PDQHash for F. Our protocol works on other
types of embedding functions that use Hamming distance as
a metric, such as pHash [83]. We sample d bits from v by
sampling d LSH functions without replacement and flip each
bit with probability y. The resulting embedding with added
noise and the indices are shared with the server. The server
performs Sim; sy by comparing the received bits to the cor-
responding bits of F(w;) for each w; € B, adding w; to the
bucket B if sufficiently many of these bits match.

To formalize this we abuse notation slightly. We denote
I as amap {0,1} — {0,1}¢, a combination of d functions
sampled uniformly from 7 without replacement. Similarly
one can easily encode an indexing function as a set of indexes;
we treat / both as a function and its encoding. We let Flip, be
the randomized algorithm that takes as input a bit string p and
outputs p of the same length, setting p; = p; with probability
1 —1vy and p; = —p; with probability y. The full algorithms

v+ F(w) B+ {}
1sT Fory cB: _
p s Flip,(I(v)) If A(p,I(F(w))) < k then
B+ BU{w}
Return (1, p)
Return B

Figure 2: Coarse embedding scheme E; gy .

for Ey sy are shown in Figure 2. We use a threshold k for the
Hamming distance over the randomly selected indexes. We
formally analyze correctness of E;sy in Appendix B. Dif-
ferent choices of the parameter sets of E; g, i.e., embedding
length d, flipping bias v, and coarse thresholds k result in dif-
ferent combination of privacy loss, correctness, and bucket
compression rate. We explore this trade-off in Section 5.

One limitation of E gy arises should an adversary be able
to collect many queries that it knows are for the same image.
Eventually it will see all bit locations, and even have enough
samples to average out the noise (e.g., via a majority vote for
each bit location). We discuss this further in Section 7.

Similarity protocols. A coarse embedding scheme will
not suffice to perform a full similarity check. Instead, we
compose such a scheme to perform SBB with a similar-
ity protocol where the server uses the resulting bucket
B <5 Sim(Emb(w), B). The composition achieves privacy
levels related to the protocol’s for B, and correctness pro-
portional to the product of the coarse embedding and the
protocol’s correctness. We discuss some examples and their
properties here. These examples ensure perfect correctness,
hence the correctness of the composition depends solely on
that of the coarse embedding. In Section 5.4, we show that
for various similarity protocols, both runtime efficiency and
bandwidth are largely improved when combined with SBB.
Similarity embedding retrieval. A pragmatic similarity
protocol has the server send to the client the similarity embed-
dings of all the elements in the bucket, i.e., send vi,..., v
where v; = F(w;) for each w; € B. The client can then com-
pute F(w) and compare against each v;. This approach re-
duces the confidentiality for the server’s dataset, since now
clients learn all the similarity embeddings in B that fall into
the bucket. It may also reduce resistance to evasion attacks,
but in contexts where client privacy is paramount this simple
protocol already improves on existing approaches.
Secure-sketch similarity protocol. We can improve server
confidentiality via a secure-sketch-based [20] similarity pro-
tocol. The protocol ensures that the client can only learn the
similarity hashes that are close to a client-known value. If
images in the database have sufficiently high min-entropy
then the secure sketch ensures that the client cannot learn it.
This assumption may not always hold (most obviously in the
case that the client has a similar image), in which case confi-
dentiality falls back to that achieved by similarity embedding
retrieval. We defer details and formalization to Appendix A.



2PC similarity protocols. Finally, one may compose SBB
with an appropriate 2PC for similarity comparisons. Such an
approach provides better confidentiality for 3, but at the cost
of larger bandwidth and execution time. We experiment with
two frameworks: CrypTen [43] and EMP [77]. CrypTen is a
secret-sharing-based semi-honest MPC framework for Python
that is geared toward machine learning applications. CrypTen
currently relies on a trusted third party for certain operations,
including generating Beaver multiplication triples [9]. Gen-
eration of Beaver triples using Pailler [60] is actively under
development. EMP is a circuit-garbling-based generic semi-
honest 2PC framework that is implemented in C++.

Both frameworks above target semi-honest security. One
could also compose SBB with a maliciously secure 2PC pro-
tocol, with caveat that a malicious server is not bound to
correctly execute the SBB Sim algorithm and so could devi-
ate by adding arbitrary values to the bucket. In our context,
such an attack can anyway be performed by just modifying
B in the first place, but this could be relevant in future work,
particularly as it relates to accountability mechanisms that
monitor for changes to B.

4 Privacy of Coarse Embeddings

In this section, we detail our framework for reasoning about
privacy threats against coarse embeddings. Our framework is
designed to analyze the adversary’s confidence in assessing
a predicate being true or not, when given one or multiple
client requests as input. Here we only consider client privacy;
privacy of the server’s dataset can be achieved by composing
SBB with a suitable similarity protocol (see Section 3).

Proposed security measures. We consider settings where
an adversary receives the embedding(s) of one or more im-
ages, and wants to infer some predicate over the images. Let
W1 be the Cartesian product of g copies of VW. We denote
tuples of images in bold, w € W9 and w[i] € W fori € [1,q].
Let Emb(w) be the result of running Emb independently on
each component of w, denoted as p. That is, p < Emb(w) is
shorthand for p[i] < Emb(w/[i]) for i € [1,q].

To start, consider a distribution 2D over W7 and a predicate
f: W7 — {false,true}. We want to understand the ability
of an adversary to infer f(w) when given Emb(w) for w
drawn from WY according to D. As an example, let g = 1
and have f indicate whether a client image has the same
perceptual hash value with that of another image that is chosen
by the adversary. We’d like to have a guarantee that revealing
Emb(w) doesn’t allow inferring that the images are similar
with high confidence. We refer to a tuple T = (D, W4, f) as a
privacy setting.

We provide three measures of adversarial success: accu-
racy, precision, and area under the receiver-operator curve
(AUC), thereby adapting traditional measures of efficacy for
prediction tasks to our adversarial setting.

PREDEmp 1 AUCgmp. »

w0 W1 for i € {true,false}
p <sEmb(w) w; 20, W1

b+s A(p) pi < Emb(w;)
Return (b = f(w)) ri 5 Aguc (Pi)

Return rirye > raise

Figure 3: Pseudocode games for measuring embedding pri-
vacy. Here f represents a predicate.

Accuracy. Let A, be a randomized algorithm, called an
accuracy adversary. We define a probabilistic experiment that
tasks A with inferring f(w) given Emb(w) for w drawn ac-
cording to D. This probability space is over the coins used
to sample w, to run Emb a total of ¢ times, and to run A,.
We let “Aucc(Emb(w)) = f(w)” be the event that A, out-
puts the correct value of the predicate. We write this as a
pseudocode game PREDg ; shown in Figure 3, where the re-
turned value captures the event that A succeeds. For skewed
distributions, the trivial adversary that ignores its input and
simply predicts the most likely predicate value may achieve
high accuracy. We therefore define the advantage of A, as
the improvement over that trivial approach:

Pr [Aacc (Emb(w)) = f(W)] — €pase
1- €pase

where €p45, = max(Pr[f(w) = 1],Pr[f(w) = 0]).

Precision. For adversaries that are mainly interested in in-
ferring positive instances, f(w) = true, accuracy may appear
misleading in cases with high skew, i.e., when f(w) = false
happens almost always [49]. In our running example, we ex-
pect that in practice most images handled by clients will be
distinct from the adversary-chosen one.

We therefore also provide two other security measures.
First, we measure the precision of a non-trivial adversary in
inferring f(w). By non-trivial, we mean that the adversary
has to predict f(w) = true at least once. We use the same
probability space as in the previous definition. To empha-
size that the best adversary for achieving high precision may
differ from the best one for maximizing accuracy improve-
ment, we use Apre to denote the adversary when considering
precision. We want to measure the probability that Ap. suc-
ceeds, conditioned on Ap outputting true. We denote this
by Pr [ f(w) = true | Apre(Emb(w)) = true|. To prevent Apre
from using the trivial strategy of predicting all events as nega-
tive, we define an affiliate concept of recall r as

r=Pr [Ape (Emb(w)) = true | f(w) = true] .
We will restrict attention to adversaries Ay for which r ex-
ceeds some threshold, e.g., » > 0%. We let
e, P =Pr[f(w)=true | Ape(Emb(w)) = true]

prec

€ace = ’

denote the precision advantage for some adversary Ap. that
achieves r > p, with the exception of p = 100%, where the
restriction is set as r = 100%.



AUC. Precision captures the adversary’s confidence in pre-
dicting the positive class, i.e., the likelihood of f(w) being
true when the adversary predicts it to be true. However, it
does not capture the adversary’s confidence regarding predict-
ing the negative class. We therefore finally formalize a notion
of AUC, where recall that AUC is the area under the receiver-
operator curve, a popular measure of classifier efficacy. At
a high level, AUC-ROC indicates the classifier’s capability
in differentiating positive classes from negative ones. For a
setting @ = (D, B4, f), let D; be the distribution D over W
conditioned on f(w) =i for i € {true,false}. Then for an
adversary A,y that outputs a real value in [0, 1] we measure
the probability that Aayc (Emb(Wirye)) > Aaue (Emb(Wiase )
where w; is drawn from B7 according to ;. The probability
is over the independent choices of Wi, and Wiyse, as well
as the coins used by the 2¢g executions of Emb and two exe-
cutions of A,,c. We provide a pseudocode game AUCEyp «
describing this probability space in Figure 3. Then we define
the advantage of an AUC adversary Ay, by

€auc = 2-Pr [Aauc (Emb(wtrue)) > Aauc (Emb(wfalse))} —1.

This formulation uses a well-known fact [4, 17] about AUC
that it is equal to the probability that a scoring algorithm (in
our case, the adversary) ranks positive-class instances higher
than negative-class instances. For simplicity, we ignore ties
(Aauc outputting the same value in each case). Without loss of
generality, we can assume that the AUC adversary Ay, wins
the game with probability greater than or equal to 0.5, and so
the normalization maps to the range [0, 1]. (This corresponds
to the classic Gini coefficient.)

Possible predicates. We focus on the matching predicate
in our analyses. An adversary chooses an image w,4,, and
wishes to determine if the client request Emb(w,) corresponds
to an image that is very similar to wygy, i.e., F(we) = F (Waay)-
Had the adversary the confidence to assert that there’s a match,
they can recover the content from the submitted request. Such
an attack is trivial in hashing-based similarity testing services,
when the clients are required to submit similarity hashes as
their requests. That said, our framework can be used to analyse
other predicates. For example, an adversary may want to infer
if g different client requests all correspond to similar content.
We leave such analyses to future work.

Discussion. We have omitted placing computational limits
on adversaries, which would be useful in cases where embed-
ding schemes rely on cryptographic tools — our mechanisms
do not. A computational treatment is a straightforward exten-
sion to our framework. The security games underlying our
measures are conservative, and in particular we assume that
the adversary has perfect knowledge of the distribution D as
well as D’s support, which is unlikely in practice. While we
do not explicitly model side information that an adversary
might have about a client’s image, it is possible to include it
indirectly in this framework, for example, by changing the
distribution or modifying the privacy predicate.

Bayes optimal adversaries. To allow simulations that eval-
uate privacy, we focus on adversaries that maximize ad-
vantage. Recall that we assume that the adversary knows
the distribution D from which the clients are sampling
images for their requests. Upon receiving client submit-
ted requests p = Emb(w), the Bayes optimal adversary
computes the exact likelihood of the predicate being true
— Pr[f(w) = true | Emb(w) = p], probabilities are over the
choice of w being sampled from W9 and coins used by the
executions of Emb.

The Bayes optimal adversary for the precision metric, Apre,
chooses a threshold 7,4, such that Ay (W) = true if and
only if Pr[f(w) = true | Emb(w) = p]| > T,4,. The adversary
may choose T4, to maximize eﬁe‘z.. A similar strategy can
be used by A,... However when f(w) = true is especially
rare, the adversary may achieve larger €,.. by predicting all
predicates using the majority class, f(w) = false. When doing
so, the optimal €, is zero. Note that in our simulations we
consider all possible threshold values for the sampled dataset,
and report on the one that provides the best success rate. A
real attacker would have to pick a threshold a priori, meaning
our analyses are conservative.

The Bayes optimal adversary for Ay, doesn’t have to
choose a threshold 7,4,. The adversary is given two scenarios
to rank: Wiyye and Wigise, one has f(Wyp,e) = true and the other
has f(Wraise ) = false. The adversary wins the game when they
correctly rank the true scenario over the false one, i.e., when
Aaue (Prrue) > Aaue(Praise). As Emb(p) is the only informa-
tion that the adversary gained from our SBB protocol, the
optimal strategy to utilize the information is hence to use
Pr[f(w) =true | Emb(w) = p] as Auuc(p).

5 Balancing Security, Correctness, Efficiency

In this section, we demonstrate how to balance security, cor-
rectness and compression efficiency of SBB when using the
LSH-based coarse embedding scheme E;s;. We do so via
simulations using real-world image sharing data collected
from social media sites. Using our framework, we evaluate
the security of E; gy with varying parameter settings. We then
fix the security requirement and explore the trade-off between
correctness and compression efficiency.

5.1 Experimental Setup

Data collection. Recall that our deployment scenario in
Section 2, an ideal dataset should represent the image sharing
behaviors among users on an end-to-end encrypted messaging
platform. However, data of one-to-one shares among users
on any private messaging platform is by definition, private.
Hence, we sought a public dataset that may act as a stand-
in for our experiments. As the dataset is publicly available,
our experiment did not require review from our IRB office.
On Twitter, users may retweet the content that they want to
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Figure 4: T-Neighborhood size distribution for different 7.

share with their audience. We consider retweets on public
Twitter as a proxy for user sharing in private social network.
Furthermore, the problem of misinformation, which motivated
our study, is prevalent on Twitter [34].

We were able to use a dataset from previous work [35, 36]
that contains Twitter interactions with a group of US polit-
ical candidate accounts between September 13, 2018 and
January 6, 2019. The dataset includes 1,190,355 tweets with
image URLs, however, by the time of downloading images,
only 485 K images were successfully retrieved. We encode the
retrieved images with PDQHash. There are 256,049 unique
PDQHash values in total. We collect the total number of
retweets of each tweet in November 2019: the data was avail-
able for 13% of the tweets. The total number of postings and
retweets of the images we retrieved adds up to 1.2 million.
We simulate a workload for similarity testing as follows. Any
tweet and retweet with a valid image is considered as a client
request to our system. Hence, this experimental set has 1.2
million client requests with 256 K unique PDQHash values.

Dataset statistics. Users on social media share similar im-
ages frequently. The T-neighborhood size of an image w is
the number of images that are 7'-similar to it. Two images are
T-similar if and only if their similarity embeddings have a
Hamming distance smaller than 7. We choose the values of
T according to the recommendations from the white paper on
PDQHash [1], where 32 and 70 were specified as the lower
and upper bounds of recommended similarity thresholds. We
also include T = 0 and T = 64 for comparison.

Figure 4 shows the distribution of T-neighborhood
sizes (shades of color) of the images in client requests, with
different T (in different rows). The lightest shades (left) are
requests with neighborhood size of one, i.e., the neighborhood
only contains the single image. The following darker shades
are the images with neighborhood size in the range (1, 10],
(1,100], and (100,). The bottom row shows the neighbor-
hood size distribution with 7 = 0. In our dataset, most of the
images in the client requests (84%) share the same similarity
embedding with more than one, but fewer than 10 neighbors.
The distributions of neighborhood size are mostly similar to
each other, especially for T = 64 and T = 70. Naturally, with
a larger threshold, there are more requests containing images
with a larger neighborhood size. For example, only 2.85% of
all request images have a neighborhood size larger than 100
with T = 32 (third row from top, darkest column with purple),
while 5.23% of the requests satisfy the same condition when

T =170 (first row from top, darkest column with purple).

Implementation. We compare the privacy of SBB when
using [E; gy with different embedding lengths d to the baseline
method E.ppg. We focus on the security guarantees against
the matching attack and explain our implementation details.

We formally define the matching attack as nZ‘;’f;h =

(DWW, fored ), where D is the distribution over W that the
client requests are sampled from and w,g, is an image cho-
sen by the adversary. For any client submitted request with
an image w, the adversary wishes to learn the value of
foradr, (w). We have f " (w) = true if and only if the cor-
responding PDQHash of the two images are the same, i.e.,
F(w) = F(Waav). When trying to match the client image to
Wady, an adversary who receives the client request through
a bucketization protocol is able to filter out images that are
not in the bucket. When the client image is in fact similar to
Wady, it should most likely be included in the same bucket by
definition of correctness. In this case, a w4, whose similarity
hash value is shared more frequently than any other image in
the same bucket may boost the adversary’s confidence in as-
serting that the client image is a similar match. Hence, having
an image with a more popular hash value as w4, increases
the adversarial advantage. In the following experiments, we
use the image that has the most popular F(w) as w,g,. The
same similarity hash appeared in 0.2% of all requests.

To evaluate the privacy guarantees provided by E; sy and
Ecppg, we iterate over all requests in our dataset and simulate
the client, server, and adversary behavior, to compute the
security metrics €acc, €quc, and S;‘;Z(d

Coarse PDQHash embedding scheme (E.ppo). Recall
the algorithm of E ppp described in Section 3. The embed-
ding algorithm Emb.pp¢ takes an image w as an input, and
follows the PDQHash algorithm but with modified parameter
settings, to generate a 16-bit coarse PDQHash. This allows
coarse grained similarity comparison. When receiving a re-
quest p = Emb(w), the Bayes optimal adversary follows the
strategy as described in Section 4. To be specific, the ad-
versary computes the likelihood of the predicate being true,
Pr[F(w) = F(Waqy) | Embeppg(w) = p], and makes a binary
prediction based on the computed likelihood.

LSH-based embedding scheme (E;sy). Recall that in
Figure 2, the LSH-based embedding scheme [E; gy consists
of two algorithms Emb; sy and Simzsy. Emb;gy takes an
image w as an input, and outputs the selected indexing func-
tion and the resulting coarse embedding. To be specific,
Emb; sy (w) randomly selects a length d indexing function
I from Z, and computes j = Flip,(/(F(w))). The function
is parameterized by two parameters: the length of the index-
ing function d and the bias 7y to flip an index that was chosen.
Note that d is also the length of the coarse embedding. Sim sy
takes the output from Emb; gy and a dataset 5 as input, and
outputs a candidate bucket as an output. The function has
one parameter k, a coarse threshold to choose items for the
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Figure 5: Left: Simulation results of the three security metrics, evaluated on (1) E; sy with embedding length d from 8 to 16
(round markers), Y= 0 and (2) E.ppo (diamond markers in red box). Right: The conditioned precision metric 8;;,5 of matching
attack, at different recall threshold, with d = 9 and varying 7. Error bars in both plots represent the 95% confidence interval.

candidate bucket.

We analyse the security guarantee of E gy against the
Bayes optimal adversary under the setting of a match-
ing attack n:;‘;’;‘ch When receiving a request p, as in p =
Emb(w), the Bayes optimal adversary wants to predict
foradv, (w) = true. The adversary bases their prediction on
Pr[F(w) = F(Waqy) | Embrsg (w) = p], and computes the
probability by using all the information that is revealed to
them: the indexing function 7, the resulting coarse embed-
ding p and the added noise y. We define the distribution Dr
of similarity hashes of images sampled from 9 as follows:
Dr(x) =Pr[F(w)=x] = Y D(w).

weW, F(w')=x
Theorem 1. Let A;(v,p) = A(I(v), p) for a similarity hash
v € {0,1}!. Consider a fixed image waq, € W and a sampled
image w <= D. Let vaq, = F (Waay) and v = F(w). Then

Pr[v = Vgady | Emb(w) = (Iap)]
’YA1(Vade) . (1 _'y)d_Al(Vade) . @]—'(Vadv)

Y W) (1= )M 0)  De(y)
ve{0,1}¢

where the probability is over the coins used by Emb and the
choice of w sampled from D.

We prove this theorem in Appendix C. When analysing the
security guarantee of [E; sy, we vary the parameter settings of
d and vy only, as k has no impact on the adversarial advantage.
For any choice of d and 7, we randomly choose an index
function /7, and then execute the protocol for all requests in the
dataset. We fix 7 in the simulation because this information
is revealed to the adversary and the adversary computes the
likelihood conditioned on the indexing function. We first
repeat this process for at least 10 times. For parameter settings
that result in large fluctuation in the results, we repeat for
another 10 iterations. We were able to obtain a stable estimate
for all experiments after at most 20 iterations.

5.2 Privacy of SBB

Using different security metrics. To obtain a broad un-
derstanding of the information leakage from our protocol,
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we present all three security metrics €y, E;;ee., and €,cc in
Figure 5 (left). To be specific, we show the results of using
(1) Ersy without added noise (i.e., y = 0), but with varying
embedding length d, and (2) E.ppg, a baseline method that
embeds a client request into a 16-bit coarse PDQHash. The Y
axis denotes the value of the security metrics, ranging from 0
to 100%. The X axis denotes different methods used. From
left to right, we list E; gy with d ranging from 8 to 16 (with
round markers). In the red box, to the very right, the dia-
mond markers represent the security metrics for E.ppg. A
naive baseline of using the plaintext similarity embedding (as
mentioned in Section 2) achieves 100% for all security met-
rics (not included in figure).

In our setting, accuracy measures the adversary’s perfor-
mance in predicting the correct class; precision measures the
adversary’s confidence in predicting the positive class; AUC
measures the adversary’s ability in differentiating negative
classes from positive ones. Our dataset is highly skewed, with
more negative predicates than positive ones: only 0.2% of all
requests trigger positive matches. This property may lead to a
biased view when measured by certain metrics.

Accuracy. In datasets with a skewed distribution, a triv-
ial algorithm that always outputs the majority class, i.e.,
foud (w) = false, may achieve higher accuracy than any
meaningful algorithm that tries to differentiate positive cases
from negative cases. In fact, in some cases, when experiment-
ing with E; sy with d = 8, we have €,.. = 0 (Figure 5 on the
left, green markers). This indicates that the adversarial advan-
tage as measured by €,.. was based on the performance of the
trivial algorithm, hence was considered as none. Meanwhile,
other metrics (€ and €, %) show that the adversarial
advantage is non-zero, e.g., 8;;1600% = 37% for d = 8. Both
E.ppg and E; gy allow the adversary to have perfect accuracy
improvement when performing the matching attack when of
similar coarse embedding length. However, applying E; sy
with a smaller coarse embedding length, e.g., d = 10 decreases

the accuracy improvement to 45%.

Precision. When there’s no noise added in E; sy (y=0),
sf,fe% remains the same regardless of varying recall thresh-
old p. We will expand on this point later. With the same



value of precision, a larger recall specifies more true posi-
tive predicates that the adversary may correctly classify with
high confidence, hence larger privacy damage. When using
Ersu, decreasing the length of coarse embeddings (d < 12)
decreases adversarial precision, improving security. However,
with embeddings of similar length, E; sy and E.ppo both be-
have poorly (d = 15,16 compared with E.ppg).

AUC. Regardless of the embedding schemes, €, is almost
100%. The reason is that there are disproportionally many im-
ages for which the predicate evaluates as negative that can be
easily differentiated from positive ones. Hence, most images
with different PDQHashes from w,, are assigned to different
buckets than w,;,. Therefore, when measured by the adver-
sary confidence of differentiating negative cases from positive
ones, as most of the negative cases can be distinguished cor-
rectly, the embedding schemes behave poorly. Note that the
definition of AUC is in direct conflict with the utility of an
SBB scheme, which allows efficiently ruling out images that
are not similar with a given client input.

None of the metrics ensures a lower bound for another.
While testing on all metrics of adversarial advantage offers
a better understanding, it is more practical to focus on a spe-
cific security metric that suits the application context. We
focus on increasing the adversary’s uncertainty in classify-
ing a positive match. This aligns with previous work in the
machine learning community that recommends the precision-
recall metric over both AUC and accuracy, when evaluating
prediction algorithms on highly imbalanced datasets, espe-
cially when correctly predicting the positive class is valued
more [19,49,62,70]. Hence, 8;?,2» fits our purpose the best,
and we focus on it in the following discussion.

Adding noise. We now evaluate the security of E; gy with
added noise, i.e., have y > 0. We fix the value of d withd =9
and present results for 8:;@[:; in Figure 5 (right) with different
values of p. The results are similar for other values of d,
though the exact value of 8;;6‘2. differs. The Y-axis denotes
sf,?e”z. and the X-axis denotes increasing value of .

Precision metrics conditioned with different recall thresh-
olds have different meanings. For example, there are 2,533
requests in total that contain images similar to wyg,. The
metric S;fe%% measures the confidence of the adversary catch-
ing one true positive case out of all, while £/-1%% measures
the confidence of the adversary classifying all 2,533 cases
correctly. Naturally we have €720% > ¢=100% Qp the other

prec prec
hand, &/,1%% indicates more advantage for the adversary

when having the same value as 8;;3%. When no noise is
added (y = 0), the adversary computes the same likelihood
for all true positive cases when following the strategy as de-
scribed in Section 4. Hence 8;;62- remains the same regardless
of the recall threshold . With increasing y > 0, it gets harder
for the adversary to have high precision while maintaining
large recall (green, purple and orange lines).

Even a small value for y improves the privacy of the client
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request. For example, when y = 0.05 and d = 9, the likeli-
hood that at least one value in a client request gets changed is
1— (1—7y)? =37%. That means that in the majority of queries,
none of the client request bits will be flipped, nevertheless the
possibility that they could have been affects adversarial preci-
sion. For example, this results in a drop from 53% (leftmost
orange node in Figure 5, right chart) to 40% (second green
node from left) for sﬁe‘i for p < 50%. There’s a more drastic
drop when p is larger. When the adversary has to identify
more than 50% of the true positives, they have to lower the
threshold 7,4, in predicting a positive answer, this leads to
a larger likelihood of being impacted from the uncertainty
introduced by the flipping bias. Nevertheless, when having
v>0.05, ef,fe% is smaller than 50% (noted by the horizontal
line) for all recall thresholds. This indicates that for any given
query that the Ap predicts as true, the adversarial success
rate is lower than randomly flipping a coin.

In summary, these results show that using coarse PDQHash
E.ppo fails to provide privacy for clients. The naive solution
of revealing the plaintext similarity embeddings to the server
also provides no privacy. Different security metrics demon-
strate different aspects of adversarial advantage. We focus on
8;;8[2- as its definition fits our privacy goal the best. For our
purpose, we consider €),9% < 50% as our security goal, i.e.,
when the majority of an adversary’s positive guesses (given
that there’s at least one) are wrong. Given our empirical anal-
ysis, we suggest that a reasonable choice of parameters is
embedding length d =9 and flipping bias y = 0.05, but cau-
tion that the privacy performance may vary in practice should
the image distribution be very different (see Section 7).

5.3 Correctness and compression efficiency

We show the tradeoff between correctness and bucket com-
pression rate under the security parameters suggested above
(d =29, 7=0.05). We vary the value of the coarse threshold
k, which specifies the bucket being sent from the server side
when performing Simy gy . Formally, we refer to the notion of
correctness as € in the definition of (T, €, D)-correct, bucket
compression rate as o in that of (B, o, D)-compressing (see
Section 3). We use the dataset as D, which we refer to as
Drwirter and all the possible values of PDQHash in the dataset
as B. We randomly select 2 million requests with replacement
and perform the protocol, and take the average value of the
correctness and compression rate from all iterations.

In Figure 6, we present the trade-off between correctness
and compression efficiency. We plot the correctness € (Y-
axis) as the average compression rate o varies (X-axis). The
dashed horizontal line represents 95%. We experiment with
different definitions of similarity, i.e., with different values
of T, denoted by different colors. Each node represents a pa-
rameter setup with the resulting correctness and compression
rate. For example, the second blue node from left in Fig-
ure 6 represents that with k = 3, the resulting embedding
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Figure 6: Correctness (with varying similarity threshold 7)
and compression rate tradeoff. The dashed line marks 95%.

Dataset Description Images
IMDB-WIKI [66,67]  Faces. 523,051
COCO [47] Common objects. 123,403
T4SA [76] Twitter images. 1,473,394
Webvision 2.0 [46] Flickr and Google images. 13,907,566

Table 2: Dataset statistics and description.

scheme is (32,98%, Dyyirrer)-correct and (83,9.3%, Diyirrer)-
compact. Note that our notion of correctness is stricter than
the false negative rate defined in the prior work [44] for the
Kulshrestha-Mayer protocol, as the prior work measures the
rate of transformed images that are not mapped to the original
one, constrained on the fact that the PDQHash of the trans-
formed image stays in normalized Hamming distance 0.1 to
the original. The protocol [44] reported an average false posi-
tive rate of 16.8% on a different dataset. Using our definition,
this would be estimated as (25.6,83.2%, Dk )-correct.

In conclusion, these experiments suggest that for Dyirser,
one can achieve &/-9% < 50%, over 95% correctness for the
investigated values of 7' and 9.3% compression rate using
Ersy withd =9, y=0.05 and k = 3. Hence, the resulting
scheme achieves an almost order of magnitude reduction in
the amount of data input to a second-stage similarity protocol.

5.4 End-to-end Simulation

We now perform end-to-end simulation on varying sizes of
blocklists B to demonstrate the improvement of execution
time and bandwidth for different similarity protocols com-
bined with SBB. For the experiments, we use parameters
suggested in Section 5.3,1.e.d =9, Y= 0.05 and k = 3.

Datasets. To form varying sizes of blocklist B, we ran-
domly sample images from the datasets that were used in
prior work [44].* The details of the datasets are listed in Ta-
ble 2. In particular, for each experiment, we generate B of the
requisite size by uniformly selecting images (without replace-
ment) from the union of the COCO, T4SA, and Webvision 2.0
datasets. For client requests, we sample half of the requests
from the IMDB-WIKI dataset to simulate requests that don’t
match any image in the block list, and the rest from the gener-
ated B to simulate client requests that return a match.

4These are unfortunately not suitable for the privacy simulations of previ-
ous sections; they don’t include information about sharing frequency.
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For each set of experiments with a randomly generated B
tested with similarity embedding retrieval (the server simply
sends the embeddings of bucket entries to the client), we pro-
vide measurements over 40 iterations. With secure sketch, we
use 20 iterations and with 2PC protocols, we use 10 iterations
because these take significantly longer to run.

Implementation. We use an AWS EC2 p2.xlarge” instance
with 61 GiB of memory and 200 GiB disk storage for the
server side computation. The instance is initialized with the
deep learning AMI provided by Amazon. An AWS EC2
t2.small® instance with 2 GiB of memory and 64 GiB storage
in the same region acted as a client. The measured bandwidth
between the two instances was 1 Gbits/sec for both directions
and the network latency was 0.9 ms. The server side imple-
mentation uses Python and is parallelized using the GPU. The
client side implementation uses Go. For the secure sketch pro-
tocol, we use an oblivious pseudorandom function (OPRF),
implemented by the circl Go library from CloudFlare [27].

For the 2PC protocols our setup is identical except that
we use an AWS EC2 t2.large instance with 8 GiB of RAM
as the client to be able to handle the 2PC frameworks. The
bandwidth was measured to be 1.01 Gbits/sec from server
to client, 721 Mbits/sec from client to server. The observed
network latency was 0.3 ms. For both the CrypTen and EMP
frameworks, we used the computed functionality that checks
if there exists a hash among the server’s input that has Ham-
ming distance less than 7 to the client-provided hash. The
server’s input is the entire 3, and the generated SBB bucket,
in the non-bucketized and bucketized setting, respectively. We
further XOR the output of this comparison with a randomly-
generated client-provided bit so that only the client learns
the result. For CrypTen, for simplicity we configured the
trusted-third party for Beaver triple generation to run on the
same EC2 instance as the client (so-called trusted first-party
mode). This is not a secure configuration but provides lower
bounds on performance (moving Beaver generation to another
server would decrease performance). Experimental results for
CrypTen should therefore be considered to be lower bounds
on performance for secure deployments. Note that our 2PC
prototypes are not optimized, and absolute timings would
be improved using custom protocols for our setting such as
the Kulshrestha-Mayer protocol [44]. However, it is unclear
if the protocol can be combined with SBB since it requires
generating all buckets at setup time.

Results. We present the average total execution time, av-
erage total bandwidth, and the speedup provided by SBB for
varying |B| in Table 3. The execution time and total band-
width do not vary much between client requests that match
images in B and those that do not. Many of the similarity
testing protocols do not scale well, and we denote by dashes
in the table experiments that failed to complete. Typically this
was due to the client instance running out of memory. In all

Shttps://aws.amazon.com/ec2/instance-types/p2/
Shttps://aws.amazon.com/ec2/instance-types/t2/



Execution Time (s) Total Bandwidth (MiB)

|B]

Execution Time (s) Total Bandwidth (MiB)

No SBB SBB No SBB SBB No SBB SBB No SBB SBB
Similarity Embedding Retrieval Secure Sketch
218 0.76 (0.00) 0.02 (0.00) 18.41 (0.00) 0.21 (0.01)  1664.98 ( 870.78) 2.77 ( 0.17) 78.81 (0.36) 0.89 (0.05)
219 1.55 (0.01) 0.03 (0.01) 36.84 (0.02) 0.46 (0.15)  5702.44 (3049.44) 6.03 ( 0.41) 158.66 (2.39) 1.90 (0.14)
220 3.09 (0.01) 0.06 (0.02) 73.65 (0.00) 0.83 (0.06) - 12.09 ( 0.99) - 3.56 (0.26)
221 6.17 (0.01) 0.10 (0.01) 147.31 (0.01) 1.69 (0.12) - 26.70 ( 2.40) - 7.18 (0.55)
222 12.41 (0.07) 0.43 (0.99) 294.61 (0.03) 3.33(0.25) - 61.99 ( 6.63) - 14.35 (1.17)
223 - 0.40 (0.02) - 6.70 (0.41) - 157.57 (14.41) - 28.40 (1.68)
CrypTen EMP
213 17.85 (0.18) 1.18 (0.31) 941.42 (0.37) 11.26 ( 1.64) 13.14 (0.06) 0.21 (0.01) 1520.63 (0.44) 17.14 ( 1.82)
214 36.65 (0.44) 1.33 (0.30)  1882.82 (0.87) 21.40 ( 2.14) 26.93 (0.98) 0.36 (0.03) 3040.57 (1.39) 3452 ( 4.12)
215 71.76 (0.07) 1.55 (0.06)  3766.55 (0.81) 42.43 (1 4.06) 54.61 (1.26) 0.67 (0.03) 6079.48 (2.67) 70.45 ( 3.68)
216 147.10 (0.66) 2.19(0.08)  7534.29 (0.90) 83.77 ( 6.96) 117.52 (8.11) 1.21(0.14)  12158.00 (0.88) 133.42 ( 16.20)
217 - 3.55 (0.40) - 167.70 ( 14.69) - 242 (0.13) - 275.52 ( 15.32)
218 - 6.45 (0.40) - 347.53 ( 22.65) - 4.79 (0.28) - 551.26 ( 32.51)
219 - 13.77 (1.22) - 695.30 ( 45.49) - 9.63 (0.52) - 1097.53 ( 59.78)
2% - 27.89 (1.88) - 1386.84 (107.27) - 20.24 (1.26) - 2299.33 (143.63)

Table 3: Average time and bandwidth of similarity protocols without and with SBB for four different similarity testing protocols.
Dashes (-) indicate when execution failed due to poor scaling. Numbers in parentheses are standard deviations.

these cases, SBB was able to increase scaling to complete
executions with the available resources.

Our results show that SBB drastically improves the sim-
ilarity protocol’s performance, both in terms of execution
time and total bandwidth. For similarity embedding retrieval,
SBB provides a 29x speedup (|B| = 2%?) in execution time.
For large-scale datasets (|3 < 223), similarity embedding re-
trieval with SBB returns the answer in real time, under 0.5
seconds. For the secure sketch protocol, the improvement
is even larger, the speedup is at least 601x for |B| = 2'3.
For 2PC protocols, the improvement provided by SBB grows
larger as BB becomes bigger, when |B| = 26, the speedup in
execution time is 67x and 97x for CrypTen and EMP, re-
spectively. For |B| = 229, EMP with SBB takes less time than
the Kulshrestha-Mayer protocol (20.24s vs 27.5s), however
it requires larger bandwidth.

6 Related Work

Secure proximity search. Secure proximity search based
on general multi-party computation has been used in many
applications, including privacy-preserving facial recogni-
tion [24,69], biometric authentication [8,25], querying sen-
sitive health data [7], and more. However, these works don’t
scale sufficiently for our use case. More scalable solutions
include fuzzy extractors [20,40], which give a small piece of
client information to the server, that does not leak information
about the secret, in order to derive secrets from noisy read-
ings such as biometrics. However, the security guarantee is
based on the assumption that the distribution of the secret (for
example, fingerprints) has enough minimum entropy, which
is not necessarily true for image distributions.

Private information retrieval. Chor et al. [14] introduced
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the concept of private information retrieval, a type of protocol
that enables a client to retrieve an item from a database such
that the identity of the item is not revealed to the server. The
protocol requires clients to supply the index of the data item
that they are querying about for retrieval purposes. However,
this is unlikely to be applied to our use case. The most likely
solution for similarity lookup is content-based privacy pre-
serving retrieval [48,71,80]. Previous works [48, 80] in this
area assume three parties involved in this type of protocol, a
data owner, the client who queries the service and an actual
server where the service is hosted. The data owner encodes
images or other types of multimedia into feature vectors that
are further encoded with searchable encryption schemes and
used as indices. The server is made oblivious to the actual
content of indices and the content of corresponding data items.
The client queries the server by generating indices from their
images and receives the data items as answers. The threat
model doesn’t prevent the case when the data owner colludes
with the server, hence cannot be directly applied to our sce-
nario, where the data owner is the server.

Secure k nearest neighbors search. Another possible solu-
tion is to use secure k nearest neighbors search (k-NNS) to
look for similar items at the server side without revealing
client information. Most of the k-NNS solutions require a
linear scan of the database that is queried against. Recent
work [13] proposed a sub-linear clustering-based algorithm,
yet the solution requires significant preprocessing time for
each client. Similar to our work, Riazi et al. [65] used locality
sensitive hashing to encode client queries for efficient k-NNS.
Different from our approach, they preserved user privacy by
converting the LSH encodings to secure bits. However, the
notion of security is different in their work, in particular, an
adversary can estimate the similarity of two given data points



based on the encodings. This makes the protocol vulnerable
to the matching attack, which we addressed in our work.
Location-based services. We draw comparisons between
our bucketization setting and that of location-based services
(LBSs). Andrés et al. [6] propose a privacy-preserving mech-
anism in which mobile clients send their noise-perturbed lo-
cations to a server in order to obtain recommendations for
nearby restaurants. One may view the noise-perturbed lo-
cation as a coarse embedding and the server-provided list
of restaurants as a similarity bucket. Similar to our coarse
embedding scheme, the mechanism of Andrés et al. suffers
from privacy loss when applied repeatedly to the same user
input. These connections suggest that our framework could
have applications to reasoning about LBS privacy. Conversely,
insights from location privacy may serve as inspiration for
improved SBB mechanisms.

Privacy measures. Prior work has proposed measuring pri-
vacy using an adversary’s expected error when making in-
ferences based on a posterior distribution on user inputs
[59, 72, 73]. Recent work has explored the Bayes security
measure [12], which is similar to €y, but involves a security
game in which the adversary attempts to recover a secret in-
put as opposed to guessing a predicate on the secret input.
Local differential privacy [22] has also proven to be a popular
worst-case privacy measure, but often incurs high correctness
penalties. Although similar, these metrics can not be directly

. . >
applied to our scenario nor replace €, and 8;,6‘2.

7 Limitations

Our work naturally suffers from several limitations that should
be explored further before deployments are considered. Most
notably, use of an SBB mechanism fundamentally must leak
some information to the server to trade-off client privacy
for efficiency. In some contexts leaking even a single bit of
information about user content would be detrimental, in which
case our techniques are insufficiently private. We speculate
that leaking some information about client images is, however,
fundamental to achieve practical performance in deployment
for large B. How to provide a formal treatment establishing
that scaling requires some leakage and what that means for
moderation mechanisms remain open questions.

Second, our empirical analyses focus on matching attacks
for a single query, which excludes some other potential threats.
In particular it does not address adversarially-known correla-
tions between multiple images queried by one or more clients.
A simple example, mentioned in Section 3, is an ‘averaging’
attack against our LSH-based coarse embedding in which the
adversary obtains a large number of embeddings all for the
same image w. Then the adversary can average out the per-bit
noise and recover the granular embedding F(w). We discuss
simulation results for this scenario in Appendix E. The results
indicate that, similar to privacy-preserving mechanisms for
location-based services [6, 12,59, 72], repeated queries on
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the same content drastically weaken the privacy guarantee
of SBB: an adversary that sees multiple SBB outputs that it
knows are for the same image can obtain near-perfect match-
ing attack precision for almost all recall thresholds.

To address risk here, client software might cache images
they’ve recently queried. The client would not query the sim-
ilarity service if a new image is too close to a prior image,
and instead just reuse the cached result for the latter. Caching
may not be feasible in all cases, and doesn’t speak to cross-
user sharing of images, which may be inferrable from traffic
analysis should the adversary have access both to the simi-
larity service and the messaging platform. Another approach
would be to somehow ensure that the same noise is added
to the same image, regardless of which client is sending it.
This could possibly be done by having some clients share a
secret key, and use it to apply a pseudorandom function to
the image (or its PDQHash) to derive the coins needed for
the random choices underlying our coarse embedding. Here
an adversary’s 8;;2,% advantage remains at 50% regardless of
the increasing number of repeated queries. But this doesn’t
account for other potentially adversarially-known correlations
across images (e.g., they are almost identical), and may be
fragile in the face of malicious client software. Moreover,
sending the same SBB embedding for the same image would
seem to increase susceptability to linking attacks in which an
adversary infers when two or more queries correspond to the
same image. We are unsure which scenario bears more risk
in practice. We leave the exploration of these mitigations to
future work.

A related limitation is the exclusive use of empiricism for
evaluation. While we focus on Bayes-optimal adversaries, it
would be preferable to couple empiricism with analyses pro-
viding bounds on adversarial success. While our definitional
framework provides the basis for proving bounds on, e.g.,
precision for particular data distributions, we do not yet have
proofs and it appears to be challenging. We emphasize that
such results cannot fully replace empirical work, because even
formal results would necessarily make assumptions about data
that must be empirically validated. Nevertheless, we consider
the empirical results presented in this initial work as a proof-
of-concept of the SBB framework and encourage future works
to further examine the theoretical bounds for this approach.

Finally, the public perceptual hash algorithms that SBB
relies on increases the risk of evasion attacks that seek to
modify images just enough to avoid detection. This risk seems
particularly acute when using a similarity testing protocol
that sends a bucket of PDQHash values to the client, as the
adversary could extract these values from a client to inform
their attacks. Allowing users to report misinformation images
to frequently update the database may mitigate this risk.



8 Conclusion and Future Directions

In this paper, in order to allow efficient privacy-preserving
similarity testing, we defined the framework of similarity-
based bucketization and formalized a set of privacy goals that
are important to this application. We consider the informa-
tion that the adversary wants to infer from a client input as
the answer to a prediction task. An adversary’s advantage is
measured by their uncertainty regarding the prediction, using
metrics that are widely applied in machine learning.

Towards a realistic prototype for SBB, we focus on image
similarity testing. Driven by the privacy formalization, we ran
simulations on real-world social media data and analyzed the
SBB protocol’s security against a “matching attack”. The at-
tack refers to the scenario where an adversary tries to infer if a
client input is similar to an adversary-chosen image. Using our
framework, deployments can tune the performance/privacy
trade-off depending on the application context. We then test
SBB’s performance when composed with four similarity pro-
tocols with varying server privacy guarantees for the server
content. We show that the composition with SBB significantly
reduces the protocol latency and required bandwidth. While
further research is needed to address various open questions
and limitations of our results, we nevertheless believe that
SBB represents a promising approach to scaling private simi-
larity testing in practice.
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A A Secure Sketch Similarity Protocol

Here we provide further details regarding our secure sketch
based protocol. A secure sketch (SS) is a cryptographic mech-
anism originally suggested for use with biometrics or other
fuzzy secrets. Formally, an SS is a pair of algorithms (SS, Rec).
The first is randomized, takes as input (in our context) a simi-
larity representation v = F(w) computed from image w, and
outputs a bit string z, called a sketch. The recovery algorithm
Rec takes as input a sketch z and a value v and outputs a cor-
rected value v’. Informally, correctness requires that v/ = v
if A(v,v') < T. For our purpose, we use secure sketches that
work on the output space of similarity embedding F for A
being Hamming distance.

To realize our secure-sketch similarity protocol (SSSP),
we use an oblivious pseudorandom function (OPRF), im-
plemented by the circl Go library from CloudFlare [27]. It
suffices to have a PRF Fx(X) whose output is a member of
a group, and for which Fg (X)X = Fyx (X) for all K,K', X,
and where the keys form a group with operation ‘-’. The SSSP
starts by having the server compute a secure sketch z for each
image w' € B using the Reed-Muller code [56, 63], as well as
the precomputed OPRF output for each such w’. The resulting
values z1,...,75 and F[((]:(W/l)),...,F[((‘F(WTB‘)) are sent
to the client. The client chooses a random OPRF blinding
key T and computes Y; <— Fr(Rec(z;, F(w))) for each sketch
in the bucket. It sends the resulting Y1, .. ., ¥)p| to the server. (If
there are collisions in recovered similarity hashes, the client
replaces the repeat OPRF output with a random value.) The
server computes and returns to the client YlK yenn ,Y‘g‘. Finally,
the client can unblind the OPRF values by raising them each
to !, and then looks for values that match one of Y1, ... Y-



The secure sketch protocol was implemented as a Go app at
both the server side and client side.

Background on secure sketches. Our description of se-
cure sketches follows [20]. Let V be a random variable. The
min-entropy of V measures the probability of correctly guess-
ing a draw of V in a single guess. Formally it is defined as

Ho (V) = —logmfler [V=y].

where the maximization is over all values v in the support of V.
We also can define the conditional min-entropy of a variable V
conditioned on another (usually correlated) value Z. Formally
we define it as

H.(V|Z) = —log) maxPr[V=v|Z=z]-Pr[Z=¢]

where the summation is over all values z in the support of Z
and the maximization over all values v in the support of V. In
words this is just the negative log of the expected min-entropy
of V conditioned on Z, averaged over choice of Z.

An (V,u, i/, T)-secure sketch is a pair of algorithms
(SS, Rec) for which:

e The sketching algorithm SS takes as input v € V and
outputs a string z € {0, 1}*.

e The recovery algorithm Rec takes as input a string z and
an image similarity representation v/, and outputs a cor-
rected value v, Correctness mandates that if A(v,v') < T
then v/ = v. Otherwise no guarantees about v/ are made.

e The following security guarantee holds. For any distri-
bution D over V that has min-entropy u, then it holds
that He(V | SS(V)) > 1 where V is the random variable
representing a value drawn according to D and SS(V).

For our context, the security guarantee means that if images
have high min-entropy then the secure sketch ensures that they
remain unpredictable.

Oblivious PRFs. In addition to a secure sketch, our proto-
col also relies on one other cryptographic object, an oblivious
PRF (OPRF) [37,38]. An OPREF allows one party with a mes-
sage p to obtain the output of a PRF Fx(p) where K is held
by the other party. We particularly use an OPRF construction
from [37], which is based in part off earlier protocols due to
Ford and Kaliski [28]. The OPRF uses a cryptographic group
(such as a suitable elliptic curve group) G of order p with gen-
erator g, a hash function A : {0,1}* — G, and a hash function
H': G — {0,1}" for some parameter n (e.g., n = 256 if one
uses SHA-256 for H'). The party holding input p begins by
choosing a random integer T s Z,, computes X < H(p)*
and sends the result to the party holding the secret key K
(chosen uniformly from Z,). Upon receiving Y, that party
computes < XX and sends Y back. Finally, the initiator com-
putes ¥ < X ' and outputs H'(p,Y). Thus ultimately the
PRF is defined as Fx(p) = H'(p,H(p)X).

We note that this scheme can be extended to allow verifi-
cation that the server consistently uses the same PRF key K.
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Client(v) Server(53,K)

TS Zp 2B For w: € B:

yl_’____’yB‘ or w; € B:

Fori € [0,|B]]: — zi <5 SS(F(wi)))
pi + Rec(z;,v) Y Fg(F(wi)
X; +— H(pi)® Xi,..,Xp

' (Pi) il Fori € [0,|B]]:
’ ’ Y’! <_XiK
For i € [0,|B]]: Vi, Yy
! !
v ey,

Figure 7: F(,)(+) is a PRF. SS(-) and Rec(:,-) are from the
secure sketch protocol.

We refer the reader to [37] for details.

The protocol. Our protocol involves a client whose input is
an image similarity representation v € VV and a server whose
input is a set of images B C V. The protocol is parameterized
by a similarity embedding function F and distance thresh-
old 7. We assume a(V, u, i, T)-secure sketch (SS, Rec) that
works for the distance measure A associated with 7. We also
use the OPRF protocol described above.

A diagram of the protocol appears in Figure 7. Our secure-
sketch similarity protocol (SSSP) starts by having the server
compute a secure sketch for each image w' € B, as well as the
OPRF output for each such w'. The resulting values zy, . . . »Z|B|
and Fg(F(w))),-.. ,F[((}_(WTBl)) are sent to the client. The
client chooses a random OPRF blinding key T and computes
Y; <— Fr(Rec(zi, F(w))) for each sketch in the bucket. It sends
the resulting Y1,...,¥|p) to the server. (If there are collisions
in recovered similarity hashes, the client replaces the repeat
OPREF output with a random value.) The server computes
and returns to the client Y[, ... ,Y|§|. Finally, the client can

unblind the OPRF values by raising them each to t~!, and
then looks for values that match one of Y3,...,¥ 5.

B Correctness bound of £ g

Theorem 2. For any w,w' € W with Ay (w,w') < T, when
applying Ersg with embedding length d, flipping bias y and

T+Bely
coarse threshold k, for any B > 1 and k > d—

, we have

Pr[Simy sy (Embzsy (w),w') = true]

> (1 76—%([3—1)272) (1 _ 2514

Proof. Embysy works as follows: First, the algorithm sam-
ples an index function family / as a combination of d func-
tions sampled uniformly from Z without replacement. The
function 7 is then applied on the similarity embedding of w,
hence we have p = I(F(w)). A randomized algorithm Flip,
that takes as input a bit string p and outputs p of the same
length, setting p; = p; with probability 1 —y and p; = —p;
with probability y. A threshold k defined with the embed-
ding scheme is used as the coarse threshold for the Hamming
distance over the randomly selected indexes.



Swapping the order of applying Flip, and I doesn’t change

the output of Emb(w). Hence, we apply Flip, on F(w) first.

Letv = F(w) and ¥ = Flip,(p). We define X = Xt X;, where

the random variable X; = 1 if and only if 7; is set to —v;.

Since each index is flipped independently with probability
Y as in a Bernoulli trial, we have that X is sampled from
a binomial distribution X ~ B(¢,Y), where E[X] = ¢y. Thus
according to Hoeffding’s inequality, for any & > ¢y, Pr[X >
9] < e 2317

For any w,w’ € W with Ayy(w,w') < T,letv=F(w), 7 =
Flip,(v) and v = F(w'). We have A(7,V') <X +A(v,v), X
as defined previously. Hence, in the case of A(v,v') < T, for
self-defined B, such that > 1,

Pr[A(%,V/) > T+ Bey] <Pr[X > T —A(v,

72[<(T A(vy')

V) + By

<e (8117

< o 2B-1Y
Consider a randomly chosen / from Z, we define a random
variable Y as the number of indexing functions being drawn,
such that #[] # V'[I]. Note that ¥ = A(I(¥),1(V))), and it is
drawn from a hypergeometric distribution.
Thus, with Hoeffding’s inequality, we have Pr[Y >

K AGY) 2
k] < e 24G==77)" | In the case where k > d-T%FZY,

PrAI(5), (V) > k | A(F,) < T+ By] < e 26—
Hence, we have,

Pr[Simy sy (Embysy (w),w') = true]
= Pr[A(Embsy (W), Embygy (w
> PrA(F,V) < T + By
PA(), 1Y) < k| AV < T+ B4
S (1= e 2B=177) (g _e—zd(g—"*}“w) .

) <]

C Probability Computed by Bayes Optimal

Adversary

We prove Theorem | in this section and recall it below.

Theorem 1. Let A;(v,p) = A(I(v), p) for a similarity hash
v € {0,1}¢. Consider a fixed image waq, € WV and a sampled
image w < D. Let vyq, = F (Waqy) and v = F(w). Then

Pr[v = v, | Emb(w) = (1, p)]

rYAI(Vadvap> . (1 7fy)d7Al(Vadv-.”) . Q)}-(Vadv)

Y O (1 -y Dp(v)
ve{0,1}¢

where the probability is over the coins used by Emb and the
choice of w sampled from D.
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Proof. By Bayes’ theorem,

Pr[v = vu, | Emb(w) = (I, p)]
_ Pr[Emb( ) = (I [7) | V= Vadv] PI‘[V = Vadv]
Pr[Emb(w) = (7, p)]

Dx(vaqy) and that

Observe that Pr[v = v4q,| =

Pr[Emb(W) = (Iap) | V= Vadv}
= Pr[Emb(w) = (I, p) | I,v = vaqy| Pr[l]
_ YAI(Vude) (1 ,Y)d—Al(Vadv-,P) -Pr[I]

The last equality holds by the independence of the y-biased
coin flips, with (1 — ) corresponding to the bits in common
and vy corresponding to the differing bits.

Now, note that

Pr[Emb(w) = (I,p)] = Pr[Emb(w) = (I, p) | I] Pr[]] .
Observe that
PrEmb(w) = (1,p) | I
= Z Pr[Emb(w) = (I,p) | I, F(w) =V]-Pr[F(w) =]
ve{0,1}¢
- Z YAI(» p) d A(Vp) Dr(v')
ve{0,1}!

Plugging back into our original expression and cancelling
the Pr[l] terms completes the proof of the theorem. O

D SBB to Share Moderation Efforts

The SBB mechanism can also be used for social media sites
to share moderation efforts across trust boundaries. Small
social media sites have fewer moderation resources hence
often have to rely on databases of known bad contents such
as the ThreatExchange service [26] provided by Facebook,
while preserving the privacy of their users. In this section, we
review the deployment scenario of centralized moderators of
social media sites using a third-party database to improve their
moderation efforts. Unlike the deployment scenario where
individual users use SBB, the centralized moderator is able
to deduplicate the contents that they receive on the forum
and reduce the repetition rate of the popular images that are
sent in the queries. Using a dataset of images collected from
the imageboard 4chan by Matatov et al. [50], a social media
site that is known for inappropriate content and could use our
service, we conduct experimental analyses to find suitable
parameters of SBB under this setting. Our results show that
while preserving client’s privacy and ensuring correctness,
SBB compresses the database to 2.1%.
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Error bars represent the 95% confidence interval.

Our simulation dataset consists of 1.2 million posts with im-
ages collected from 4chan’s politically incorrect board (/pol/)
between July 10, 2018 and October 31, 2019, with 750 thou-
sand unique PDQHashes. The repetition rate of popular im-
ages are much lower as compared to the deployment scenario
of individual users, as can be observed in Figure 8 (upper-left).
Most of the images (78%) don’t share the same PDQHash
value with others (first row from bottom, lightest shade). Each
post with an image corresponds to a query for that image to
the SBB protocol. Similar to that in Section 5, we examine
the security of SBB against the matching attack of the most
popular image, which appears in 0.02% of all posts.

When comparing the baseline of using E.ppg with Ersg,
Figure 8 (upper-right) shows similar trend as in Figure 5 (left).
First, we notice that the accuracy metric cannot accurately
describe the privacy leakage, while €,,c remains 100% in all
experiments. Second, across all metrics, E.ppg allows the
adversary to have perfect improvement when performing the
matching attack, while E; sy offers better security guaran-
tees. In particular, when measured by &/-1%% gy performs
better than [E.ppg even when the coarse embeddings are of
similar length. The adversary achieves 89.5% precision upon
receiving a 16-bit LSH-based coarse embedding as request, as
compared to almost 96.6% precision when we apply E_ ppg.
In Figure 8 (lower-left), we fix the coarse embedding length
at d = 12 and present the results for 8;,?@')6 with varying 7. Sim-
ilar to that in Figure 5 (right), for any 7, S:;efi- is smaller than
50% (noted by the horizontal line) for all recall thresholds,
satisfying our security requirement as defined in Section 5.

In Figure 8 (lower-right), we fix d = 12 and y= 0.05, and
vary the value of the coarse threshold k. Similar to previ-
ous experiment, we use the 4chan dataset as D, and all the
possible values of PDQHash in the dataset as 3. The re-
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sults are aggregated from 2M requests randomly selected
from the dataset with replacement. The parameter settings are
less conservative in this scenario, allowing better efficiency.
For example, when T = 32, a sufficiently correct embedding
scheme with € > 95% (noted by the dashed horizontal line),
produces a smaller bucket (2.1%) in Figure 8 (lower-right)
than that (9.3%) in Figure 6 (left).

The distribution of images shared by clients may differ de-
pending on the deployment context. Such difference impacts
the adversarial advantage when performing matching attacks.
Our framework allows simulation on real-world social me-
dia datasets, in order to find good parameters for [E; sy when
navigating the privacy/efficiency tradeoff.

E Simulating Repeated Queries

We consider the following attack scenario in this section. An
adversary who receives g embeddings and is able to infer
that the embeddings correspond to the same image aims to
guess if the image has the same PDQHash value as an adver-
sary chosen image w,g,. The embeddings are generated with
independent coins. We first generalize from Theorem 1 to
compute the probability used by a Bayes optimal adversary.

Theorem 3. Let A;(v,p) = A(I(v), p) for a similarity hash
v € {0,1}.. Consider a fixed image wug, € W.

Suppose we sample an image w and generate q embeddings
for this image as follows:

w4 D, (I1,p1) <sEmb(w),...,(I;,ps) < Emb(w)
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Figure 9: The precision metric eﬁepc of matching attack with randomized (left) and fixed (right) indexing functions, at different
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Let vyqy = F (Waay) and v = F (w). Furthermore, consider
the distribution D that F induces on {0,1}', where

Dr(x) =Pr[F(w)=x]= Y DW)
wew,
Fw)=x
for all x € {0,1}".
We have that

PI‘[V = Vadv ‘ (Ilap1)7 EEER) (Iq)pq)]
'YS(Vadv) . (1 — 'Y)q‘dfs(vadv) . Q)}—(wadv)

Y Yé(w) . (1 — ,Y)q»dféﬁ(v/) . Q)]:(W/)
ve{0,1}¢

where 8(v) = Y A;;(v,p;) and the probability is over the
J€lgl
sampling of w and the coins used in the invocations of Emb.

Proof. The proof follows that of Theorem | except we now
consider independent bit flips over multiple embeddings cor-
responding the same image w, hence the sum in the exponents
of yand 1 —v. o

We experiment with the deployment scenario of when in-
dividual users use our services and follow the experimental
setup as in Section 5.1 with the same dataset. Figure 9 presents
the adversary advantage as measured by the precision metric
sf,;pc (Y axes) with the increase of the repetition frequency
q (X axes). The left figure shows the drastically increasing
adversary advantage when embeddings are randomized. Even
with low repetition rates, e.g. g = 2, Sﬁe(z.% is almost 100%.
This is because for two randomized queries of the same im-
age, the amount of information leaked to the adversary is
around 2d bits when the repetition rate of picking the same
indexing function is low. Hence the privacy loss of d =9 and
g = 2 would be similar to that of d = 18, which is detrimental.
However, when the embeddings are derandomized, i.e. in the
case when indexing functions are fixed for repeated queries,
the adversary advantage is at most around 50% as shown in
the right figure, even for sﬁeoc% and g = 5. This is because
the adversary doesn’t receive much extra information from
the repeated queries, nevertheless, el’;e]f()% keeps increasing
with the increase of g, as the adversary becomes more certain
when predicting more cases of w as positive.
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